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Target dependence of central rapidity A production in sulfur-nucleus collisions
at 200 GeV/c per nucleon
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Central rapidity A production has been measured in sulfur collisions with Cu, Ag, and Pb at 200
GeV/c per nucleon. Lambdas produced in these collisions were identified by their charged decays
recorded by a time projection chamber. The A yields are compared as a function of target mass. For
each target, the yields are reported as a function of A transverse kinetic energy and zero degree energy (a
measure of collision centrality). In each system, the data exceed predictions of the VENUs (4.02) model of
sulfur-nucleus collisions. The observed excesses show no obvious variation with collision centrality from
moderate to highly central collisions.

PACS number(s): 25.75.+r

I. INTRODUCTION

A new state of hadronic matter, called quark-gluon
plasma (QGP), has been hypothesized to form under con-
ditions of extreme heating and/or compression [1,2]. In
the violent collisions of large nuclei at high energies, it is
possible that suitable conditions may be reached in which
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this new state of hadronic matter may form. This possi-
bility has spurred a great deal of experimental and
theoretical activity in an effort to verify the formation of
QGP in nucleus-nucleus collisions. Toward this end
enhanced strange particle production has been suggested
as a possible indicator of QGP formation in relativistic
nucleus-nucleus collisions [3].

Motivated by this, CERN experiment NA36 has pur-
sued an experimental study of strange particle production
in collisions of 200 GeV/c per nucleon sulfur ions with
nuclear targets. This paper presents a measurement of A
production based on the analysis of data recorded in Oc-
tober 1987 during the first sulfur ion running for the
NA36 experiment. At that time data from sulfur col-
lisions with Cu, Ag, and Pb target nuclei were recorded
simultaneously. For this measurement only A's produced
with laboratory rapidity y&,b in the range 2.0 &y&,b &4.0
and transverse momentum pz- & 0.5 GeV/c are con-
sidered.
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II. EXPERIMENTAL APPARATUS III. DATA ANALYSIS

Sulfur ions were accelerated to 200 GeV/c per nucleon
by the CERN Super Proton Synchrotron and delivered to
the NA36 experiment via the H2 beam line. The arrival
of each beam particle was signaled by a plastic scintilla-
tor "start" counter, while three multiwire proportional
chambers (MWPC's) were used to measure precisely the
incident beam trajectories. The beam spot on target (ap-
proximately 0.5 cm X l.0 cm) was defined by two
remote-controlled beam geometry scintillator stations,
which were also used to veto events accompanied by
beam halo.

The target region of the 1987 NA36 experimental lay-
out is shown in Fig. 1. As beam particles entered the tar-
get region, sulfur ions were identified by their charge Z,
measured by a thin (500 pm) Si counter called the beam
tag (BT). Three target foils (Pb, Ag, and Cu) of 0.01 in-
teraction length were simultaneously placed in the target
region at 9-cm intervals. The BT was positioned 4 cm
upstream of the first target foil. A second Si counter,
called the beam veto (BV), was placed 9 cm downstream
of the last target foil and was used to veto events in which
a particle with Z 15 exited the target region, indicating
that no severe nuclear interaction had occurred.

The principle detector of the NA36 experiment was a
time projection chamber (TPC) [4], which was used to
record three-dimensional space points on charged parti-
cle trajectories. The active TPC volume measured 1.0
m XO. 5 m XO. 5 m and was filled with Ar-CH4 (9%). The
TPC was centered in the upper half of a large supercon-
ducting dipole magnet M1, which was operated at a cen-
tral field of 2.7 T. In this position the beam axis passed
approximately 2 cm below the lower edge of the active
TPC volume, and the Cu, Ag, and Pb targets were locat-
ed 117, 126, and 135 cm upstream of its front edge. This
experimental configuration minimized the number of
tracks in the TPC, which were unrelated to strange parti-
cle decays (e.g. , low-momentum pions and noninteracting
nuclear fragments). To optimize the TPC acceptance for
A decay products, the main component of the magnetic
field was oriented to bend positive tracks in the negative y
direction (i.e., downward) to match the topological
(momentum) asymmetry of the A decay products.

Downstream of the TPC were several detector systems
formerly part of the European Hybrid Spectrometer [5].
These included large MWPC's and drift chambers, a gas
Cerenkov counter, and electromagnetic and hadronic
calorimetry, which were used for triggering and event
characterization.

A. TPC event reconstruction

In the first stage of event reconstruction, three-
dimensional space points were reconstructed along
charged particle trajectories inside the TPC. Under the
influence of a uniform electric field of approximately 100
V/cm, ionization in the TPC from such trajectories was
drifted to the TPC end cap, where it was amplified and
collected by short (12-mm-long) sense wires arranged in a
two-dimensional (x,y) array. The time at which any of
the 6400 sense wires produced a signal above a set thresh-
old was recorded by pipeline time-to-digital converters.
Based on the (x,y) position of the sense wires and the
recorded drift time, unambiguous three-dimensional
space points along the trajectories could be determined
by integrating the charge transport equation [6] describ-
ing electron drift in the presence of electric and magnetic
fields.

For NA36 this task was complicated by the nonunifor-
mity of the M1 magnetic field, which resulted in an elec-
tron drift velocity that varied with position in both mag-
nitude and direction. Because of the large cyclotron fre-
quency for electrons drifting in the Ar-CH4 gas mixture,
ionization produced in the TPC drifted along paths
which predominantly followed magnetic field lines.
These drift paths deviated by as much as 1 —2 cm from
simple straight lines to the end cap. Nonetheless, accu-
rate three-dimensional space points were obtained by nu-
merically integrating the electron drift velocity under the
influence of the nonuniform M1 field.

From the three-dimensional space point information,
charged particle trajectories were reconstructed in the
TPC. The pattern recognition procedure used was based
on a track following method adapted from the ALEPH
experiment at LEP [7]. Because of low TPC hit efficiency
(=40%) during the 1987 running, the ALEPH algorithm
required substantial development to provide acceptable
event reconstruction. The algorithm proceeded as fol-
lows: Starting at the downstream end of the TPC, pairs
of space points were extrapolated upstream as possible
track segments in search of additional hits lying along the
same general trajectory. As additional space points were
found and added to a track segment, the extrapolation
was refined and repeated. Once all suitable space points
were found for a given track, the points were fit using a
least-squares minimization procedure of the particle tra-
jectory in the M1 magnetic field. The results of the track
fit yielded the particle charge, momentum, and errors.

Active TPC Volume

4y

BT BV

Pb Ag Cu
Target Foih

FIG. 1. 1987 NA36 experimental setup showing the target
region and TPC.

B. Target identification

As three target foils were used simultaneously in the
experiment, the reconstructed tracks in the TPC were
needed to identify the target foil in which a particular in-
teraction occurred. By extrapolating TPC tracks to the
target region through the known magnetic field, the posi-
tion of the primary interaction vertex could be recon-
structed. In the target region, the magnetic field is low,
and so particle trajectories are approximately straight
lines, especially in the nonbend plane projection (x,z).
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TABLE I. Target identification cuts, number of events per target, and approximate contamination of
each target sample from primary interactions in surrounding air, adjacent foils, and trigger counters BT
and BV.
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FIG. 2. Distribution of the x position of the reconstructed
primary interaction vertices. The positive x axis is in the beam
direction, and the origin is at the center of the M1 magnet.

Working in this projection, the extended tracks were fit
as a set of lines passing through a common point (xo zp).
The value of (xo,zc) which best fit the set of extended
tracks for each event was taken to be the position of the
primary interaction vertex.

Figure 2 shows the xo distribution of reconstructed
primary interaction vertices. Clear peaks are seen along
the beam axis at the positions of the three target foils.
The tails to either side of the target foil peaks are due to
primary interactions in the BT and BV counters, which
failed to self-veto, as well as to interactions with the air in
the target region. The width of each peak obtained from
a multiple Gaussian fit yields a resolution of cr =2.3 cm.
Slightly better results (cr, =2.0 cm) have been obtained
using a Kalman filter algorithm [8];however, this was not
used in the present analysis.

To associate a given event with a particular target foil,
cuts were placed at +4.5 cm from the centroids of the
peaks of Fig. 2. These cuts and the statistics of the event
sample obtained for each target are listed in Table I.
While the primary vertex resolution is not sufficient to
separate unambiguously all events from adjacent targets,
the contamination of the event samples from primary in-
teractions originating in adjacent targets is small and is
summarized in Table I.

C. Trigger and event characterization

In a simple geometric picture of the collision process,
the average number of noninteracting or spectator nu-
cleons from the projectile decreases with impact parame-
ter. After the collision the spectator nucleons from the
projectile largely continue along the beam axis. As a re-
sult, one can estimate the number of such projectile spec-
tator nucleons in a given collision, and hence the collision
centrality, by measuring the energy of all particles emerg-
ing near zero degrees with respect to the beam axis. For
NA36 this zero degree energy EO was measured by the
forward neutral calorimeter (FNC) [5].

The FNC consisted of 200 Fe-scintillator sandwich-
type calorimeter blocks (144X 15 X 15 cm ) arranged in a
10X20 block wall and positioned such that projectile
fragments within approximately 0.4' of the beam axis
were detected in the four central blocks. This near-zero-
degree energy measurement was used for triggering and
event characterization. In particular, the zero degree en-
ergy measured by FNC was used on line to define a cen-
tral collision trigger. For the present data set, the selec-
tion of events written to tape was obtained from a mix of
beam (BEAM), minimum bias (MINBIAS), and central
collision (CENTRAL) triggers. The BEAM trigger only
required that a charged beam particle enter the target re-
gion and was downscaled by a factor of 512 (i.e., only one
in every 512 BEAM triggers were recorded to tape). For
MINBIAS triggers an incident Z =16 ion was required
to satisfy the BEAM trigger and appear to undergo a
charge-changing interaction in the target region defined
by BT and BV. This trigger was downscaled by a factor
of 128. Finally, the CENTRAL collision trigger required
a MINBIAS trigger in which less than about 3800 GeV
was deposited in the central FNC blocks (slightly more
than half the beam energy). This EO threshold, which
made for a rather loose central interaction requirement,
was selected to saturate the data-acquisition system for
the relatively low beam fiux on target (=10 kHz). The
interaction cross sections for the CENTRAL trigger were
0.8, 1.3, and 2.2 b for sulfur collisions with the Cu, Ag,
and Pb targets, respectively.

For the MINBIAS data set, differential interaction
cross sections do IdEO have been measured for each tar-
get as a function of EO. These cross sections are shown
in Fig. 3(a). Note the differences in the falloff of the
differential cross section for each target as EO approaches
zero. The value of EO at which the cross sections vanish
is observed to decrease with increasing target atomic
mass as a result of greater stopping power of the thicker
target nuclei. A second geometric effect is the "pileup"
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FIG. 3. (a) Differential interaction cross sections for S+Cu, Ag, and Pb collisions as a function of zero degree energy EO, mea-
sured by FNC. (b) Effective impact parameter as a function of EO for S+Cu, Ag, and Pb collisions.

in the S+Pb differential cross section around E0=1
TeV. This results from little change in the thickness of
the Pb nucleus presented to the sulfur projectile near zero
impact parameter. Consequently, there is a range of
small impact parameters which result in nearly the same
average EO. Similar behavior has also been reported by
WA80 [9].

Within a simple geometric-overlap model of the inelas-
tic nucleus-nucleus interaction, the effective monotonic
relationship between EO and the impact parameter b may
be determined from the differential interaction cross sec-
tion do /dEO. For events with EO=E, the correspond-
ing effective impact parameter b (E) may be determined
from the relation

nb(E) = f dEO .
o dEO

By integrating the cross sections of Fig. 3(a) in this
manner, a correlation between effective impact parameter
and the EO measured by the central FNC blocks was ob-
tained for each target. These are plotted in Fig. 3(b). In
this approach the CENTRAL collision trigger
(EO&3800 GeV) effectively selected maximum impact
parameters of approximately 5.0, 6.4, and 8.3 fm for the
Cu, Ag, and Pb targets, respectively. These maximum
impact parameters roughly correspond to the radii of the
target nuclei. This implies a minimum collision overlap
of approximately half of the sulfur projectile, which is
consistent with the maximum EO for the CENTRAL
trigger of slightly more than half of the beam energy.

parent particle was determined by invariant mass calcula-
tion.

From the reconstructed TPC tracks, A decay candi-
dates were selected from oppositely charged pairs which
appeared to share a common vertex within a fiducial de-
cay volume extending 40 crn upstream of the TPC. In or-
der to suppress the contribution of false V 's formed by
the accidental crossing of two tracks, V candidates were
required to have more than a minimum length (20 cm)
and number of hits per track (seven or eight for the nega-
tive or positive track), have a good topological fit to a V
decay (g /D. F. & 2.0), have a total V momentum vector
which is consistent with originating from the primary in-
teraction (within 1.75o), and have more than a minimum
two-track separation (1.0 cm) when the decay tracks were
extrapolated to the target. Note that these cuts apply
equally to all V 's, regardless of mass, and therefore do
not bias a particular reconstructed V mass.

As the identities of the decay products were not known
(no dE/dx information was recorded for particle
identification in the TPC), there is some ambiguity be-
tween V 's from A —+pm. decays and those from the de-
cays of K, ~m. +m. . Fortunately, the kinematic overlap
of these two decays is limited and may largely be exclud-
ed by an appropriate cut in the phase space of the decay
products. A convenient variable for this purpose is the
longitudinal momentum asymmetry of the decay [10], a,
defined as

pL. pI.a=
pL. +pL,

D. Lambda identification and analysis

Larnbdas produced in the sulfur-nucleus collisions
were identified by the characteristic topology of their de-
cay products (i.e., A~pm. ) recorded by the TPC. The
charged tracks originating from the decay vertex form a
so-called neutral vee or V . Based on the measured mo-
menta of the decay products, the likely identity of the

Here pL+ and pL refer to the longitudinal momentum
components (along the total momentum vector of the V )

of the positively and negatively charged decay product,
respectively. The phase space for A —+p~ decays is
largely limited to values of a )0.5, with an average value
of 0.7, because of the asymmetric momentum sharing be-
tween the decay p and m. due to their mass difference.
On the other hand, the E, ~m. +~ decays fall predom-
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The solid curve in Fig. 4(a) shows the invariant

M(p, n). mass for all V candidates with a)0.5 and
passing background suppression cuts. In this distribution
a peak near the A mass (MA =1.1156 GeV/c ) is visible,
along with significant combinatorial background which
survived the cuts. In principle, the cuts could be made
more restrictive to suppress the surviving combinatorial
background; however, this is not a practical approach as
the statistical significance of the measurement suffers
considerably in the process. Instead, as discussed below,
the remaining combinatorial background was simulated
and subtracted from the candidate V distributions. An
attempt was made to optimize the background suppres-
sion cuts to maximize the net statistical significance of
the measurement after background subtraction.

To reproduce the distribution of the combinatorial V
background in the data, an event-mixing procedure was
employed. In this procedure all positive tracks from one
event were combined with all negative tracks from anoth-
er event originating from the same target and character-
ized by similar zero degree energy and reconstructed pos-
itive and negative track multiplicity. The frequency of a
given event type in the mixed event sample was matched
to that found in the data. By searching the mixed events
for V 's and applying the same cuts as were used for the
data, the contribution of combinatorial background was
determined for each kinematic distribution of interest.
The number of mixed events analyzed in this manner was
comparable to the number of events in the data; the pre-
rise ratio of the number of mixed events to the number of
events in the data was used as the absolute normalization
for this procedure. No fit or free parameters were used to
force agreement between the combinatorial-background
simulation and the data.

As an example of the subtraction procedure, the
dashed curve in Fig. 4(a) shows the invariant M(p, n )

mass distribution of V 's from the combinatorial-
background simulation which pass the same cuts used for
the data (solid curve). Away from the A mass, the agree-
ment between the data and the simulated combinatorial
background is excellent. The background-subtracted in-

variant M(p, m. ) mass distribution (obtained from the
diff'erence of these two distributions) is shown in Fig. 4(b).
A clear peak is seen in this figure at the A mass with no
evidence of residual combinatorial-background contam-
ination. The mass resolution is found to be about 15
MeV/c, which is compatible with expectations for this
data set.

In addition to the background-subtraction procedure,
to isolate the raw A distributions of interest, cuts were
placed on the transverse momentum (pT ), rapidity (y),
reconstructed invariant mass [M(p, n )], and longitudi-
nal momentum asymmetry (a) of the V candidates. Ad-
ditionally, a cut was placed on pi, which is defined as the
momentum component of either decay product trans-
verse to the total momentum vector of the V . These are
summarized in Table II. The rapidity and transverse
momentum cuts were used to define a kinematic region
for A production which matched the acceptance of the
experimental apparatus. The pj cut and additional a cut
were used at this point to further avoid regions of the
A~p77 decay phase space that are ambiguous with oth-
er physical processes satisfying the neutral vee topology.
An example is y~e+e conversions, which tend to have
values of pz very nearly zero. Proceeding in this manner,
raw A yields as a function of pT and EO were extracted
from the data and corrected for combinatorial-
background contamination. A summary of the identified
yields (before and after background subtraction) is given
in Table III.

Acceptance corrections for the raw distributions were
calculated by Monte Carlo techniques. For this, a model
of the response of the TPC was developed to generate
TPC hits for simulated A —+p~ decays. The simulated
hits were embedded into real events, which were then an-
alyzed, keeping track of which simulated A decays were
successfully reconstructed and identified by the standard
program of analysis. The acceptance corrections were
determined as a function of each kinematic variable of in-
terest (i.e., pr or EO) from the ratio of the generated A
distribution (discussed below) to the correctly identified
simulated yield. The A decay rate and charged branch-
ing ratio were also taken into account. The final correct-
ed A distributions were obtained by multiplying the com-
binatorial background-subtracted distributions by the ac-
ceptance corrections calculated in this procedure. This
effectively accounts for geometric acceptance and
inefficiencies of the experimental apparatus and data
analysis procedures.

The rapidities and transverse momenta of the simulat-
ed A's were randomly generated according to indepen-

200

1 1.25 1 5 175 2
Invariant (p, vt ) moss (GeV/c')

100

0 &

1.25 1.5 1

Invariant (p, rr ) mass

75 2
(GeV/c') Kinematic variable Range

TABLE II. Kinematic criteria, in addition to background
suppression cuts, required of the A sample.

FIG. 4. (a) Invariant M(p, 77 ) mass distribution for all V
candidates passing background suppression cuts with a) 0.5
(solid curve, data; dashed curve, combinatorial background
simulation). (b) The invariant M (p, ~ ) mass distribution
corrected for combinatorial-background contamination.

Transverse momentum pT
Rapidity y
Invariant mass M(p, ~ )

a
px

pT) 0.5 GeV/c
2.0&y,.b &4.0
1.0806 &M(p, 77 ) & 1.1506
0.5 &a &0.85
0.05 &p~ &0.12 GeV/c
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TABLE III. Summary of the statistics of V 's passing all A identification and background suppres-
sion cuts for both the data and the mixed event sample. Numbers in parentheses are for the CEN-
TRAL event trigger.

Target

CU

Ag
Pb

Totals

No. of real
events

25 370 (19732)
32 459 (26832)
37 185 (32572)
95 014 (79136)

No. of mixed
events

18 792 (14584)
24085 (19868)
27 586 (24199)
70463 (58651)

No. of A
candidates

(real events)

390 (364)
598 (580)
774 (747)

1762 (1691)

No. of A
candidates

(mixed events)

164 (156)
267 (257)
341 (335)
772 (748)

No. of A's after
scaled subtraction

169 (153)
238 (232)
314 (296)
721 (681)
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l
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FIG. 5. Corrected A lifetime distribution. An exponential fit
to the data yields a lifetime of 276+56 ps, in good agreement
with the accepted value of 263 ps [11].

dent input distributions. For this, a linear parameteriza-
tion was used for the input rapidity distributions, while
an exponential in transverse kinetic energy,
TT=(pT+M~)' MA—, was used to describe the input

transverse momentum distributions dnldp T= Ae
The relative number of A's generated per event was
determined by the EO of the event according to a third, a
piecewise-linear, EO input distribution. Since the accep-
tance corrections as a function of a particular kinematic
variable are determined by integrating the acceptance
over all other kinematic variables, it is necessary that the
simulated A distributions agree with the corrected distri-
butions of interest for such a correction scheme to be val-
id. To achieve this an iterative acceptance correction
procedure was employed whereby an initial guess of the
A yields (as a function of y, pr, and EO) was used for in-

put distributions and the corrected A yields from one
iteration were used to generate the simulated A decays
for the following iteration. This correction procedure
converged in three iterations and was confirmed in a
fourth and final iteration.

As a check of the validity of the A identification, back-
ground subtraction, and acceptance corrections described
in this section, the corrected A lifetime distribution is
shown in Fig. 5. An exponential fit to the data yields a A

lifetime of 276+56 ps, which is in good agreement with
the accepted value of 263 ps [11]. Further, the depen-
dence of the corrected A yield has been studied as a func-
tion of the cuts used for background suppression and A
identification. It was found that the corrected yield is not
significantly affected ((8%) by reasonable changes in any
of the cuts used through the analysis. For example, in-
creasing the required two-track separation of the V de-
cay tracks at the target from 1 to 2 cm resulted in a de-
crease in the corrected yields of 2+5 %. Varying the ki-
nematic criteria of Table II (used to isolate the raw A
sample) by 10—20 % resulted in similar statistically
insignificant changes in the corrected yields.

IV. RESULTS

Correcting for combinatorial-background contamina-
tion and acceptance as discussed above, A yields are
presented in this section as a function of target mass, A
transverse kinetic energy, zero degree energy, and
effective impact parameter. The errors shown are statisti-
cal only and reAect the propagation of the uncertainty of
the data, the combinatorial-background subtraction, and
the experimental acceptance corrections. In addition to
the statistical errors shown, the overall systematic uncer-
tainty is estimated to be 25%%uo, stemming primarily from
uncertainty in the acceptance corrections. It should be
noted that this uncertainty does not reAect the relative
target dependence of the A yields. Additionally, there
are a number of E, decays which will unavoidably pass
the A kinematic criteria outlined in Table II. These
misidentified decays systematically increase the measured
A yields by a small fraction. Using the TPC simulation
and decay embedding techniques developed for the ac-
ceptance correction calculations, the level of this E, con-
tamination is estimated to be 3+1 %. The spectra
presented here are not corrected for this contamination.

Lambda multiplicity per unit rapidity is shown for
CENTRAL triggers in Fig. 6 as a function of target
mass. These yields are averaged over the rapidity region
2.4&y»b &3.6 and are listed in Table IV. For compar-
ison, predictions of A yields have been generated using
version 4.02 of the vENUS [12] event generator, which is
known to reproduce well A production in p-p collisions.
The corresponding A multiplicities predicted by VENUS

are also listed in Table IV and shown in Fig. 6. The data
are found to exceed significantly the VENUS predictions
by factors of 1.9+0.3, 2.3+0.3, and 2.3+0.3 for S+Cu,
Ag, and Pb collisions, respectively.
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FIG. 6. Average A multiplicity per unit rapidity for CEN-
TRAL triggers as a function of target mass. Also shown are
predictions of the vENUs model (squares).

Figure 7 shows the corrected A yields dnldTI per
CENTRAL collision trigger, as a function of transverse
kinetic energy Tr=(pr+M„)' —Mj„for S+Cu, Ag,
and Pb collisions. Fits of the Tz- spectra to the functional
form

1 dn —r~/B=Ae
Nev d T~

(3)

are shown by the solid lines and are found to represent
well the data. Parameters of the fits are given in Table
IV. Within statistical errors the transverse slope parame-
ter 8 for each distribution is found to be independent of
the target mass, the target-averaged slope parameter be-
ing 0.227+0.023 GeV. At smaller values of y»„,NA35
has reported similar transverse slopes for A production in
0+Au (8 =0.204+0.012 GeV, 1.5&y&,b &2.4) [13] and
S+S (8 =0.194 GeV, 0.8&y&,b &2.0) [14] at the same
beam energy per nucleon.

The VENUS predictions of the A transverse kinetic en-

ergy spectra are also shown in Fig. 7 (dashed curves).
These spectra are much flatter than the data and are not
well represented by a single exponential in Tz-, which has
successfully described the transverse spectra (below a few

GeV/c) of most hadronic species studied in A+ A' col-
lisions at CERN energies [15]. However, it should be
noted that for values of y»b below the range of the
present measurement (e.g., y|,b &2.0), the transverse A
spectra from VENUS become steeper and are in better—T~ /B
agreement with Ae behavior.

Finally, the average A multiplicity as a function of EO
is shown in Fig. 8 for each target. These distributions in-
clude CENTRAL and MINBIAS triggers and therefore
span most collision centralities. Also shown is A multi-
plicity as a function of the effective impact parameter
determined from the EO yields and the correlations of
Fig. 3(b). Within the statistical significance of the data,
no strong target dependence is apparent in the A multi-
plicity produced at fixed EO. The data do suggest that
the A multiplicity increases with target mass at fixed
effective impact parameters above 4 fm. For impact pa-
rameters less than 4 fm, the data are consistent with this
behavior, but the statistical significance is not suScient to
make a meaningful statement.

For comparison, VENUS predictions of the A yields as a
function of impact parameter are shown in Figs. 8(d),
8(e), and 8(f) by the dashed curves. As noted earlier, the
predictions fall below measured yields for CENTRAL
triggers (i.e., b & 5.0, 6.4, and 8.3 fm for S+Cu, Ag, and
Pb, respectively). Also shown in Figs. 8(d), 8(e), and 8(f)
are the predicted yields scaled by the above factors of I.9,
2.3, and 2.3 to normalize the VENUS predictions to the
observed integrated CENTRAL yields for each target.
One finds that the measured data and the scaled VENUS

predictions are in reasonable agreement as a function of
collision centrality.

V. CONCLUSIONS

A measurement of A production at central rapidity has
been completed for sulfur collisions with Cu, Ag, and Pb
targets. In each of these reactions, data were taken over
most collision centralities and a minimum A transverse
momentum of 0.5 GeVic was required. For each collid-
ing system, the A yields were measured as a function of
transverse kinetic energy and zero degree energy, allow-
ing a systematic comparison with model predictions.

The measurements have been compared with predic-
tions of the vENUs event generator (version 4.02), which
is found to underpredict the number of A's produced
within the kinematic acceptance of this measurement.
The CENTRAL data exceed the predictions by factors of

TABLE IV. Parameters of the transverse kinetic energy spectra and average yields per unit rapidity
per CENTRAL trigger for A production in S+Cu, Ag, and Pb collisions. Also given is the vENUS 4.02
prediction for the average A yield per unit rapidity per CENTRAL event.

Target

1 dn =He
Nev d T~

~ (aev-'i S (aeV) Data

dn (2.4 (y),b (3.6)
N,„dy

VENUS 4.02

CU

Ag
Pb

8. 1+4.0
13.7+6.3

15.6+5.7

0.232+0.047
0.213+0.037
0.235+0.034

2.0+0.3
2.7+0.4
3.4+0.5

1.05+0.02
1.16+0.03
1.51+0.02
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FIG. 7. Lambda yields per CENTRAL event as a function of transverse kinetic energy Tr [=(pr+M~)'~' —M„]for sulfur col-
lisions with (a) Cu, (b) Ag, and (c) Pb targets. Dashed curves are predictions of the vENUS model.

1.9+0.3, 2.3+0.3, and 2.3+0.3 for sulfur collisions with
Cu, Ag, and Pb targets, respectively. Even with the es-
timated 25% systematic uncertainty of this measurement,
it seems difficult to reconcile the VENUS predictions with
the measured yields. In addition to the disagreement in
the total A yields, the shape of the transverse kinetic en-

ergy distributions predicted by the VENUS model differ
markedly from the data. The measured dn/dTT distri-
butions are well represented by a single exponential with
an average transverse slope parameter of 0.227+0.023
GeV, which is in reasonable agreement with that found in
other measurements of A production at CERN energies.

Finally, for the CENTRAL data from each target,
vENUS appears to reproduce the shape of the A multipli-
city as a function of impact parameter, within the statisti-

cal significance of the data. Thus, while a strangeness ex-
cess is observed in CENTRAL collisions relative to the
VENUS model, the predictions are roughly proportional to
the data as a function of impact parameter for these
triggers. This is particularly interesting since the VENUS

prediction of lambda yield relies on an appropriate super-
position of independent nucleon-nucleon collisions
without exotic production mechanisms. For A produc-
tion in peripheral collisions (i.e., b & 5.0, 6.4, and 8.3 fm
for S+Cu, Ag, and Pb, respectively), the statistical
significance of the present measurement is not sufficient
to draw meaningful conclusions. However, it should be
noted that the peripheral-collision lambda yields reported
here are not inconsistent with those reported recently by
[16].
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