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Low energy optical model studies of proton scattering on Fe and Fe
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Proton elastic and inelastic cross sections have been measured at a number of energies between 3.73
and 7.74 MeV on targets of ' Fe and ' Fe. The (p, y) cross section was measured at the same energies.
Coupled-channel effects on the absorption cross sections are examined and an analysis in terms of disper-
sion theory is presented. A good representation of single particle energies was obtained. Calculations of
two-particle —one-hole state densities agree qualitatively with the imaginary potential differences, in that
shell effects disappear above the Coulomb barrier.

PACS number(s): 25.40.Cm, 25.40.Ep, 24.10.Ht, 27.40.+z

I. INTRODUCTION

Several authors [1—4] have studied the (p, n) reaction
at low energies on targets with mass number A near 100,
70, and 60. Analysis of these data showed that the
volume integral of the absorptive potential at low bom-
barding energies was strongly dependent on A, with a
sharp increase for nuclei between closed shells.

These results were confirmed by extensive work
through studies of Ag, Mo, In, and Zr nuclei. The results
confirmed that the volume integral of the absorptive part
of the optical model potential (OMP) was strongly depen-
dent on A. Additional work [5,6] showed that explicit
inclusion of isospin does not significantly alter the A

dependence of W. Further analysis of (p,p) and (p, n)
cross sections on Zr and Mo isotopes, using a deformed
potential coupling the ground and first excited states (2+ )

of the target, only results in a 10—20% reduction of the
absorptive volume integral, leaving the main features of
the A dependence unchanged. Kailas et al. [4], studying
the A =60 mass region, found a significant degree of
correlation between pz and W. They also compared the
total level density to 8'and found a significant degree of
correlation.

Grimes [7] examined the role played by collective
effects and the modulations of the density of intermediate
states and found that the modulations with A in the two-
particle —one-hole (2p-lh) state density are pronounced at
3-MeV proton energy but are markedly reduced at 6
MeV and above.

Cereda et al. [8], examining the A dependence of the
absorptive potential concluded that there is no evidence
of an anomalous behavior of 8' above the Coulomb bar-
rier. This result can be explained by the findings of
Grimes, since shell effects apparently disappear rapidly
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above the Coulomb barrier. Measurements of neutron
elastic scattering at low energies [9] in the region
39(Z (51 showed that 8'was strongly shell dependent
with pronounced minima at X=50 and Z =50. The con-
clusion was less than half of this effect is due to collective
motion.

In order to test these hypotheses, detailed studies of
proton elastic and inelastic scattering on Fe and Fe at
low energies were undertaken. Fe has a closed neutron
shell (N=28), a somewhat small p2 (0.18), and exhibits
vibrational behavior, while Fe has a larger p2 (0.24) and
is well described by the asymmetric rotational model.
Large negative (p, n) Q values and low (p, a) cross sec-
tions made the elastic channel dominant at low energy.

In the present work, proton elastic and inelastic
differential cross sections have been measured at 3.73,
4.95, 6.06, and 7.74 MeV for Fe and at 4.08, 5.02, 5.84,
6.56, and 7.74 MeV for Fe. The (p, y) cross section was
also measured at the same energies. Proton elastic data
are analyzed in the framework of the spherical optical
model (SOM). The compound elastic scattering is sub-
tracted from the total proton elastic scattering to obtain
the proton shape elastic angular distributions. The po-
tential strengths are optimized to obtain the best-fit pa-
rameters in a fixed geometry. Parameters obtained are
used to predict the 2+ proton inelastic cross sections and
the (p, y ) data to check for consistency and to estimate
the magnitude of the coupled-channels effects in the
determination of the absorption cross section.

Previously published proton elastic scattering data [10]
at higher energies were included in the data set to in-
crease the energy range. The lower and higher energy
OMP parameters are fitted with suitable functional forms
which are used to estimate the dispersive contributions to
the potential. The mean nuclear field obtained is com-
pared with the available experimental single-particle (SP)
binding energies. This dispersive OMP is then used to
calculate the bound and unbound proton SP states in

Co and Co. Experimental values for neutron bound
SP states are obtained from single-nucleon transfer reac-
tions having Fe and Fe as final states and are com-
pared with those calculated from a neutron global OMP
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potential. The complete set of SP states is used to calcu-
late the 2p-1h state density in Co and Co. The impor-
tance of shell eft'ects in the determination of the 2p-lh
state density, and hence in the absorption cross section, is
investigated.

II. EXPERIMENTAL METHOD

A. Proton scattering data

less than 2%. The use of a fixed monitor detector allo~s
a relative angular distribution to be obtained independent
of possible target nonuniformities and without need for
values for the absolute target thickness or solid angle of
the detector. By assuming that the cross section for pro-
ton scattering is strictly Rutherford below 2 MeV, a
value for the product of these factors can be found, allow-
ing the high energy data to be normalized. An overall
uncertainty of 4% in the scattering cross section was ob-
tained.

Differential proton elastic-scattering cross sections
were measured at the Ohio University Tandem Van de
Graaff' facility. Details of beam production and accelera-
tion have been extensively described elsewhere [11]. The
experimental setup used to collect the data is identical to
that of Dicello et al. [12].

The proton energy was accurately determined by bend-
ing the beam through a 90' analyzing magnet which is
monitored by a nuclear magnetic resonance probe. Pro-
tons were detected with two surface-barrier silicon detec-
tors. One, fixed at 135', acted as a reaction monitor; the
other could be rotated from 0' to 160' and was fitted with
a 1-mm angle defining aperture and a movable anti-
scattering baffl to minimize slit-edge scattering [13].
With a target-to-detector distance of 15.5 cm, a max-
imum angular uncertainty of 0.4' is achieved.

Samples consisted of isotopically enriched Fe and
Fe foils. Two sets of target thicknesses were required to

carry out the measurements —the thin one for the lower
half of the energy range (E~ (6 MeV) and the thicker one
for the higher energies (6 (E ( 8 MeV). This was neces-
sary in order to accommodate compound nucleus fluctua-
tions which vary with excitation energy. At low energies,
isobaric analog resonances (IAR) are well separated with
large magnitudes, but they are fragmented and of smaller
magnitude at the higher energies with a smaller energy
separation between two consecutive fragments. It is
necessary to avoid the large IAR at low energies but
average out the less prominent fragments at the higher
energies. Fe samples were 99.9% pure, with
thicknesses of 650 and 1.03 mg/cm . Fe samples were
97.1% enriched with a 2.53% Fe contamination and a
0.32% trace of Fe. They were 664 and 1.04 mg/cm
thick.

Dead time corrections were made via a low-frequency
pulser and were always small as care was taken during
data collection in maintaining the beam current at low
values. The largest corrections were of the order of 0.3%
of any integrated peak.

Relative di6'erential cross sections were obtained for
carbon and oxygen from the experimental data at each
angle where the corresponding elastic peaks are separated
from the elastic peaks of iron. The contamination levels
were calculated from the knowledge of the relative and
absolute cross sections obtained from the OMP parame-
ters. The total contamination level was found to be
(1.0+0.3)%.

Repeated measurements of Rutherford scattering
(E &2 MeV) showed that the deviations of the experi-
mental data from the theoretical predictions were always

B. (p, y) measurements

For the proton capture reactions, the residual nuclei
Co and Co have half-lives of 17.5 h and 271 ~ 8 days, re-

spectively. In the decay of Co, the 1.409-MeV ground-
state transition from Fe occurs with a 42% branching
ratio. This transition was chosen as the "signature" be-
cause the efficiency of the detector at this energy (1.409
MeV) reaches a plateau and is less subject to uncertainty.

The ground state of Co branches to the 136-keV ex-
cited state of Fe with a 99.8% probability. This state
then decays to the 14-keV excited state of Fe with a
branching ratio of 89% by the emission of a 122-keV y
ray. This y ray was chosen as the "signature" because
the detection efficiency is precisely known at this energy.

The y-ray spectrometer used in the experiment consist-
ed of a high-resolution intrinsic germanium crystal of cy-
lindrical shape. A National Bureau of Standards [14]
point source of mixed radionuclides provided an accurate
full-energy-peak efficiency calibration of the germanium
spectrometer for y-ray energies between 40 and 1600
keV. The detector-to-sample distance was 5 cm, a
reasonable value that eliminates the need for pulse-
summing corrections [15] that occur when two y rays
strike the detector within the shaping time of the
amplifier.

Before each run, a blank target measurement was car-
ried out in order to estimate the natural background radi-
ation and to make sure that no unwanted peak interfered
with the data. The residual activity in the samples was
measured before beginning activations and was found to
be completely negligible. The electronics setup and dead
time monitor was basically the same as for the proton
data. A complete history of the activation of each target
was maintained such that incremental activations at each
energy were clearly isolated. Separate targets were used
when the residual activity compromised the statistical ac-
curacy of the incremental activations. Irradiations were
for 10 h in the case of Fe and 20 h in the case of Fe at
the same proton energies as those of the proton scattering
data. The measurements were carried out in the same
scattering chamber used to collect the proton scattering
data, with the current integrated in a suppressed Faraday
cup. The collected charge was checked against the moni-
tor yields, which are accurately known from the proton
scattering measurements. Charge integration was found
to be better than 1%, as the intensity of the beam current
( —500 nA) was much larger than any leakage current to
the ground (which was —1 —2 nA).

The main sources of uncertainty are due to the
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efficiency calibration and the yield determination. The
uncertainty in the efficiency e is estimated to be less than
5%. The uncertainty in the yield was due mainly to the
background subtraction and is estimated to be no greater
than 5%%uo. Statistical uncertainties were completely negli-
gible as the typical integrated y-ray peak had a very large
number of counts. The data reported in Tables III and
IV have an overall uncertainty which is estimated to be
less than 10%%uo.

III. PHENOMENOLOGICAL SPHERICAL
OPTICAL MODEL

A. Introduction

A standard optical model with Woods-Saxon form fac-
tors, real spin orbit, and Coulomb potential was em-
ployed in calculating the cross sections. The determina-
tion of the OMP parameters was carried out in an itera-
tive fashion. First, the model parameters are fitted to the
elastic-scattering data using a reasonable starting
geometry [16]. Next, comparisons are made between the
experimental and the calculated cross sections for the
various reaction channels in order to test the parameters
obtained. The parameters of the OMP are then readjust-
ed, the energy dependence is determined, and a second
iteration between the calculated and the experimental
values of the various reaction cross sections is carried
out.

B. Compound elastic corrections

The Hauser-Feshbach [17] formalism, with and
without Porter-Thomas width fluctuation corrections
[18], was used to evaluate the compound nucleus contri-
butions to the scattering. The open channels taken into
consideration include both discrete states of known J
and continuum states characterized by their level density
parameters. The channels included in the calculations
were (p,p), (p,p'), (p, n), (p, n'), (p, a), and (p, y).

A multistep program, HF [19], was used to calculate
the compound nucleus cross sections. The main effect of
the width-fluctuation correction is to reduce the flux in
all nonelastic channels, with a significant enhancement of
the (p,p) compound elastic cross section.

Discrete states up to an excitation energy of 6.5 MeV
in the residual nucleus were included in order to rnini-
mize the uncertainties due to the level density parame-
ters. The J values for these states are found in the Nu-
clear Data Sheets [20,21]. The OMP parameters for the
outgoing neutrons were from Ref. [22]. Those used for
alpha particles where those of McFadden and Satchler

The uncorrected data are first fitted with an optical
model search routine to obtain optical model parameters
which are then used in a Hauser-Feshbach calculation of
the proton elastic cross section, which is subtracted from
the measured data (following the method of Hansen
et al. [24]). The resulting angular distribution is
searched for the best OMP strengths, which are used in
the next stage. It was necessary to use a width fluctua-

tion correction for the lower energy data as the number
of open channels is substantially smaller, and the forma-
tion and decay of the compound system are not complete-
ly independent processes. The iteration is continued, us-

ing the corrected data of the previous stage, until y and
the transmission coefficients remained nearly constant.
The algorithm converges after 2—3 iterations, provided
the initial guesses for the OMP parameters are close to
the actual values that describe the shape elastic scatter-
ing. The global OMP set for protons obtained by Bec-
chetti and Greenless [16]were used as starting values.

In the case of Fe, the (p, n) channel opens up at
Ep 5 .3 MeV, and the level density parameters of Co
become important in the energy range between 5.3 and 8
MeV, as this channel increasingly dominates. The (p,p)
compound elastic cross section peaks at E =5.5 MeV,
decreasing gradually with energy as the (p, n) and the
(p,p') channels become more important. Inelastic
scattering to the 2+ state increases gradually with energy
to reach a peak near E =5.80 MeV, then decreases as
the (p, n) reaction channel becomes more important. The
(p, y ) channel is numerically unimportant when com-
pared to the other reaction channels; however, it is useful
in checking the accuracy of the compound nucleus
corrections at the very low energies (E~ =4.08 and 5.02
MeV).

In the case of Fe, the threshold for the (p, n) reaction
is 9.1 MeV, and the compound elastic and inelastic
scattering are important below 9 MeV. Considerable
difficulty was experienced in fitting the data at E =4.95
and 6.06 MeV because of the presence of isobaric analog
resonance contamination from T& states, particularly at
backward angles. In general, one would expect to see
resolved compound nucleus resonances only at low ener-
gies where their widths are less than their mean spacings.
However, the IAR occur at high excitation energies and
can still be quite narrow ( —100 keV). Such resonances
are distinguished from a continuous background of states
by their isospin quantum number. These resonances can
be seen in the high-resolution excitation functions that
were measured by Lindstrom et al. [25] and Arai,
Takahashi, and Kato [26]. They are fragmented in this
energy region and their mean energy spacing is smaller
than the energy loss of the incoming proton. As a result,
it is not possible to average them out or to avoid them,
and their presence introduces some distortion in the pro-
ton angular distributions, particularly at large angles. It
was necessary to restrict the angular range for analysis to
less than 135' for points at E =4.95 and 6.06 MeV. The
OMP parameters for these data points are not as reliable
as those at other energies. The (p, y) reaction is unim-
portant at proton energies greater than 3.5 MeV.

C. Analysis and results

The OMP computer program FAp [27] was used to fit
the data. It can be seen from Figs. 1 —3 that the OMP fits
of the angular distributions at very low energies have
very simple diffraction patterns, with a broad minimum.
Because of this, the real radius parameter is not accurate-
ly determined. However, the value of r„can be well
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FIG. 1. Best OMP fit (solid line) for ' Fe(p,p) at E~ =3.73,
4.95, and 6.06 MeV.

FIG. 3. Best OMP fit (solid line) for ' Fe(p,p)' Fe at
E~ =6.56 and 7.74 MeV.
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determined from analysis of the higher energy data and
from the extrapolation of the potential to negative ener-
gies via the dispersion relation. The normalization con-
stant is extracted from the Rutherford scattering that
dominates at forward angles.

After each search, the differential scattering cross sec-
tions are corrected for compound contributions, using the
newly found values of the OMP. Individual best chi
squared (y ) fits were first carried out, allowing the
geometry of the central part of the potential (i.e., V„r„,
a„, 8'„r„and a, ) to vary in order to determine the op-
timum parameters for the fixed geometry analysis that
would accommodate both isotopes in order to make a
useful comparison.

It was found that a value of r, =1.17 frn fits the first

minimum of the difFraction pattern quite well. The final

choice for the geometry was
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FIG. 2. Best QMP fit (solid line) for ' Fe(p,p)' Fe at

E~ =4.08, 5.02, and 5.84 MeV.

These values are the same as those found in the global set
for protons of Becchetti and Greenlees [16]except for the
real diffuseness which is smaller in the present case. This
similarity was expected as the parameters were required
to provide a smooth transition from the lower to the
higher proton energies. The diffuseness of the real
volume term is smaller than that of Becchetti and Green-
lees.

The values of the spin-orbit term of the OMP were not
expected to play an important role at low energies [4]. Its
inclusion in the search did not significantly alter the
values of the potential strength. However, it is important
to include it in order to fit the higher energy scattering
data so that the dispersion relation calculations can be
carried out and to determine the bound and unbound
single-particle states that are needed in the 2p-lh calcula-
tions. Its values were kept fixed at the following, as
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TABLE I. Best-fit proton optical model parameters for Fe
fixed geometry.

r„=r,=1.17 fm
a„=a„=0.70 fm

r, =1.32 fm

a, =0.58 fm

r, , =1.04 fm

a, =0.54 fm

V, , =5.75 MeV

Ep V„
(MeV) (MeV)

Error W Error W, Error
(%) (MeV) (%) (MeV) (MeV) y /N

4.08 56.67
5.02 56.88
5.84 60.10
6.56 57.38
7.74 54.11

17.2 52.10
20.4 51.3
35.2 44.7

1.8 6.85
0.68 7.01
0.31 8.08
0.35 9.24
0.47 9.01
0.41 6.42
0.38 7.82
1.50 5.33

11.4 0
3.7 0
2.8 0
2.9 0
2.6 0
5.1 0.90
4.7 0.95

13.7 4.23

51.5
49.0
34.4

0.31
0.17
0.92
2.0
0.79
9.0
7.0

38.0

TABLE II. Best-fit optical model parameters for '"Fe (same
fixed geometry as for ' Fe).

E~ V„Error W Error W, Error
(MeV) (MeV) (%) (MeV) (%) (MeV) (%) y /N

3.73
4.95
6.06
7.74

17.2
20.4
35.2
40.0

58.77 1.28
61.60 0.36
62.80 0.29
55.77 0.53
52.70 0.66
51.05 0.36
45.87 0.83
45.69 0.58

4.60 11.7
5.51 7.0
6.34 6.5
9.42 3.74
6.12 4.56 1.93
6.41 3.47 5.3
328 78 6 71
4.97 6.02 4.06

0.83
6.85
2.1

3.07
18.6 9.70
19.8 2.1

8.45 4.13
13.1 7 0

determined from the analysis of the Eindhoven data [10]:

V, , =5.75 fm, r, , =1.04 fm, a, , =0.54 fm .

The volume imaginary potential, 8'„, is assumed to be
zero for proton energies below 16 MeV. This is necessary
as the search routine is not very sensitive to this parame-
ter. The geometric parameters for this term are the same
as those of V„,

r, =1.17 fm, a„=0.70 fm .

Fixing the geometry eliminates further uncertainties in
the values of the potential strength that are introduced by
the compound corrections as a, and W, values are crucial
to the calculation of the compound elastic cross section.
The fixed geometry best-fit parameters were obtained and
checked for consistency against the (p, y) and 2+ scatter-
ing data. The various reaction channel cross sections are
calculated with the Hauser-Feshbach code HF and are in
good agreement with the experimental data. The param-
eters obtained are well fitted with linear analytic func-
tions for proton energies below 10 MeV as follows: ReaL
central potential (in units of MeV)

V,(E)= Vo —V,„E (for E &10 MeV),

61.75 0.44E for Fe, —
59 34—0 37E for Fe .

Imaginary surface potentials (in units of MeV)

W, (E)= W, , + W„E (for E & 10 MeV)

—0.23+ 1.19E for Fe,
3.85+0.72E for Fe .

The surface imaginary term slowly decreases with energy
above 10 MeV, with its volume integral reaching an aver-
age value of 100 MeV fm . Volume imaginary potential;
it is identically 0 for energies below 16 MeV. At a higher
energy, the fit was improved by the inclusion of a volume
component, but this remains the least well-determined
part of the potential.

The potential strengths are listed in Tables I and II.
The percentage errors are those assigned by the search
routine and correspond to the percentage by which a pa-
rameter can be varied without changing y by one. The
numerical values of the various reaction channels are
presented in Tables III and IV.

D. Comparison with previous results

As indicated in the Introduction, a number of previous
studies of the optical model parameters for low energy
protons have been made. A recent summary of these re-
sults has been prepared by Mehta and Kailas [28]. As is
pointed out by these authors, most such studies have
been done on targets with small (p, n) Q values so that
o(p, n) is approximately the absorption cross section at
proton energies above 4 MeV. This criterion excludes the
present targets so direct comparison is not possible.
Neighboring nuclei have been studied by Kailas et aL.

[29) and Viyogi [30]. Because the geometrical parameters
are slightly di6'erent, we compare the volume potential
integral per nucleon. Both Kailas and Viyogi have
volume integrals for the real potential which are —,

' —1%
deeper for Fe than Fe (due to the N —Z term). Our
results have the real potential integral per nucleon 4'
larger for Fe. The present parameters also show a
smaller change with energy, decreasing by 3%%uo between 4
and 8 MeV, while the results of Kailas et aL. and Viyogi
drop by 8%%uo over this interval. These small differences
notwithstanding, the general agreement is quite good
with agreement to within 5% at all energies between the
three potential sets.

Such a comparison is not possible for the imaginary
potential. As has been stressed by Mehta and Kailas [28]
and Laird et al. [31],values of the imaginary potential at
these energies have been found to vary as much as a fac-
tor of 5 for changes of 5—10 in A, but there is rapid con-
vergence to smooth behavior as 10 MeV is approached.
Our volume integrals per nucleon for the imaginary po-
tential are 30% lower for Fe than for Fe at 4 MeV but
are within 3% at 8 MeV, consistent with this trend. As
previously mentioned, Refs. [29,30] do not include ~4Fe

or Fe data.
Finally, we note that other global potential sets, such

as those of Becchetti and Cireenlees [32], are often based
entirely on data of 9 MeV and above. The Becchetti-
Greenlees potential gives real potential integrals per nu-
cleon which are in good agreement with the present re-
sults at 8 MeV (2% discrepancies) and are still fairly close
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TABLE III. Summary table of the Hauser-Feshbach calculation for Fe.

Ep

(MeV)

4.08
5.02
5.84
6.56
7.74

~elas

(mb)

142.8
238.3
239.0
184.8
75.1

(mb)

40.1

113.5
141.7
111.9
82.7

o. + (expt)

(mb)

39.4
92.8

141.9
108.2
73.1

~(p r)
(rnb)

0.8
1.62
1.61
1.64
1.25

o.(p, y) (expt)

(mb)

1.4
2.2
2.6
2.7

o(p, n)

(mb)

69.1

177.1
326

O reac

(mb)

185
374
519
615
716

(5-6%) at the lowest energies. More problematic are
the results for the imaginary potential, where the
Becchetti-Greenlees results have the wrong slope with en-

ergy and are off by more than a factor of 2 for Fe at 4
MeV and about a factor of 1.5 for Fe at this energy. At
8 MeV, agreement is better than 10%. Clearly, the shell
effects on the imaginary potential at these low energies
are difficult to include in global optical potential sets.

IV. COUPLED-CHANNELS CALCULATIONS

In an early analysis, Perry [33] found a strong depen-
dence of W, on the coupling strength P. He also found
that this effect is stronger at low energy. Tamura [34]
showed that the inclusion of a nonspherical potential in
the Schrodinger equation leads to a set of coupled
differential equations for the radial wave function. It has
been shown [35] that Fe is well described by the vibra-
tional model. The first 2+ excited state is considered a
one-phonon excitation; the next three excited states (4,+,
02+, 22+) are treated as two-phonon excitations, where
these states are degenerate for an harmonic vibrator.

Fe is best described by the anharmonic vibrator, by in-
troducing a one-phonon-like component into the 22+ exci-
tation [36].

The coupling strength of the 2,+ state was kept fixed at
P2=0. 18. The higher-order parameters P3=0. 132 and
P3=0. 145, corresponding to a coupling to 3 states at
4.78 and 6.4-MeV excitation energy, were not expected to
play an important role but were included in the calcula-
tion.

The low-lying states of Fe are well described by the
rotational model [37,38]. The Davydoff-Filipov asym-
metric rotational model [39] was used, to describe the
elastic scattering. A (0,2,+,4,+,22+) coupling scheme
was used. Values of the band mixing coefficients A/;(y)
and the asymmetry parameters were those determined

from the energy of the 2&+ and the 22+ states as is done in
Ref. [40].

The deformation parameter is P2=0. 245, as obtained
by Delaroche et al. [41]. P4 was taken as zero; it is not
expected to play a significant role in the scattering [42].
Best-fit parameters resulting from coupled channel calcu-
lations of the elastic and 2+ cross sections are shown in
Tables V and VI.

In an extensive analysis of neutron and proton scatter-
ing on Fe and Fe, Mellema [42] has shown that at
medium energy (10&E„„„„„~30MeV) the elastic
scattering was well described by a spherical optical mod-
el. The inclusion of deformed potentials made almost no
difference in the elastic-scattering cross sections at these
energies. At the present energies, comparison of the
best-fit values for the imaginary potential shows large
differences between the spherical and the coupled channel
results, even though the calculated direct cross section
for the 2+ is small.

A. Analysis

The OMP parameters obtained from the spherical
OMP were used in a coupled-channels calculation for
each isotope to determine the importance of collective
motion in the absorption cross section. The computer
code ECIS79 [43] was used to search the corrected data
with the ground state explicitly coupled to the first few
excited states.

The low energy data set does not provide enough struc-
ture to allow a search on the deformation parameters to
be carried out. If P is allowed to vary, the real well depth
must be varied accordingly in order to match the first
minimum with large uncertainties being introduced. For
these reasons, it was thought wise to keep the parameters
of the coupled channels fixed at the values obtained from
the extensive study of ' Fe and ' Fe [42] at higher energy
and allow only the potential strengths V, and 8', to vary,
with all the other OMP parameters fixed at the values ob-

TABLE IV. Summary table of the Hauser-Feshbach calcula-
tion for ' Fe.

E~ O.„la, O. + O + (eXPt) O.(P, y) O. (P, y) (eXPt) O.„a,
(MeV) (mb) (mb) (mb) (pb) (pb) (mb)

TABLE V. Parameters of the functional form used in the

dispersion relation calculations.

3.73
4.95
6.06
7.74

93.9 7 4
231.4 60.5
283.3 131~ 3
203.2 147.1

8.8
58.6

175.1

134.6

68
76

105
220

79
87

119
202

101
301
506
722

54
56

~HF(EF )

(MeV)

61.46
61.35

Cl d g C2 h

aHF (MeV) (MeV) (MeV) (MeV) (MeV)

0.429 13.15 8.39 0.028 6.36 29.12

0.445 18.27 9.08 0.034 14.27 41.12
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State

f7/2
2p3n
if5/2

2P lf2

VHF

—4.70
—2.67
—1.76
—1.4

54F

VHF+5V„

—4.69
—2.41
—1.68
—1.3

V„+5V,

—4.66
—1.84
—0.95
—0.54

Expt.

—4.64
—1.37
—0.71
—0.28

TABLE VI. Proton single-particle energies as calculated
from the various terms of the dispersive optical model potential.
The values indicated are the binding energies in MeV. Expt.
stands for the experimental value.

ing do not allow optical model analysis to constrain the
potentials. A full scope DR analysis would require a
large body of experimental data. In particular, a more
accurate knowledge of the single-particle energies is need-
ed than is available. However, the main requirement is
that the potential, with the dispersive contributions in-

cluded, reproduce the experimental particle-hole gap, as
obtained from single-nucleon transfer reactions, and this
constraint will be used to obtain the energy dependence
of the OMP potentials.

State

1d3y2

if7m

2P3i2
if5/2

—13.8
—7.12
—5.11
—3.55

56Fe

VHF+ 5 V„

—11.6
—6.69
—4.81
—3.05

—10.9
—6.21
—4.14
—2.75

Expt.

—10.5
—6.02
—3.92
—2.19

A. The dispersion relation constraint applied to the OMP

The DR equation can be expressed as [35,44]

=VHF(r, E)+5V(r,E),

tained from the phenomenological analysis. The higher
energy data that were included [10] were also a part of
the data set used in Mellema in his analysis.

B. Results and discussion

It was found that the fit to V, is not significantly
affected by the coupling, as the diffraction pattern has
less structure than that of medium energy. At such low
proton energies, the diffraction pattern, has, in general,
only one minimum. However, a small adjustment of V„
was necessary to match the first minimum. As for W„
the values obtained in the coupled-channels calculations
are smaller than those of the spherical optical model cal-
culations. These adjustments are justified when going
from a purely spherical model to a deformed one, as flux
is taken away because of the explicit inclusion of the ex-
cited states in the calculations. The magnitude of the de-
crease in W is of the order of 20%. This removal of flux
actually enhances the absorption because the Coulomb
barrier inhibits the decay of the 2+ state. At low ener-
gies, the 2+ state, once populated, has a very narrow de-
cay width because of the Coulomb barrier and usually
darnps into the compound nucleus. At energies above the
Coulomb barrier [7], inclusion of the 2+ coupling tends
to reduce the absorption cross section, i.e., its decay pro-
vides more competition and reduces the effect of the
imaginary potential in producing compound nucleus for-
mation. Thus, a smaller value for W in a coupled-
channel calculation achieves the needed absorption, even
though the direct excitation of the 2+ state is very small ~

V. DISPERSIVE OMP ANALYSIS

The dispersion relation (DR) has proved to be of great
importance in several areas of physics. In the present
work, the DR is used to check the energy dependence of
the phenomenological OMP at the very low energies.
This is necessary because the uncertainties introduced by
large compound elastic subtractions to the elastic scatter-

where VH„(r, E) is the local equivalent of the nonlocal
energy-dependent Hartree-Fock component of the nu-
clear mean field. "N(r, E') is the absorptive part of the
potential. The mean field is real at the Fermi energy EF
[45], hence,

%V(r, EI )=0 .

"lV(r, E) is assumed to be symmetric [46] with respect to
the Fermi energy Ez.

'N(r, E'+E~)='N(r, E'+EF)—.
This is a critical assumption which is reasonable for
values of E that are close to the Fermi energy but is not
realistic for values of E that are far from EF. Haase and
Schuck [47] have used an asymmetric absorptive poten-
tial which yields dispersive terms that are not symmetric
with respect to EF.

With the symmetric assumption, we get

5V(r, E)= (E EF)Pf— — ' 2dE'
7r EF (E' EF )

—(E E~)— —

and

5V(r, EF+E)=—5V(r, EF E) . —

We need to evaluate the dispersion integral for energies
above the Fermi energy only.

The dispersive contribution to the potential can be
separated out as

5V(r, E)=5V, (r, E)+5Vs(r, E) .

These two contributions have an energy-dependent po-
tential strength [5V,(E) or 5V, (E)] multiplying the cor-
responding r-dependent volume or surface form factor.

The central part of the dispersive OMP can be ex-
pressed as

V(r, E)=VHF(r, E)+5V„(r,E)+5V, (r,E) .

In order to evaluate the dispersion integral, functional
forms for 'N, and 'N, are needed. The best-suited
energy-dependent representations were found to be
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(E E—)'
W, (E)=C2 (MeV)

(E EF—) +h

TABLE VIII. Optical potential parameters obtained from
coupled-channels analysis of proton elastic scattering on ' Fe.
The geometry is the same as that in the spherical OMP.

and

(E E—F ) —g(E —EF)8', (E)=C, e (MeV) .
(E EF—) +d

These forms have been shown by various workers
[38,41,46] to be adequate for such calculations.

E
(MeV)

3.73
4.95
6.06
7.74

V„

(MeV)

57.05
62.62
61.64
55.50

8,
(MeV)

3.48
4.93
5.38
6.75

y /N

1.60
5.97
7.90
5.31

0-„,(2+ )

(mb)

0.01
0.80
4.49
8.94

~ react

(mb)

121.6
328.6
516.1

699.3

B. Analysis of the experimental data

The OMP geometrical parameters used in the analysis
of the experimental scattering data were those deter-
mined in the phenornenological spherical OMP analysis.
The phenomenological spherical OMP parameters were
fitted with the functional forms listed above. The values
of the parametrizations are listed in Table VII. The com-
puter code BQUND [48] was used to carry out the calcula-
tions of the dispersive terms and the solutions of the one-
body Schrodinger equation.

As for the extrapolation of the potential towards nega-
tive energies, the geometry was depth fixed for the
reasons presented in Sec. III, with the additional con-
straint that the choice of r„and a„be suitable for the
description of the single-particle bound states. In other
words, the bound-state energies determined from the
solution of the independent-particle model Schrodinger
equation have to be in reasonable agreement with those
determined from the single-nucleon transfer reactions.
The calculated bound-state energies are quite sensitive to
the real radius and diffuseness parameters. The particle-
hole gap depends to a large extent on the strength of the
spin-orbit term.

Scant experimental data on SP states in Fe and Fe
are available. Furthermore, because of missing single-
nucleon transfer data to some configurations at high exci-
tation energy, a large amount of the strength is missed.
For these reasons, it was decided to limit the number of
the experimental SP energies to the very few states near
the Fermi energy which is defined [44] as the average en-

ergy of the last occupied orbital with the first unoccupied
orbital.

r„=r, =1
~ 17 fm

a„=a,=0.70 fm
r, =1.32 fm

a, =0.58 fm

r, , =1.04 fm

a, , =0.54 fm

V, , =5.75 MeV

TABLE VII. Optical potential parameters obtained from
coupled-channels analysis of proton elastic scattering on ' Fe.
The geometry is the same as that in the spherical OMP.

Fixed geometry

The experimental SP binding energies, as obtained
from single-nucleon transfer reactions, are from Refs.
[49,50]. Their numerical values, as well as the results of
the DR calculations, are presented in Table VIII.

The following method was used to compare the experi-
mental SP states to those obtained from an extrapolation
of the dispersive mean field [46]. The extrapolated values
of V(E„I )=VHF(E„I )+5V, (E„I ) were used to calculate
the SP binding energy. The surface dispersive term
5V, (E„ii) is calculated separately. Agreement with the
experimental SP energies is significantly improved when
this term is included in the Schrodinger equation. In par-
ticular, the particle-hole gap values that are obtained
from the DR are in good agreement with the experimen-
tal values. The calculated values are 3.3 MeV for Co
and 2. 1 MeV for Co. The experimental values, as ob-
tained from single-nucleon transfer reactions, are 3.27
MeV for Co and 2.1 MeV for Co. The proton separa-
tion energy is 5.05 MeV for Co and 6.03 MeV for Co.

C. Discussion and conclusions

The particle-hole gap, 6 h, and the experimental SP
binding energies in the immediate vicinity of the Fermi
energy are well reproduced by the dispersive OMP.
These calculations were not intended to be a fu11-scope
study of the role of dispersion relation effects in the
scattering but were only used to check the goodness of
the phenomenological OMP parameters obtained in Sec.
III, as well as their energy dependence. This was thought
to be necessary as the OMP parameters obtained in the
preceding sections may have large uncertainties due to
the compound elastic corrections and possibly isobaric
analog contarninations in the differential elastic-
scattering cross sections. The results of this section
enhance the confidence in the 2p-1h state density calcula-
tions which is quite sensitive to the particle-hole gap
value.

VI. PARTICLE-HOLE CALCULATIONS

Ep
(MeV)

4.08
5.02
5.84
6.56
7.74

V,
(MeV)

58.20
56.20
59.65
56.76
52.12

(MeV) y'/N (mb)

5.40 10.1 0.72
4.21 4.9 7.01
6.11 6.46 10.29
7.16 9.33 12.71
7.94 36.67 16.12

~react
(mb)

201.93
360.43
532.81
628.73
751.43

The present calculations are based on the exciton rnod-
el of Griffin [51],as extended by Blann [52] and Williams
[53]. The basic assumption of this model is that forma-
tion of the compound nucleus proceeds via stages at-
tained solely through sequential two-body interactions.
At each stage a finite probability exists for the particle-
hole configuration to decay through the emission of a
particle or damp into more complicated configurations.
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This model assumes that the level densities for various
particle-hole states can be calculated from the SP states.
The SP states are classified according to the number of
particles and holes (called "excitons") which are excited
from the ground state. The details of the two-body in-
teraction are suppressed by replacing all the nonvanish-

ing matrix elements by an average value.

10000

(9 8000

N 6000

4000

Co 2P —lh Total Level Density

Total Density ———Solid Curve

1 1 —1
p n n Density ———Dot —Dash Curve

S -1
p p Density ——— Dashed Curve

A. Calculation of the 2p-1h state density

The basis of proton SP states was generated from the
mean nuclear potential obtained in Sec. III. The comput-
er code BOUND [48] was used to calculate the bound SP
energies. The unbound SP states were calculated with
the same dispersive OMP with an artificially small W,
( W, =0.5 MeV) in order to make the SP resonances ob-
servable in the transmission coefticients. It is to be noted
that the location of these unbound SP states are shifted to
a higher energy by approximately 1 MeV when the real
part of the OMP is allowed to depend on the energy. It is
assumed that the uncertainty in these SP energies is of
the same magnitude. The uncertainty in the bound-state
energies is estimated to be 1 MeV.

Experimental spectroscopic factors obtained from
single-nucleon transfer reactions show an energy gap of
3.27 MeV between the f7&& and the 2p3/g proton shells in

Co. This gap is smaller for Co and is equal to 2.10
MeV.

As for the neutron single-particle states, no informa-
tion exists for such odd systems as Co and Co.
Single-nucleon transfer reaction data provide information
on some bound states in Fe and Fe and the isobaric
analog to the ground state in Co and Co. According
to Rapaport's global neutron potential [22], the well

depth of the potential corresponding to the isobaric pairs
should not differ by more than a few hundred keV as the
values of (N —Z)/A are practically the same. This ap-
proach was taken by Lawson, Guenther, and Smith [54].
The unbound neutron SP states were calculated using the
global neutron potential mentioned above.

A computer program, PHDENS [55], was developed in
order to carry out the calculations of the particle-hole
state densities. This program calculates particle-hole
configurations up to 4p-4h using combinatorial methods
based on the exciton model.

2000

I I I I I I I I I

5 10 15

Excitation Energy U (MeV)
20

FIG. 4. ' Co 2p-1h total level density including all possible
values of angular momentum and parity.

The resulting two-particle —one-hole state densities for
Co and Co were averaged with a Gaussian convolu-

tion function of width 1.5 MeV. This should simulate the
effects of the two-body interaction. By unitarity, the total
number of states will be conserved, so the effect of the
two-body interaction will be to shift the strength in ener-

gy and remove the large degeneracies characterizing the
noninteracting system.

Calculated values for the two-particle —one-hole densi-
ties are shown in Figs. 4—8. The calculation includes all
spins and both parities, but because the penetrability of
waves of l=3 and higher is small, a more meaningful
comparison is for level densities of J —,'. Note that this
restriction reduces the densities by more than a factor of
3, but it leaves unchanged the result that the low energy
density for Co is very much less than for Co, while as
the energy increases the two converge to some degree.
The restriction to J &

—, is supported by the tabulations in

Tables IX and X. Note that the f»2 component is al-

ways less than 10% of the cross section and untabulated
partial waves of 1 ~ 4 are less than 8%.

For a uniform single-particle state distribution, the
two-particle —one-hole state distribution would have the
energy dependence CU, where U is the energy. In a
study of preequilibrium reactions, Grimes et al. [57,58]

B. Discussion and results
2500 I I I I I 1 I

i

I I

I

I I I 1

I

Co op —1h Level Density J ~ 5/2

The assumption that the nuclear force is two body in
nature leads to the conclusion that the first step in the
formation of a compound nucleus is a damping of the
single-particle state into a two-particle —one-hole state.
Just as is found for total level densities, such an exciton
level density (exciton number denotes the sum of the par-
ticle and hole number) would be expected to show shell
effects. Particularly at low energies, nuclei close to or at
closed shells should have reduced densities of such states
compared to nuclei more removed from closed shells. A
recent study of the exciton level densities of Fe by Reffo
and Herman [56] showed that the energy shifts varied
somewhat with exciton number.

2000
Total Density ———Solid Curve

p n'n Density ———Dot —Dash Curve

p p
' Density ———Das

1000

500

0
I I I I i I I

5 10 15
Excitation Energy U (MeV)

20

FIG. 5. Co 2p-1h level density with angular momentum re-
strictions.
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10000

8000

6000

4000
D

2000

5 10 15
Excitation Energy U (MeV)

20

Co 2p —1h Level Density
I

j

I I I I

[

I I

Total Density ———Solid Curve

p'n'n ' De

p p Dens

(MeV)
Sl /2

(%)
P 1 /2 P3/2
(%%uo) (%)

D3/2 D5/2 F5/2
(%) (%) (%)

F7/2
(%)

4.08
5.02
5.84
6.56
7.74

35.8
28.5
19.7
15.6
11.6

11.9
7.0
6.6
6.9
6.4

17.7
12.9
13.6
13.6
11~ 8

10.0
15.6
19.5
18.9
17.7

20.2
29.9
30.4
19.4
28.0

2.1

2.0
2.9
4.5
7.3

1.6
2.6
4.7
6.8
9.5

TABLE IX. Partial reaction cross sections calculated from
OMP transmission coefficients. The numbers in rows corre-
spond to the percentage of the contribution to the total reaction
cross section for each individual wave at each scattering energy
Ep.

' Fe

FIG. 6. "Co 2p-1h level density including all possible values
of angular momentum and parity.

2500

2000

1500

Co 2p —1h Level Density J & 5/o

Total Density ——— Solid Curve

p'n'n ' De

p p
' Dens

1000

500

0 I I I I

0 5 10
Excitation Energy

15
U (MeV)

20

FIG. 7. ' Co 2p-1h level density with angular momentum re-

strictions.

have found use of realistic single-particle state energies
results in a better fit with the form C( U —5), where 5 is
a shell and pairing energy shift. Inspection of the figures
shows that this shift will be larger for Co (5, ) than for

Co (52). As the energy increases, the relative difference
between the two level densities decreases, as U&)5, or
62. To make a meaningful comparison, the density for

Co at E +5 MeV needs to be compared with that for
Co at E +6 MeV, since these are the separation ener-

gies. Calculating the ratio between the two densities with
the appropriate energy shift yields a function with sub-
stantial oscillations, but an averaged calculation yields ra-
tios ranging from about 2.5 at energies corresponding to
5-MeV protons to 1.25 at 9 MeV for level density of Co
to that for Co. A more quantitative treatment which
treated the two-body force more exactly would be desir-
able, as would a comparison that included weighting to
account for the different strength of the p-n and p-p in-
teractions as well as weighting the different J's appropri-
ately. Nonetheless, the calculation does predict a higher
absorption for a Fe target than for Fe at low energy
and a gradual approach to equality as the energy in-
creases.

VII. SUMMARY AND CONCLUSIONS

Co, Co Zp —1h Level Densities J & 5/2

The proton scattering data were analyzed in the frame-
work of the phenomenological OMP with a fixed
geometry. The elastic differential cross sections were
fitted quite well except for some high energy data points

2500

2000
Co

55(
1 500

1 000

1

)

I t I I

(

I I I I

(

I I

TABLE X. Partial reaction cross sections calculated from

OMP transmission coefficients. The numbers in rows corre-
spond to the percentage of the contribution to the total reaction
cross section for each individual wave at each scattering energy

Ep.

500

0 I I I

0
I

5 10 15
Excitation Energy U (MeV)

20

FIG. 8. 2p-1h level densities in ' Co and ' Co with angular
momentum restrictions.

3.73
4.95
6.06
7.74

59.3
31.7
18.7
11.8

3.3
54
5.5
6.4

Ep Sl/2 P l

(MeV) (%) (%)

5.9
10.3
11.8
12.2

6.7
15.2
22. 1

18.0

23.1

32.9
32.8
27.9

54F

P3/2 3/2 D q/
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0.4
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0.6
1.9
4.3
9.2
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in the backward direction. This is attributed to the fact
that the geometry of the OMP is fixed and at higher ener-
gies the spin-orbit term of the potential becomes impor-
tant particularly in the backward direction. The phe-
nomenological OMP parameters were fitted with func-
tional forms that are suitable for both the Hauser-
Feshbach and the dispersion relation calculations. The
OMP parameters were used to calculate the compound
2+ inelastic cross sections and the (p, y ) cross sections.
As seen in Tables III and IV, these calculated values were
in reasonable agreement with the corresponding mea-
sured data. The volume integrals obtained from the phe-
nomenological OMP agree with those obtained from the
global set of Kailas et al. [4].

The SOM potential parameters were used in coupled-
channels calculations in order to investigate the role
played by collective motion in the mass dependence of
W, . Explicit coupling of the ground state to the 2+ excit-
ed state results in a 10—20% increase in the reaction
cross section at the very low energies and a decrease in
the reaction cross section at higher energies. This is in
agreement with the findings of Refs. [7,9]. However,
there are some limitations to these calculations: Fe and

Fe are not highly collective nuclei and the di6'erence in
their coupling strengths (P2) is rather small.

The dispersive contributions to the OMP were estimat-
ed and used to extrapolate the potential to negative ener-

gies. Most importantly, the particle-hole gaps and the
Fermi energies obtained from the dispersion relation cal-

culations agreed with the experimental values within 5%.
These are sensitive parameters in a 2p-1h state density
calculations.

The mean nuclear field was used to calculate the SP
state energies in Co and Co, the compound nuclei
formed by proton bombardment of Fe and Fe. The
density of doorway states was calculated using these basis
in the framework of the exciton model. The total 2p-1h
state density for Co turned out to be much smaller than
that of Co, particularly below 12-MeV excitation ener-

gy. Asymptotically, the 2p-1h state density reaches the
same order of magnitude for both nuclei as a function of
energy. For each measured angular distribution, the to-
tal reaction cross section was broken down into partial
reaction cross sections corresponding to the various par-
tial waves (Ttj ). Angular momentum and parity restric-
tions were applied to the 2p-1h state density, allowing
only those J values that have a significant contribution
to the total reaction cross sections. It is seen in Tables V
and VI and Fig. 8 that there is a high degree of correla-
tion between the magnitude of 8' and the density of the
2p-1h states when comparing Co and Co.

The main conclusion is that the modulation of the 2p-
1h state density induced by shell closure appears to be
largely responsible for the observed mass dependence of
the imaginary strength, 8'„of the OMP. The collective
effects may contribute but are rather small (less than
20%) in magnitude.
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