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Neutron-light-charged-particle (LCP) and LCP-LCP correlation functions were measured for the 215
MeV ' 0+ Al reaction, together with the neutron-proton correlation function for the ' 0+' C reac-

tion at El,b =60.5 MeV. The np and pp correlation data are compared with the predictions of the Koo-
nin model and a semiclassical evaporation model. Both models provide an excellent fit to the np data,
while the pp data are not reproduced as well. Production yields of singlet deuterons, ground state 'He

and 'Li, and Li nuclei in the 2.186 MeV state were obtained from the coincidence data, and a nuclear

temperature of T=2.0+& 6 MeV for the ' 0+ Al compound system was determined from the ratio of
singlet to ground state deuteron emission, after corrections for sequential emission and noncompound

deuteron production. This temperature value is well below the Fermi gas model estimate, and a similar

result is observed for the ' 0+ ' C compound system.

PACS number(s): 25.70.—z, 25.70.Gh, 25.70.Pq

I. INTRODUCTION

Two-particle correlations between coincident light par-
ticles detected at small relative angles can result from a
variety of sources including final-state Coulomb and nu-

clear interactions, quantum statistics, and the emission of
particle-unstable composite nuclei [1—6). The effect of
these interactions on the measured correlation function
depends upon the size and lifetime of the emitting source,
the emission dynamics of the coincident particles, and the
nature of the two-particle forces. These various effects
have been the subject of intense investigation; many two-
particle correlation experiments have been performed for
a variety of reactions and over a wide range of energies
[1]. At present, the preponderance of two-particle corre-
lation data involves coincidences between light charged
particles LCP-LCP, although a few neutron-neutron (nn)
results have been published [7—9]. We report on two n

LCP correlation experiments for the 13.4 MeV per nu-
cleon ' 0+ Al reaction and the 3.4 MeV per nucleon
' 0+' C reaction. The principal motivation behind this
work was twofold. First, we wanted to measure neutron-
proton (np) and proton-proton (pp) correlation functions
for the same reaction and to compare model predictions
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for these two-particle systems with the data. The np sys-
tem provides an excellent test for correlation models
since the low-relative-momentum correlation data are
free of correlations due to wave-function antisymmetriza-
tion or effects due to the Coulomb interaction between
the neutron and proton. Second, small-angle np correla-
tion data allow a determination of the singlet-deuteron
(d ) emission probability relative to ground-state deute-
rons. From this information the nuclear temperature can
be determined using the "deuteron thermometer" [10],by
comparing the relative emission probability of the two
states. Similar temperature measurements have been ac-
complished by small-angle correlation experiments as
well as other methods [11—23]. Many of these experi-
ments have found surprisingly low nuclear temperatures
compared with the values expected from the Fermi-gas
model or deduced from kinetic-energy spectra of light
particles. The deuteron provides an interesting tempera-
ture probe because of its low mass and the fact that it
only has one excited state. The present data comprise the
first measured correlation functions for neutron-proton,
neutron-deuteron (nd), and neutron —alpha-particle (na)
systems. Preliminary results from this work were pub-
lished in Ref. [22].

Sections II and III of this manuscript describe the ex-
perimental method and the computation of the relative-
momentum correlation functions. In Sec. IV model pre-
dictions for the np and pp correlation functions are com-
pared with the data. The determination of the singlet-
deuteron cross section (as well as that of several other
particle-unstable fragments) is discussed in Sec. V, and
the results from the deuteron thermometer are presented
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in Sec. VI. Finally, the results are summarized and our
conclusions are presented in Sec. VII.

II. EXPERIMENTAL METHOD
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FIG. 1. Angular coverage of the neutron detectors
(crosshatched regions) and charged particle detectors (unshaded
regions) in the ' 0+ Al experiment (upper two plots) and the
' 0+ "C experiment (lower two plots).

The first experiment was completed at the Argonne
National Laboratory ATLAS heavy-ion accelerator using
a 215-MeV pulsed ' 0 beam incident on a 800-pg/cm Al
target. Coincident particles were detected in two arrays
of detectors centered at +45 with respect to the incident
beam. Each detector array consisted of three NaI(T1)
LCP detectors in the horizontal plane, combined with
four NE-213 liquid scintillator neutron detectors. The
neutron detectors were placed behind the charged-
particle detectors, and slightly above and below the hor-
izontal plane, to minimize the relative angle between
neighboring detectors and to avoid shielding of the neu-
tron detectors by the NaI(T1) detector housings. In this
configuration there are eight pairs of n-LCP detectors
with center-to-center opening angles of 3.1', eight pairs
with an opening angle of 3.2, and eight additional pairs
with opening angle of 5.4'. The 24 combinations of
across-beam pairs of n-LCP detectors had opening angles
near 90'. The upper two plots in Fig. 1 show projections
of the solid angle of the individual detectors in the polar
(8) and azimuthal (4) angle plane with respect to the in-
cident beam.

The six charged-particle detectors consisted of 5.0-cm-
diam by 3.8-cm-long cylindrical NaI(T1) crystals coupled
to photomultiplier tubes and covered with protective 6-
mg/cm Havar [24] foils. Each detector was placed 1.3
m from the target and collimated to a diameter of 3.8 cm,
thus subtending a solid angle of 0.7 msr. Charged-
particle identification was accomplished off line using the
energy, time-of-flight (TOF), and pulse-shape information
by the method described in Refs. [25] and [26], leading to
the unambiguous identification of protons, deuterons, tri-
tons, He, and alpha particles. Energy calibrations for
Z= 1 (protons and deuterons) and Z=2 (alpha particles)

were obtained via the kinematics of Li breakup and the
' C(' O,a) reaction at several beam energies. We made
use of identical proton and deuteron energy calibrations
(after correcting for energy loss in the Havar foil) follow-
ing the detailed study of NaI(T1) detector properties by
Maguire et al. [27], who found that the energy versus
light output is nearly the same for these particle species,
with less than 5% variation for energies between 10 and
50 MeV. The relative energy resolution for Z=1 parti-
cles was estimated to be ~6%%uo at an energy of 24 MeV,
based upon the full width at half maximum (FWHM) of
the H-knockout peak (arising from H contamination in
the target) observed in the singles proton spectra. Low-
energy thresholds of 2.5, 2.7, and 6.6 MeV for protons,
deuterons, and alpha particles, respectively, were im-

posed by energy loss in the protective Havar foils used in
the detectors.

The eight neutron detectors consisted of cylindrical
NE-213 liquid scintillator cells coupled to fast-timing
photomultiplier tubes. Six of the detectors had scintilla-
tor cells of dimensions 12.5 cm diam by 7.5 cm long, and
two had dimensions of 10.2 cm diam by 7.5 cm long.
Each detector was placed 2.4 m from the target (average
solid angle of 2.0 msr) and viewed the target through a
0.3-cm-thick Al vacuum chamber wall, 1.2 m of air, and
a 0.13-cm-thick Pb shield used to reduce the Aux of target

y rays. Time-of-Qight and pulse-shape signals were
recorded for each detected particle. The neutron energy
was determined from the TOF, measured relative to the
260-ps FWHM ' 0 beam pulses. Total neutron TOF
resolution was between 0.7 and 1.0 ns (for the various
detectors), leading to a relative energy resolution of 3%
for 5-MeV neutrons. Contaminant y-ray events were re-
moved off line by making use of TOF gates and standard
pulse-shape discrimination techniques [28]. A further re-
quirement that neutron events deposit at least 2 MeV in
the detector ensured excellent n/y-ray separation by
pulse shape and eliminated the possibility of confusion
between low-energy neutrons from one beam burst and
high-energy neutrons from the next beam burst on target
(consecutive beam pulses were separated by 240 ns).
Neutron shadowbars, consisting of 6.7-cm-diam by 25-
cm-long brass cylinders, were placed halfway between the
detector and target to allow estimation of coincidence
event rates due to scattered neutrons. Each detector was
shielded for approximately —,

' of the total beam time on

target, and the scattered neutron background was re-
moved off line as described in the next section.

Coincident events were recorded between particles
from the same or consecutive beam burst on target. The
latter provided a simultaneous measurement of the ran-
dom coincidence background, which was also subtracted
from the coincidence data.

The incident beam passing through the target was col-
lected in a beam dump approximately 4 m downstream,
consisting of a Faraday cup shielded by concrete, Pb, and
borated plastic to minimize the effects of background ra-
diation on the neutron detectors. Additional shielding
was placed around the beam-line collimators upstream
from the target and around all of the neutron detectors.
It was not necessary to eliminate completely background
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radiation from these sources, however, because their
effects on the coincidence data were measured as de-
scribed above.

The second experiment was performed at the Universi-
ty of Notre Dame Nuclear Structure Laboratory using
the FN Tandem accelerator to produce a 60.5-MeV ' 0
beam which was incident on a 200-pg/cm C target. In
this case, protons were detected in two three-element Si
detector telescopes placed at +15' with respect to the
beam (8=15', 4=0' and 180'), and coincident neutrons
were detected in two detectors centered directly behind
the proton telescopes. Figure 1 shows the angular cover-
age of the detectors in this experiment. In this
configuration the opening angle between the centers of
the nearest neutron and proton detectors was 0'.

The proton telescopes consisted of two thin
transmission-mounted Si surface barrier detectors
(b,E, =50 pm and EEz=300 pm thick) and a thicker
transmission-mounted Si(Li) detector (E=5000 pm
thick). Each telescope was collimated to a 6 mm diam
and placed at a distance of 5.5 cm from the target. A 30-
mg/cm Ta foil was inserted in front of the b,E& detector
to stop scattered heavy ions (Z ~ 3). The detectors were
energy calibrated using the H(' O,p) reaction on contam-
ination H in the target, for various ' 0 beam energies.
The relative proton energy resolution is estimated to be
5% FWHM for 12-MeV protons, based upon the width
of the proton peak in the energy calibration runs. Only
protons penetrating into the 300-pm detectors were ac-
cepted, allowing particle identification to be accom-
plished by EE, -vs-DER energy-loss comparisons. This
latter condition resulted in a 2.2-MeV proton energy
threshold.

The neutron detectors consisted of 12.5-cm-diam by
7.5-crn-long cylindrical cell NE-213 liquid scintillator
detectors, similar to those previously described. These
detectors were placed 1.75 m from the target and viewed
the target through a 1-mm-thick stainless-steel vacuum
chamber wall, about 1.6 m of air, and a 2-mrn-thick Pb
y-ray suppression shield. As before, neutron energy was
determined by TOF, but in this case the TOF was mea-
sured relative to the detection time of the coincident pro-
ton since the beam was not pulsed. %e achieved an ener-

gy resolution of 5% (FWHM) for 5-MeV neutrons. TOF
and pulse-shape discrimination were also used as before
to screen out the contaminant y rays. Clean neutron/p-
ray separation required a 1.0-MeV software threshold on
the energy deposited in the neutron detectors. No sha-
dowbar measurements were made in this experiment for
the reasons discussed in the next section.

III. CORRELATION FUNCTIONS

The correlation function for a given pair of coincident
particles, in terms of the magnitude of the relative
momentum vector q of the particles, is given by

C(q) = A (q)/8(q),
where A(q) is the relative momentum spectrum of the
coincidence data corrected for background sources of
coincidence events and 8(q) is a reference spectrum

which represents the coincidence data as it would have
been measured in the absence of the correlations of in-
terest. In our case the correlations of interest include
mutual interactions between the detected particles (such
as the Coulomb or nuclear forces) and the effects of the
decay of composite particles. However, experimentally
induced correlations such as those that might be imposed
by the detector thresholds, efficiencies, etc. , are not of in-
terest and should ideally be represented in the reference
spectrum B(q) exactly as they are in A (q) so that their
effects cancel out in the evaluation of the correlation
function. The uncorrelated coincidence data, from which
8(q) is ascertained, cannot be measured directly and
were approximated by event mixing [29]. In this pro-
cedure one constructs a set of pseudoevents from the
measured coincidence data by interchanging the momen-
turn vector of one of the particles between time-ordered
pairs of coincidence events. Two-particle correlations,
which manifest themselves in the difference between the
momenta of a pair of coincident particles, are strongly
suppressed. On the other hand, the individual momen-
tum distributions of each particle type are preserved in
the mixed data. This technique is similar to the other
common method of constructing the reference spectrum,
taking a normalized product of the single-particle
momentum distributions, but in this latter method the
singles events may not all arise from the same types of re-
actions as the coincidence data [30]. Our event-mixing
procedure only utilized events for particles detected in
the same pairs of detectors and originating under the
same conditions of identical or consecutive beam bursts
and shadowed or unshadowed neutron detectors, thereby
preserving all of the detector threshold and efficiency
effects in the event-mixed data that were present in the
measured data.

The n-LCP relative momentum spectrum A (q) for the
' 0+ Al reaction was corrected for the scattered neu-
tron and random coincidence events before the ratio C(q)
was evaluated. The background-corrected data are
defined by

A (q) = Y„„(q)—Y,h„(q) —
—,
' Y„„(q), (2)

where Y„„(q) is the relative-momentum spectrum gen-
erated from all coincidence events originating in the same
beam burst on target and without the neutron detector
shadowed, Y,h,d(q) is the spectrum generated from coin-
cidence events in which each particle originated from the
same beam burst on target and the neutron detector was
shadowed [normalized relative to Y„„(q)by the ratio of
incident beam on target with the neutron detectors
unshadowed to beam on target with the detectors sha-
dowed], and Y„„(q)is the relative-momentum spectrum
corresponding to events in which the particles originated
from consecutive beam bursts with an unshadowed neu-
tron detector minus the spectrum corresponding to
events in which the particles originated from consecutive
beam bursts with a shadowed neutron detector (these
latter two spectra are normalized by the ratio of incident
beam on target under each condition before subtraction).
With these definitions, Y,h,d(q) corresponds to the spec-
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trum of background events in which the neutron scat-
tered between the target and detector, including random
coincidences between scattered neutrons and charged
particles. Y„„(q} represents the relative-momentum
spectrum for random coincidence events involving un-
scattered neutrons. The factor of —,

' in Eq. (2) is present
because the random coincidence rate due to particles pro-
duced in two consecutive beam bursts (with either parti-
cle originating in either beam burst} is twice the rate due
to particles produced in the same beam burst. The identi-
cal background subtraction technique was applied to the
event-mixed data to form 8(q). The shadowbar back-
ground, as defined above, constituted 32% of the coin-
cident np events, and the random background accounted
for an additional 8%. The other n-LCP combinations
had similar background rates. The relatively high sha-
dowbar background probably resulted from neutron
scattering from the abundance of material (vacuum
chamber walls, pumps, etc. ) that was present in the vicin-
ity of the target and detectors. Equation (2) was also
used to define A (q) and 8(q) for the LCP-LCP coin-
cidence data, with the scattered particle terms set to zero.
The random background contribution for the pp coin-
cidence data constituted 23% of the total coincident
events.

The relative momentum spectra A(q) and 8(q) were
not background corrected for the lower-energy ' 0+' C
reaction data. This was done for two reasons. First, the
background levels were significantly lower in this case
than for the ' 0+ Al reaction. The random back-
ground was 10% of the coincidence np data, based upon
the number of neutrons observed with an uncorrelated
TOF relative to the coincident proton. The scattered
neutron background was not measured, but is estimated
to be approximately 12% of the total np events based
upon a test run for the ' 0+' C experiment at 56 MeV.
Second, the np data for this lower-energy reaction proved
to be essentially free of two-particle correlations, and so it
was not necessary to make a quantitative analysis of the
correlation data.

The n-LCP correlation functions measured in the
current set of experiments are shown in Figs. 2 and 3, in-

cluding neutron-proton, neutron-deuteron, and
neutron —alpha-particle combinations. (The number of
n-triton or n- He events measured in the ' 0+ Al reac-
tion was too low to allow correlation functions to be com-
puted. ) The data points at low q, corresponding to coin-
cidence events measured in pairs of detectors with small

opening angles (on the same side of the beam), are shown
with solid circles. The large-opening-angle data (not
shown for the 60.5-MeV np data) are displayed with open
square symbols. These latter data were relatively free of
two-particle correlations for each of the n-LCP combina-
tions, and the correlation functions are flat and average
to unity as indicated by the solid lines in Fig. 2. The
small-opening-angle data, on the other hand, show con-
siderable structure. Both the np and na correlation func-
tions for the 215-MeV ' 0+ Al reaction show peaks in
the correlation functions, near 0 and 37 MeV/c, respec-
tively. These peaks are due to the particle-unbound
singlet-deuteron (d*) state and the He ground state.
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Both peaks rest upon a flat background, in the low-q re-
gion of the correlation function, which has an average
value that is considerably less than unity, thus causing a
disjunction in the magnitude of the correlation ratio be-
tween the small- and large-opening-angle data. This dis-
junction results from the conservation of the number of
events in the event-mixing procedure which produced the
reference spectrum 8(q). Relative to A(q), the number
of events in the reference spectrum will be overestimated
(underestimated) if the measured coincidence data con-
tain positive (negative) correlations, since a correlation
represents an excess (or deficit} of events in A(q} that
should not be present in 8(q). Thus, while the correla-
tion ratio for the large-opening-angle data (which are free
of correlations) averages to unity, the small-angle np and
na correlation functions fall below unity because of an
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FIG. 3. Small-opening-angle np correlation function mea-

sured for the ' 0+"C reaction as a function of relative momen-
tum. The solid, dashed, and dotted lines are the results of calcu-
lations discussed in Sec. VI.
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FIG. 2. na, nd, and np correlation functions from the
' 0+ Al reaction as a function of relative momentum. The
solid circles denote the small-opening-angle coincidence data,
and the open square symbols denote the large-opening-angle
data. The solid and dashed lines are explained in the text.
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FIG. 4. aa, dd, and pp correlation functions from the
' 0+ Al reaction.

overestimation of the number of events in B(q). The
background levels of the correlation functions in the
low-q region were determined in these two cases by
averaging the correlation data away from the peaks.
These averages were 0.90+0.03 and 0.82+0.03 for the np
and na cases, respectively, and are indicated by the
dashed lines in Fig. 2.

The 60.5-MeV ' 0+ ' C np correlation function in Fig.
3 shows no clear evidence for the positive singlet-
deuteron correlation and is in fact consistent with unity
over the whole q range. A weaker d' signal was expected
for the 60.5-MeV ' 0+' C reaction (relative to the 215-
MeV ' 0+ Al reaction} since a lower reaction energy
usually results in the emission of fewer composite parti-
cles. However, the complete lack of a positive correla-
tion was quite unexpected. A further discussion of these
data (and the curves shown in Fig. 3) is found in Sec. VI.

A low-q anticorrelation was observed in the ' 0+ Al
reaction nd correlation function. The average flat back-
ground, shown by the dashed line in Fig. 2, was deter-
mined to be 1.04+0.07 by averaging the small-opening-
angle correlation data away from the dip at very low q.
Although there is considerable statistical uncertainty as-
sociated with these data, there are at least two possible
physical sources for a real anticorrelation: the coales-
cence of low-q nd pairs into tritons, which would not be
observed as nd events, or a repulsive component of the nd
nuclear force which scatters low-q nd pairs. (Unlike the
case for similar anticorrelations observed at low q in
LCP-LCP correlation data, the source cannot be the
Coulomb interaction since the neutron is uncharged. } In
fact, the J=—,

' s-wave nd interaction is strongly repulsive

[31]because of Pauli repulsion between the two neutrons.
The charged-particle correlation functions are shown

in Figs. 4 and 5. The results were qualitatively similar to
analogous correlation functions measured in the
'60+ Al reaction [32,33] and in other reactions [34].
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FIG. 5. da, pa, and pd correlation functions from the
' 0+"Al reaction.

As in Fig. 2, the small-opening-angle data are displayed
with solid circles and the large-opening-angle data with
open squares. The aa correlation function shows a large
peak at q =20 MeV/c, as a result of the breakup of the
a-unbound Be ground state, superimposed upon a slop-
ing background that results from the Coulomb repulsion
between alpha particles, which suppresses aa pairs at
small relative momentum. The overall normalization of
the small-opening-angle correlation ratio is shifted below
unity, as in the np and na cases, as a result of the pres-
ence of the Be peak, leading to the discontinuity in the
correlation function at q =180 MeV/c. The dd and pp
correlation functions both display anticorrelations at low

q because of Coulomb repulsion. In the pp system, the
Pauli exclusion principle may also suppress low-q pairs of
protons, possibly enhancing the anticorrelation. The pp
correlation function also shows a possible indication of a
peak in the range 10~q ~30 MeV/c, which may result
from the unbound He state. A strong peak due to this
virtual state has been observed in pp correlation data at
higher energies [35]. The da correlation function is dom-
inated by a peak due to the decay of the first excited state
of Li ( Li', E„=2.186 MeV, J"=—', ), with a sloped
background at low q due to Coulomb repulsion. The pu
correlation function, on the other hand, shows two peaks.
The broad peak at q =60 MeV/c is due to the particle-
unstable Li ground state (J =—', , I =1.5 MeV). The
narrow peak at q =10 MeV/c was identified by Pochod-
zalla et al. [36] as due to the three-body breakup of B
into two alpha particles and a proton. Finally, the pd
correlation function shows the expected Coulomb an-
ticorrelation. The disjunction in the magnitude of the
average correlation ratio between the small- and large-
opening-angle data is again a manifestation of the nor-
malization shift due to event mixing.



1892 R. A. KRYGER et aI. 46

IV. MODEL ANALYSIS

Y, (E) ~ (E —V, ) exp( E /T; ), — (3)

are determined from a statistical model decay code as a
function of the particle's position i in the decay chain.
MENEKA then generates two-particle events by randomly
choosing the emission stage i, the stage decay time t, , and
the energy and momentum (assuming isotropic emission)
of each particle according to the input parameters P, , ~„
V, , and T;. Each particle's emission time is taken as the
sum of the decay time of the emission stage plus random-
ly chosen decay times for the i —1 previous stages. The
particles' trajectories are calculated numerically, includ-
ing Coulomb interactions between the coincident parti-
cles and between the particles and the residual compound
nucleus. Final trajectories of the particles are compared
with detector positions to determine which events are
"detected. " Correlation functions are constructed by
generating an event-mixed data set from the simulated
events and taking the ratio of the relative-momentum

Ideally, a model description of the two-particle correla-
tion function should account for all possible sources of
correlations including two-particle interactions (Coulomb
or nuclear), quantum effects such as Pauli repulsion for
identical fermions, correlations that arise due to the in-
teraction of the two particles with the source [37,38], and
correlations induced by the experimental technique (such
as detector placement or energy cuts). In practice, ap-
proximations are made in treating the various sources of
correlations, and different models have been refined to
study different effects. We have made use of two distinct
models in this study. The first is a semiclassical Monte
Carlo simulation of the evaporation of coincident parti-
cles from the surface of a compound nucleus [39—41].
Classical interactions between the emitted particles, such
as the Coulomb interaction, are easily included in this
type of model, as is the emission of composite particles
which decay in flight. On the other hand, resonant final-
state nuclear interactions and other quantum phenomena
including wave-function (anti)symmetrization are difficult
to include. The second model we used is the familiar
Koonin model [1,3], a quantum treatment of the two-
particle correlations. In this model the two-particle wave
function is constructed (including Coulomb, nuclear, and
quantum-statistical effects) and the correlation function is
computed from this wave function. This model, however,
does not treat interactions between the emitted particles
and the residual compound system. Our initial effort has
been directed toward evaluating these two models for the
np system and then comparing with the pp system to gain
further insight. The other n-LCP and LCP-LCP systems
will be treated in more detail in a future publication.

The Monte Carlo evaporation model calculations were
performed using the computer code MENEKA [39]. The
evaporation of light particles from the compound system
is modeled by the stepwise emission of particles from a
progressively cooler residual nucleus. For each particle
type, the probability of emission, P, , the emission time
distribution t, =exp( —t lr, ), and the emission energy dis-

tribution, given by

spectra according to Eq. (1). For the simulations present-
ed here, the detector positions and solid angles were tak-
en from the experimental setup. Other experimental con-
straints such as the low-energy detector thresholds and
the energy-dependent neutron detector efficiencies (calcu-
lated using the program TOTEFF [42,43]) were also incor-
porated into the simulations. Consequently, the calculat-
ed correlation functions can be directly compared with
the data without prior normalization.

The statistical emission parameters P;, ~, , V;, and T,.
were chosen in the following fashion. First, a Monte Car-
lo version of the statistical model code CASCADE [44] was
run to simulate the decay of the Sc compound system
by neutron, proton, deuteron, and alpha-particle ernis-
sion. For the np simulation case, events which contained
at least one neutron and proton were further analyzed by
forming neutron and proton energy and emission-time
distributions as a function of the particle's position in the
decay chain. Each event was weighted by a factor
representing the number of np pairs in the decay chain.
For example, the neutron parameters from a npp decay
chain were weighted twice as much as those from a npa
decay chain. The parameters P;, ~;, V;, and T; were then
determined from the number of particles emitted and
from the calculated energy and time distributions. The
parameters for the pp case were determined in a similar
fashion from events containing at least two protons. The
original energy distribution parameters for both the np
and pp cases were optimized to reproduce better our ex-
perimental results after comparisons were made between
the measured large-opening-angle relative-momentum
and laboratory energy spectra and the corresponding
spectra calculated by MENEKA. The large-opening-angle
data were used for these comparisons because they were
found to be relatively free of two-particle correlations
which might complicate the comparisons. The optimiza-
tion significantly reduced the Coulomb barrier parame-
ters for the proton emission, slightly increased the proton
emission temperatures, and slightly decreased the neu-
tron emission temperatures. The reduction in the proton
Coulomb barrier results because MENEKA includes the
Coulomb repulsion between the emitted proton and the
compound system during the numerical calculation of the
proton trajectory. Consequently, the emission energy on
the surface of the compound nucleus will not reflect this
energy. It should be pointed out that this method is only
a semiernpirical parametrization of the particle emission
from this reaction. While this is adequate for the present
study, more complete rneasurernents would be needed to
characterize fully the particle emission from the com-
pound system.

Figure 6 shows comparisons of the 215-MeV ' 0+ Al
np and pp correlation data and the correlation functions
calculated using MENEKA. The solid curve in the np plot
corresponds to a MENEKA calculation as described above.
The correlation function is flat in this calculation because
of the absence of Coulomb repulsion in the np system.
To account for the d* peak in the data, a component of
simulated singlet deuterons was included in the MENEKA

calculations in addition to the independently emitted np
pairs. The composite d* particles were emitted isotropi-
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FIG. 7. np small-angle correlation data as a function of rela-
tive (laboratory) proton-neutron energy compared with MENEKA

calculations in which the model d state energy width is
modified. These calculations used a d* mixture of 0.4%. A
solid vertical line is drawn to indicate zero relative energy.

FIG. 6. np and pp small-angle correlation data compared
with correlation functions calculated using the code MENEKA.

The three calculations for the np case correspond to different

mixtures of independently emitted np pairs and model d parti-
cles. The sawtooth nature of the calculated correlation func-

tions results from the statistical uncertainties in the Monte Car-
lo calculations.

cally with energy distribution parameters given by V=2
MeV, T=4 MeV. Once emitted, the d' particles were
accelerated away from the compound nucleus (CN) be-
cause of the Coulomb field and then decayed (isotropical-
ly) in flight with an exponential lifetime distribution and
a Gaussian breakup energy distribution corresponding to
a decay energy of 0.07 MeV and a width of 0.5 MeV [4].
While the singlet deuteron does not have a well-defined
lifetime because of the virtual nature of the state, for sim-
plicity we made use of an exponential lifetime approxima-
tion. Bernstein and Friedman [38] report little difference
between similar calculations made using this approxima-
tion or the exact decay distribution. The two dashed
lines in the np plot of Fig. 6 show the correlation func-
tions resulting from a mixture of 0.4% and 0.8%%uo singlet-
deuteron emission relative to the independent np emis-
sion. The effect of the d* emission is to produce a strong
positive correlation in the calculation at small q. The cal-
culation with 0.4% d emission produces an excellent fit
to the np data.

Figure 7 demonstrates the sensitivity of the calculated
correlation function to the width of the d' state. In this
case the np correlation data are shown as a function of
relative (laboratory) energy b,E =E E„and the curve—s
show MENEKA calculations made with a 0.4% d* contri-
bution for various values of the d*-state energy width.
The vertical line in the plot marks the E =E„point on
the energy axis. Two effects are seen in the calculations.
First, the width of the observed correlation peak in-
creases with increasing d* width because of the greater
range of relative energy between the two particles.
Second, there is a very slight shift in the position of the

peak of the correlation function toward larger hE for
shorter lifetimes (partially obscured by the broader peak
widths). This three-body effect results from the
differential acceleration of the neutron and proton in the
Coulomb field of the residual compound system after the
decay of the d* state. Bernstein and Friedman made a
similar calculation of this effect in Ref. [38] and suggested
that the shift in the peak position might be used to mea-
sure the d" decay rate without resorting to the I =filr
relationship. Unfortunately, the statistical uncertainty in
our data is too large to accurately distinguish between
values of I in this range. However, the data are con-
sistent with the value I =0.5 MeV taken from Ref. [4].

The pp MENEKA calculation shown in Fig. 6 included
only independently emitted proton pairs. One notes gen-
eral agreement between the trend of the data and the cal-
culation, although the value of the correlation function at
q ~40 MeV/c is overestimated. Two observations are
noteworthy. First, the anticorrelation at low q is repro-
duced by MENEKA without the inclusion of Pauli ex-
clusion effects between the two protons. It may be that,
in this reaction, the protons are far enough apart on aver-
age (as a result of the time between particle emissions) to
subordinate the effect of the Pauli anticorrelation relative
to the Coulomb anticorrelation. Second, the slight
enhancement of the correlation data in the range
10~ q ~ 30 MeV/c relative to the ratio at larger values of
q is not reproduced by the calculation. This peak, as
mentioned above, may the result of He emission from
the CN. In higher-energy reactions, a definite peak is
seen in the pp correlation function in this region of rela-
tive momentum [35]. However, our attempts at calculat-
ing the correlation function including a He contribution
into MENEKA on the level of 0.5% (using a breakup ener-

gy of 0.8 MeV and an energy width of 2.8 MeV [4]) did
not improve the fit. In fact, the correlation function
remained essentially unchanged because of the large
enough width of the He state which diluted the effect of
the He correlation. It should be pointed out that the
present pp analysis is in good agreement with a similar
analysis of pp correlation data from the ' 0+ Al reac-
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tion in Ref. [33].
Figure 8 compares the np and pp correlation data with

three Koonin model calculations. The source parame-
trization in these calculations was taken as a four-
dimensional Gaussian with three spatial dimensions of
size 4.5 fm (one standard deviation), the approximate ra-
dius of the Sc compound nucleus. The source extension
in time was treated as a parameter ~. The model calcula-
tions, which depend upon the product of the np or pp
center-of-mass velocity v and the parameter ~ rather than
the magnitude of r alone [3], correspond to three values
of v~ chosen to fit the np data. The pp calculation includ-
ed all of the s and p-wave components of the nuclear
force, the Coulomb interaction between the protons, and
the identical-fermion antisymmetrization, while the np
calculation included the dominant s-wave nuclear in-
teraction. In both cases the calculations were averaged
over the angle between the center-of-mass velocity vector
and the relative momentum vector [3] and the curves
were normalized to the data in the range q ~ 35 MeV/c to
account for the normalization shift in the data due to
event mixing. One sees that the np data are well repro-
duced for a source with v~=40 fm. Taking an average
np velocity on the order of 0.2c, this corresponds to a
time difference between np emissions of z=7X10 s,
which is on the order of emission times predicted by
CASCADE [44] for neutrons and protons from the Sc
compound system. The pp correlation function is not fit
as well as the np data; the calculation underestimates the
correlation function for q ~40 MeV/c. There is also no
evidence in the calculation for the peak in the range
10+ q ~ 30 MeV/c for source sizes consistent with the np
results. However, the pp fit is no worse than that ob-
tained with the MENEKA calculation.

In summary, both the semiclassical evaporation model

and the Koonin model describe the np correlation data
well. However, the source of np correlation in the two
models (the emission of singlet deuterons in MENEKA and
the singlet s-wave interaction in the Koonin model) is
treated very differently. The pp correlation function is
not reproduced as well as the np data. In the case of the
Monte Carlo model, the fit might be improved by the ad-
dition of He particles into the calculation [35], although
our initial attempts along this line were unsuccessful. On
the other hand, the pp Koonin model result might benefit
from using non-Gaussian source distributions [6]. More
detailed measurements, including possibly a simultaneous
measurement of the nn correlation function in addition to
the np and pp systems, are needed to fully test these mod-
els.

V. UNSTABLE-STATE YIELDS

The emission yields of several particle-unstable species
can be determined from the 215-MeV ' 0+ Al coin-
cidence data. The measured yields of singlet deuterons
and He nuclei as a function of q are given by

Y (q)= A(q) rIB(q),— (4)

where A (q) and B(q) are the measured and event-mixed
relative-momentum spectra for the np or n a coincidence
data and g is the background normalization constant for
np (0.90+0.03) or na (0.82+0.03) data, which was de-
scribed in Sec. III. In the application of Eq. (4), one as-
sumes that the correlation function measured in the ab-
sence of the d* or He states (but including all other
sources of two-particle correlations) would have been flat.
This assumption is supported by the np MENEKA calcula-
tion (with 0.0% d mixture) presented in Fig. 6.

The measured yields of Li* and Li are more difficult
to extract from the da and pa coincidence data because
of the presence of Coulomb anticorrelation in these data.
For these cases we estimated correlation functions C'(q)
that would have been observed in the absence of the Li*
or Li resonances by considering the correlation data on
either side of the resonance peaks. These background
correlation functions are shown as solid lines in Fig. 9.
For the Li background, two dashed curves representing
upper and lower limits are also shown. The relative-
momentum spectrum A'(q) that would have been mea-
sured in the absence of either resonance follows from Eq.
(l):

3 '(q) =C'(q)B(q),

10— II
.j. IUE

II-- leading to a resonance yield given by

Y (q) = A (q) —A '(q), (6)
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FIG. 8. np and pp small-angle correlation data compared
with correlation functions calculated with the Koonin model.
The different calculations correspond to different source sizes.

where A(q) and B(q) are the measured and event-mixed
relative-momentum spectra for the d a or pe coincidence
data.

All of the composite-particle yields Y (q) depend
strongly on the coincident particle detection efficiency of
the experimental apparatus, which in turn depends upon
properties of the particle detectors (positions, solid an-

gles, energy thresholds, and energy-dependent detection
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FIG. 9. pa and da small-angle correlation data, shown with

the backgrounds used in the yield calculations (solid lines) ~ The
dashed lines in the pa plot show estimates of the background
uncertainty.

efficiencies) and upon properties of the composite particle
(the emission and breakup energies). We modeled this
efficiency using a Monte Carlo event simulation similar to
MENEKA to determine the two-particle detection proba-
bility as a function of the breakup momentum q of the
composite particle. The code simulated the isotropic
emission of composite particles from the surface of a Sc
compound nucleus. The calculation for the d* detection
efficiency used a c.m. emission distribution which corre-
sponded to the measured (ground-state) deuteron energy
spectrum„while the He calculation used a distribution
which corresponded to the measured alpha-particle spec-
trum. No experimental energy spectra were available for
the Li and Li* cases, and so approximate spectra were
derived from the alpha-particle data. First, the alpha-
particle laboratory energy spectrum (measured at
St,b

=45') was fit with the functional form

d 0'

dq dQ

Y (q)

(Ionot)EQ(q)hq
'

where Io is the incident ' 0 beam intensity, not is the
areal density of the target, Y (q) is the measured
composite-particle yield, and hq is the bin size in relative
moinentum in which Y (q) was defined. Figures 10 and
11 show the emission cross sections as a function of rela-
tive momentum for the composite-particle species con-
sidered here. The error bars on the experimental data
reflect the statistical uncertainties, the previously quoted
errors of q for the d' and He cases, a +10% estimated
error in C'(q) for the Li' case, and a background error
taken as either the difference between the extremes in
C'(q) (for the 'Li case) or +10% of C'(q), whichever was
greater. The curves shown in Figs. 10 and 11 are theoret-
ical relative-momentum distributions taken from Bern-
stein, Friedman, and Lynch [4] and normalized to the

100

g 80-
x

60-

6
40-

(

20-

np

porated, were allowed to decay and the daughter parti-
cles' trajectories were calculated in the laboratory frame
and compared with the detector positions used in the ex-
periment. All composite-particle decays were assumed to
be isotropic in the parent center of mass. The detector
thresholds and efficiencies (for neutron detectors) were in-
cluded as in the MENEKA calculations described previous-
ly. The number of coincident particles "detected" from
composite-particle breakup was compared with the num-
ber emitted (into a solid angle of 4n. sr) to define an
effective solid angle of the detector assembly:

EQ(q) number detected
4m number emitted

The composite-particle cross section is then given by

0
0 10 20 30

Y(E)=(E—V„b )rexp

where V„b, y, and T were taken as free parameters. The
results of the fit gave V&,b=6.2 MeV, y=0. 63, and
T=9.9 MeV. From this, the c.m. Coulomb barrier for
the alpha particles can be calculated ( V, =4.0 Me V)
and the c.m. Coulomb barrier for Z=3 particles can
then be estimated by multiplying the alpha-particle bar-
rier by the ratio of the nuclear charges. The result is
V, =6.0 MeV, corresponding to laboratory frame bar-
riers of 11.1 and 9.1 MeV, respectively, for the Li and
Li' particles. The Li and Li* efficiency calculations

used c.m. emission distributions corresponding to Eq. (7)
with the estimated values for V&,b and the alpha-particle
values for y and T. The composite particles, once eva-
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FIG. 10. Emission spectra for singlet deuterons (np) and
ground-state 'He (na) nuclei shown as a function of relative
momentum. The solid lines correspond to the theoretical distri-
butions of Bernstein, Friedman, and Lynch [4], normalized to
the data.
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calculating the pcs coincidence detection efficiency results
in Li cross sections between 24.9 and 34.5 mb/sr. Simi-
larly, modifying the Li* parameters by +25% results in
cross sections between 10.6 and 15.4 mb/sr.

VI. DEUTERON THERMOMETER

The population distribution of states of a composite
particle emitted from a thermalized source is given in the
thermal model by
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FIG. 11. Emission spectra for ground-state 'Li (pa) and
2.186-MeV Li* (da) shown as a function of relative momen-
tum. The solid lines correspond to the theoretical distributions
of Bernstein, Friedman, and Lynch [4], normalized to the data.

data. The theoretical curves fit the d* and He spectra
quite well, although the singlet-deuteron data have large
experimental uncertainties. The width of the theoretical
Li resonance is considerably less than that of the experi-

mental data, from which we deduce that our relative-
momentum resolution is 6 MeV/c (FWHM). The Li
data are fitted reasonably well at high q, but the curve
falls more quickly to zero than the data at small q. This
discrepancy between the data and curve probably results
from the sharp cutoff approximation used for the
Coulomb penetrability in the theoretical pa distribution
[4]

The total d* and He cross sections were determined
by integrating the normalized distributions (solid curves)
in Fig. 10. The Li and Li cross sections were deter-
mined by summing the experimental data in Fig. 11 since
the theoretical distributions did not reproduce the data
very well. The cross sections are listed in Table I, togeth-
er with the estimated errors due to counting statistics and
the background uncertainties. The quoted Li and Li*
errors do not reflect additional uncertainties due to the
estimated energy distributions which were used in the
efficiency calculations. Modifying the V&,b, y, and T pa-
rameters by +25%%uo (individually) for the Li case and re-

dn (E) =N p(E)exp (10)

where E is the excitation energy of the fragment, p(E) is
the density of states, T is the source temperature, and N
is a normalization constant [18,23). For a particle with
two particle-unstable resonances well separated in energy,
the density of states can be written [18,23]

p(E) = 2J1+1 dye 2J2+1 dg2+
dE m dE

2J1+ 1 —AE
T

(12)

where AE is the energy difference between the states. In
the case of the deuteron which has only one (unbound)
excited state, the density of states becomes

2J1+1 d~p(E)=(2J, +1)5(E)+g. S. dE ' (13)

where the first term corresponds to the ground state and
the second term represents the 'S virtual state. The re-
sulting population ratio for singlet- to ground-state deute-
rons for thermally emitted particles is given by

1+ ) 1 dg E-
(2Js, +1) ~ ~ dE T

(14)

where the limits of integration are over the excitation en-

ergy range of the singlet state. Using limits correspond-
ing to between 0 and 90 MeV/c of relative momentum
between the daughter neutron and proton leads to

where J, and J2 are the spins of the two states and g, and

g2 are the energy-dependent scattering phase shifts for
the daughter particles of each resonance. The population
of each state can be determined as a function of tempera-
ture by integrating dn (E)ldE over the respective energy
ranges corresponding to the two states. The ratio of
emission yields for the two resonances R is then given by
the well-known result

TABLE I. Emission cross sections for unstable states.
(2J, + 1)

R = [F]exp(2J, +1)
—2.26

T
(15)

Unstable state

'He
'Li
Li*

Cross section
(mb/sr)

1.3+0.5

23.8+2.3
28.5+1.4
12.4+1.0

This result difFers from Eq. (12) only by the constant F,
which arises from the integration of the S virtual-state
phase shifts and depends only weakly upon the value of
the temperature T. Using the results of Ref. [45] for the
'S phase shift, we find that F ranges between 0.33 and
0.34 for T between 0.5 and 5.0 MeV. The upper limit of
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integration of Eq. (14) was chosen somewhat arbitrarily,
but 90 MeV/c is well above the peak in the d* decay dis-
tribution in Fig. 10. Larger or smaller values for the
upper limit of integration do not substantially affect the
result in Eq. (15).

Equation (15) can be used to determine the source tem-
perature of the ' 0+ Al reaction zone from the mea-
sured d* and deuteron emission yields. The d* emission
yield is given in Table I. We found the deuteron cross
section to be 73+1 mb/sr (at 8&,&=45') from the deute-
ron events observed in the NaI(T1) detectors. These re-
sults imply a source temperature of 1.2+0 2 MeV. By way
of comparison, the first-order Fermi-gas-model tempera-
ture of a compound system is given by [46]

T=&E/a (16)

P(A, Z) cc(2J+1)exp
—Vc g

T +T (17)

where J is the spin of the emitted particle, V& is the
Coulotnb barrier, g is the g-value energy for fragment
emission, and T is an adjustable constant —the "effective
sequential emission temperature. " All fragments with
Z ~ 13 (about one-half the Z of the compound system)
were included in the primary distribution, and fragments
were emitted in both their ground and known excited
states (up to 20 MeV excitation energy [47]). In the case
of an excited state, the g value in Eq. (17) reflects the ad-

where E is the excitation energy of the nucleus and
a = A /8 MeV ' is the level-density parameter (A is the
nuclear mass number). This model leads to a tempera-
ture estimate of 5.3 MeV, a value similar to the slope
temperatures extracted from the coincident neutron and
proton energy spectra (T„=4.6 MeV and T =5.0 MeV,
respectively). However, before the d'/d temperature can
be compared with the Fermi-gas-model result, two
corrections to the d*/d ratio must be considered. Both
involve enhanced ground-state deuteron production, the
first from sequential emission and the second from
nonevaporative deuteron emission. Sequential feeding is
the process by which one (or both) of the composite-
particle states used to compute the temperature is popu-
lated not only by direct emission from the compound sys-
tern, but also through the sequential decay of heavier
composite particles (or the same fragment in higher-
energy excited states) which were previously emitted
from the thermalized source. The yield of composite-
particle states arising from sequential emission would not
necessarily reflect the source temperature. In the case of
the deuteron thermometer, a substantial ground-state
deuteron contamination from sequential emission would
result in an artificially low nuclear-temperature estimate.

While no other excited states of the deuteron exist to
be a source of feeding, contamination from heavier frag-
ments is possible. We made use of a simplified statistical
model program [15] to estimate the magnitude of this
component of sequential feeding. A brief description of
the program is given here. The compound system is as-
sumed to emit a primary distribution of particles with
mass and charge (A, Z) according to the formula
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FIG. 12. Comparison of the heavy residue yield measured for
the 215-MeV ' 0+ Al reaction at O™1,1,

=25' by Gilfoyle et al.
[49] with the yield predicted by the sequential emission calcula-
tion. The two spectra have been arbitrarily normalized.

ditional excitation energy of the fragment. The excited
states of all of the primary fragments were next allowed
to decay via light-particle emission (n, p, d, t, He, a, 2n
and 2p) to states of still lighter fragments. The decay of a
particular state was determined from its experimental
branching ratio, if known, or by a modified Hauser-
Feshbach formula (see Ref. [15]). A final population dis-
tribution of all fragments was determined after all pri-
mary fragments had reached stable states. The difference
between the initial and final populations of a given frag-
ment was taken as the sequential feeding contamination.
Our interest was in determining the sequential emission
contamination in the deuteron cross section, so that the
d*/tf ratio could be corrected and a revised temperature
calculated. The one free parameter of the sequential
emission calculation, T in Eq. (17) above, was varied be-
tween 2.0 and 5.0 MeV in order to compare the results
with the available data. For T~2 MeV, the calculated
deuteron contamination was negligible. The T=5.0
MeV upper limit was chosen based upon results from
much higher-energy reactions for which sequential emis-
sion calculations were carried out with this model
[15,48]. In those cases, values of the sequential emission
temperature were found to be on the order of 3—5 MeV.
Furthermore, a T=5 MeV value is consistent with the
initial compound system temperature based upon the
Fermi-gas model. Figure 12 shows a comparison between
the A +6 mass distribution measured by Gilfoyle et al.
[49] for the 215-MeV ' 0+ Al reaction at 0&,s=25' and
the final mass distribution predicted by the sequential
emission calculation for T=4 MeV (arbitrarily normal-
ized). The peak in the data for A &20 is due to heavy
fusion residues which are not included in the sequential
emission mass distribution. For 3 & 20, the shapes of the
two spectra are qualitatively similar although differing in
the production probability for specific mass nuclei. For
example, the calculation predicts the yield ratio of A =9
to 10 nuclei to be larger than indicated by the data. The
top two plots in Fig. 13 show the calculated ratios for Li
to Li' (2.186-MeV state) and He to Li yields for several
values of the nuclear temperature parameter T (solid cir-
cles). For comparison, the ratios determined from the
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FIG. 13. Upper two plots show the calculated ratio of the
'He (ground state) to 'Li (ground state) and the 'Li (ground
state) to 'Li* (2.186-MeV state) yields plotted for several values
of the temperature in the sequential emission model (solid cir-
cles). The dashed lines in these plots are to guide the eye. The
measured value of these ratios, based upon the present work, is
indicated in each plot. The bottom plot shows the ratio of the
Li* (2.186-MeV state) yield to the ground-state deuteron

sequential emission yield plotted versus temperature as calculat-
ed in the sequential emission model. The solid line in this plot
shows the theoretical ratio assuming that all deuteron sequen-
tial emission results from 'Li states populated according to the
thermal model.

cited Li states relative to the ground state given by Eq.
(12). Based upon the value of this ratio for T ~ 5 MeV
(corresponding to a value for the ratio ~0.54) and the
measured Li* (2.186-MeV state) yield of 12.4 mb/sr, we
deduce a possible deuteron sequential emission contam-
ination of 23 mb/sr in our 73-mb/sr deuteron yield. A
lower source temperature would, of course, lead to a
smaller predicted contamination. However, the mea-
sured Li* yield (12.4 mb/sr) provides a lower limit to the
deuteron sequential emission yield.

A second source of ground-state deuteron contamina-
tion is noncompound emission. These are particles pro-
duced not by fusion evaporation, but rather in more peri-
pheral reactions where the deuteron emission cannot be
quantified in terms of evaporation from a thermalized
source. If these "direct" deuterons are preferentially
emitted in the ground state, the d "/d ratio will be un-

derestimated. We determined this component of the
deuteron cross section by examining the angular depen-
dence of the experimental deuteron emission spectra.
Figure 14 shows the deuteron yield measured by Gordon
et al. [51] for the ' 0+ Al reaction at E(' O)=215
MeV, plotted as a function of c.m. emission angle for five
c.m. energy bins. Deuterons evaporated from a com-
pound nucleus will have angular distributions which are
symmetric about 8, =90'. The data show evidence for
enhanced yield at forward angles, characteristic of non-
compound-particle emission, especially in the high-
energy bins. The percentage of noncompound yield in
each energy bin was determined by comparing the deute-
ron emission at the (energy-bin-dependent) c.m. angle
corresponding to the laboratory angle of 45' with the
yield at the symmetric angle 0, & 90'. The difference

yields measured in this work are also indicated on the
plots. In the upper plot, the measured He/ Li ratio is
found to be considerably smaller than the calculated
values, while the center plot shows agreement between
the calculated and measured Li/ Li* ratio for T=5
MeV. These discrepancies probably indicate that the ini-

tial population assumption given in Eq. (17) is too
simplified to explain this level of detail. Possibly a more
complete statistical model description of the Sc decay,
including all of the compound system decay channels,
would better predict the production probabilities of indi-
vidual nuclei. However, one important conclusion of the
present calculations is that sequential deuteron emission
results almost entirely from the decay of Li, the only
3 &10 nucleus with low-lying excited states that decay
predominantly by deuteron emission. This is illustrated
in the bottom plot of Fig. 13, where the calculated ratio
of the population of 6Li* (2.186-MeV state) to the deute-
ron sequential emission yield is plotted as a function of
the nuclear temperature parameter T (solid circles). The
solid line represents the theoretical ratio when all of the
deuteron sequential emission yield results from excited
Li states. This latter curve was generated using the

deuteron branching ratios of Ref. [50] for the Li states
and assuming an initial population distribution of the ex-
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FIG. 14. Ground-state deuteron angular distributions for the
215-MeV ' 0+ Al reaction measured by Gordon et al. [51],
plotted for five deuteron c.m. energy ranges. The statistical un-

certainties are the same size or smaller than the plotted points.
The two open circles in the 10—15-MeV plot are discussed in

the text.
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in the two yields relative to the yield in the forward direc-
tion was taken as the percentage of noncompound emis-
sion. The values were 0% for the 5—10-MeV bin, 13%
for the 10—15-MeV bin, 49% for the 15—20-MeV bin,
60% for the 20—25-MeV bin, and 57% for the (25+)-
MeV bin. The lowest energy deuterons (below 5 MeV;
not illustrated) were all assumed to be due to compound
emission. These values were then multiplied by the por-
tion of the measured 73 mb/sr of deuteron cross section
in each energy bin (23.9, 16.2, 9.3, 4.9, and 3.9 mb/sr for
the 5 —10-, 10—15-, 15—20-, 20—25-, and (25+)-MeV en-

ergy bins, respectively) to yield a noncompound deuteron
cross section of 12 mb/sr. Discounting of the two anom-
alously high data points at 8, =105' and 110' in the
10—15-MeV angular distribution (plotted as open circles
in Fig. 14) results in a 14-mb/sr cross section. Combin-
ing the 14-mb/sr result with the estimated sequential
emission cross section (23 mb/sr), we estimate a revised
d*/d ratio of 0.036+0.014, leading to a source tempera-
ture of T=2.0+0 6 MeV. The quoted uncertainties result
from the uncertainties in the d* and d cross sections.
For comparison, using the lower limit on the sequential
emission cross section (12.4 mb/sr) leads to T=1.6+04
MeV.

It is this corrected d'/d temperature that is properly
compared with a Fermi-gas-model estimate. However,
the first-order temperature estimate given by Eq. (16)
does not account for the cooling of the compound system
during particle emission or for the excitation energy
bound up in collective motion. A better temperature esti-
mate was calculated within the statistical model by
averaging over the deuteron emission process. First, a
Monte Carlo version of the evaporation code cAsCADE

[44] was used to simulate the decay of 5 X 10 Sc com-
pound nuclei by the evaporation of neutrons, protons,
deuterons, and alpha particles. The average excitation
energy, mass, and spin of the residual compound nuclei
was computed as a function of the number of particles
emitted (the decay stage). These averages are listed in
Table II, along with the number of deuterons evaporated
in each decay stage. The average nuclear temperature
was calculated for each decay stage according to the ex-
pression

A I(I+1)
(19)

where I is the average nuclear spin and 8 is the nuclear
moment of inertia, taken to be 85%%uo of the spherical
rigid-body moment of inertia using a radius parameter of
ra=1.4 fm. The average rotational energy and tempera-
ture at each stage are also listed in Table II. The nuclear
temperature to be compared with the d'/d result was ob-
tained by calculating the number of d* emitted in each
stage from the temperature T and number of deuterons
emitted in the stage (according to the thermal model [Eq.
(15)]) and using the total number of deuterons and d'
emitted to calculate the average d'/d temperature from
Eq. (15). The temperature which results from this
averaging procedure is 4.3 MeV, still considerably higher
than the maximum corrected d '/d temperature of
T=2.0+0 6 MeV. In fact, one would have to account for
an additional 16 mb/sr of deuteron cross section due to
"direct" or sequential emission to achieve a d'/d tem-
perature of 4.3 MeV. It should be noted that this result is
unchanged if one considers incomplete fusion rather than
complete fusion for the ' 0+ Al reaction. For the
fusion of beam velocity ' C with Al, the average d*/d
temperature estimated by the above procedure is 4.4
MeV.

In light of the low d'/d temperature observed in the
' 0+ Al reaction, it is easier to understand why no
singlet-deuteron correlation was observed in the lower-
energy ' 0+' C reaction. In this situation the reaction
energy was low enough that little deuteron contamination
is expected from either sequential emission or noncom-
pound reaction mechanisms. Figure 3 shows the experi-
mental np correlation data compared with calculated
correlation functions for source temperatures of 1.0, 1.5,
and 2.0 MeV. The theoretical correlation functions were

T=Q(E* E—, , )/a

where a is the level-density parameter, as before, and E„,
is the excitation energy bound up in collective (rotational)
motion of the compound system. The rotational energy
was calculated from the formula

TABLE II. Summary of the average properties of residual compound nuclei during the evaporative
decay process of the 'Sc compound nucleus.

Decay
stage E* (MeV)

149
127
106
85.6
66.4
48.6
31.8
16.9
8.1

Average
A

43.0
41.3
39.5
37.7
35.8
33.8
31.8
29.9
28.9

Spin

22.7
20.8
18.4
16.1
13.8
11.4
9.0
6.7
5.1

E" (MeV)

21.2
19.2
16.2
13.5
11.0
8.3
5.8
3.7
2.4

T (MeV)

4.9
4.6
4.3
3.9
3.5
3.1

2.6
1.9
0.9

Number of
deuterons
emitted'

11 841
11 873
11 047

8356
4507
1651
461

62
0

'Per 50000 decays.
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formed by taking the ratio of the event-mixed relative-
momentum spectrum, after adding a calculated contribu-
tion due to d* events, to the original event-mixed spec-
trum (renormalized to have the same total number of
events as the original data plus the extra d* events). The
d* contribution was calculated relative to the measured
ground-state deuteron cross section of 7 mb/sr at
0] b

= 1 5 assuming d ' emission according to the
thermal model [Eq. (15)], with a breakup distribution ac-
cording to Bernstein, Friedman, and Lynch [4] (shown in
Fig. 10), and using the coincident neutron-proton detec-
tion efficiency calculated for this experimental setup us-
ing the technique described for the ' 0+ Al setup. For
orientation, the Si compound-nucleus temperature is es-
timated to be 3.0 MeV in the first-order Fermi-gas model
and 2.9 MeV if the temperature is averaged over the d*
emission process as was done for the ' 0+ Al reaction.
The slope temperature for neutrons measured in coin-
cidence with protons in this experiment was 1.8 MeV.
From Figure 3, one sees that the correlation data are con-
sistent with a source temperature less than 1 MeV, again
well below the Fermi-gas-model estimate for the nuclear
temperature.

The tendency to measure low source temperatures via
the population-ratio technique (as compared with the
slope temperature, for example) is well documented for a
variety of different composite particles and over a wide
range of reaction energies [11—21, 23]. Sometimes, but
not always, it is possible to reconcile the nuclear and
Fermi-gas-model temperatures due to the uncertainties in
the sequential feeding, other nonthermal sources of parti-
cles, or in the experimental data. Attempts to explain the
discrepancies have focused on the emission dynamics of
the composite particles and the possibility that non-
Boltzmann temperature distributions of excited states are
produced under certain conditions [52—55]. We have
found a similar temperature discrepancy in the ' 0+ Al
reaction at 215 Me V bombarding energy and the
' 0+ ' C reaction at 60.5 MeV bombarding energy, when
probed via the deuteron thermometer. It appears in these
cases that either the source temperatures that are
relevant for deuteron emission are well below the Fermi-
gas-model estimates or that the d* emission is suppressed
relative to the thermal model prediction.

VII. CONCLUSION

We have reported on neutron-proton, neutron-
deuteron, and neutron —alpha-particle small-angle corre-
lation data from the 215-MeV ' 0+ Al reaction and
neutron-proton correlation data from the 60.5-MeV
' 0+ ' C reaction. These data provide the first rneasure-
ment of neutron —light-charged-particle correlation func-
tions. In addition, the proton-proton correlation func-
tion, as well as several other LCP-LCP correlation func-
tions, were simultaneously measured for the ' 0+ Al
reaction. The ' 0+ Al np and na correlation data
showed strong positive correlations corresponding to

singlet-deuteron and He production. Positive correla-
tions due to ground-state Li and 2.186-MeV-state Li
were seen in the pa and da coincidence data, respective-
ly. An interesting anticorrelation was observed in the nd
correlation function at low relative momentum, possibly
the result of coalescence of low-q nd pairs or a repulsive
component of the nd nuclear force.

The np correlation function for the ' 0+ Al reaction
was successfully modeled with both the Koonin model,
from which a "source lifetime of U~=40 fm was ob-
tained, " or by means of a semiclassical Monte Carlo eva-
poration model. This latter model includes the emission
of independently emitted neutrons and protons as well as
composite singlet deuterons which decay into highly
correlated np pairs. With this model, one determines the
ratio of singlet deuterons emitted relative to independent-
ly emitted np pairs. In our case this ratio was approxi-
mately 0.4%. The pp correlation data were not fitted as
well by either model, although the Koonin model results
might be improved using non-Gaussian source distribu-
tions and the evaporation model results by inclusion of
He particles.

Composite-particle yields for singlet deuterons, the
ground state of He and Li, and the 2.186-MeV state of
Li were determined from the small-angle coincidence

data from the ' 0+ Al reaction. The relative momen-
tum breakup spectra of these composite particles are in
good agreement with the predictions of Bernstein, Fried-
man, and Lynch [4].

Finally, a nuclear temperature of T=2.0+o 6 MeV is
calculated for the ' 0+ Al compound system from the
ratio of singlet to ground-state deuteron production in
the reaction, after corrections for sequential emission and
noncompound deuteron production were made. This
value is much lower than the 4.4 MeV temperature calcu-
lated for the compound system in the Fermi-gas model.
Similarly, the d'ld temperature in the ' 0+' C reaction
is estimated to be T &1 MeV, which is also well below
the 2.9 MeV temperature estimated for the Si com-
pound system. These results indicate that singlet-
deuteron production is strongly suppressed relative to the
thermal model prediction for these two rather different
systems. The explanation for these low source tempera-
tures measured by the d*/d thermometer is not known,
although several possible models for non-Boltzmann
emission distributions have been suggested for
composite-particle excited states. These include a rapidly
expanding source [54,55], and a source which interacts
via the nuclear force with the composite particles in a
fashion so that the Boltzmann distribution is no longer
valid [53]. The latter model may be especially appropri-
ate for an extended particle such as the deuteron.
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