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The branching ratio for radiative muon capture (RMC), relative to the nonradiative process, is
sensitive to g„,the induced pseudoscalar coupling constant of the weak hadronic current. The photon
energy spectra from RMC on Al, Si, 4 Ca, " 'Mo, "a'Sn, and "a'Pb have been measured using a
high-acceptance pair spectrometer. The measured partial branching ratios, R„,for photons of E~ )
57 Mev are 1.43+0.13, 1.93+0.18, 2.09+0.19, 1.11+0.11, 0.98+0.09, and 0.60+0.07 respectively,
in units of 10 . The results confirm the previously observed suppression of B~ with increasing Z
for Z & 20. For Ca the present result is in good agreement with previous measurements. For
the heavier nuclei, the results are compared with two recent calculations performed in the Fermi-gas
model. In one case the data indicate a complete quenching of g„,but the more recent calculation
does not reproduce the data for any value of g„.
PACS number(s): 23.40.Bw, 13.10+q

I. INTRODUCTION

For semileptonic weak processes, the V-A structure of
the weak interaction is modified by the so-called "in-
duced" weak currents [1] which arise due to the pres-
ence of the strong interaction. The least well measured
of these is the pseudoscalar weak current. The process
of radiative muon capture (RMC) is of interest primarily
because of its sensitivity to the magnitude of the induced
pseudoscalar coupling constant, g„.The prediction that
g„/g, = 6.8 for the proton~ [2], where g is the axial cou-
pling constant, arises from the partially conserved axial-
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This is evaluated at the momentum transfer appropriate for

ordinary muon capture.

vector current hypothesis (PCAC) and the Goldberger-
Treiman relation [3]. A precision measurement of g„tests
these basic ideas. The elementary process Ls p ~ v„np is
presently being measured at TRIUMF, but only very pre-
liminary results are available [4, 5]. However, there have
been measurements of the branching ratios for RMC in
several nuclei with Z & 6. The value of g„extracted from
nuclear RMC measurements could differ from the nucle-
onic value, and such deviations could signal a renormal-
ization of the pseudoscalar coupling, similar to the ap-
parent quenching of ga in nuclei [6—9]. However, the ex-
traction of g„from nuclear RMC measurements requires
that the nuclear response function be correctly treated.
If one measures the experimental RMC branching ratio
relative to the ordinary (nonradiative) muon capture pro-
cess (OMC), and compares it with the results of a cal-
culation in which both RMC and OMC have been cal-
culated in a consistent way, then the dependence on the
detailed nuclear structure will be reduced, but not totally
eliminated.

Experimental work on RMC has a thirty year his-
tory [10], but only recently have reliable data become
available, largely through the use of photon convert-
ers, in conjunction with either NaI detectors [11—13] or
pair spectrometers [14, 15]. Despite this, data on RMC
branching ratios exist for only a handful of nuclei scat-
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tered throughout the periodic table. The nucleus 4cCa
is a benchmark where there is good agreement on the
RMC/OMC branching ratio from several different ex-
periments [11—15]. The five most recent measurements
all yield values consistent with a partial branching ratio
of 2.1 x 10 for photons with energies greater than 57
MeV. Comparing this with theory yields a value for g„
consistent with, or slightly lower than, the PCAC pre-
diction of 6.8g~, depending on the calculation adopted
[15]. Data are also available for two light nuclei, isO [12,
15—17] and izC [12, 15]. Here there are disagreements
among the different measurements of the branching ra-
tios and also large difFerences among theoretical calcu-
lations which lead to very different values of g„being
obtained from the same branching ratio. For example,
from the most precise measurement for isO one obtains
the values g„/g~ = 7.3+0.9, 9.1+0.9, and 13.6+i t when
compared with three difFerent recent calculations of the
nuclear response [15, 16).

The only measured RMC branching ratios for nuclei
with Z ) 20 are from Dobeli et al. [12] who measured
RMC on "~'Fe, MsHo, and OsBi, as well as 40Ca, ~Al,
isO, and izC. These results indicate an intriguing sys-
tematic reduction in the RMC branching ratio with in-
creasing atomic number. When compared with a Fermi-
gas model calculation of the nuclear response [18] these
data indicate a quenching of g„to zero for 2 80.

To investigate this trend, we have measured the
branching ratio for inclusive RMC on zrAi, zsSi, 4sCa," tMo, " ~Sn, and " tPb, using a pair spectrometer to
detect the high-energy photons from RMC. The spec-
trometer consisted of a large-volume drift chamber sur-
rounding a Pb photon converter. The usefulness of a
large-acceptance pair spectrometer for measurements of
RMC has been demonstrated in earlier work [15,16].

particle separator [19]was used to suppress both the elec-
tron and pion content in the muon beam. The separated
beam composition was measured to be vr/p 10 s and
e/p 5 x 10 . The negative muon Bux incident on the
beam counters was 6.0x10s s i with bP/P =10% and
with a spot size of 5 x 5 cm~; the typical p stopping rate
in the targets was 5.0x10s s i. A 65 MeV/c p+ beam
was also used for background studies. An 81 MeV/c x
beam was used for detector calibration purposes, with a
typical beam composition after the separator of 96.3%

, 2.9% e, 0.8% p

B. Targets

The targets used for the RMC data-taking were natu-
ral Al, Si, Ca, Mo, Sn, and Pb. The dimensions of the
targets are given in Table I. The higher-Z targets were
segmented into foils, separated along the beam direction
so as to minimize photon conversion in the target while
still stopping the beam. The Si target was made of gran-
ulated Si encased in a thin-walled polystyrene container.
The Al target was made from an alloy (6063 Al) which
contains a total fraction of 1.8% of various alloying
elements, primarily Mg and Si; no correction hss been
made in the results for the effect of these impurities.

For calibration data-taking a 3-liter liquid hydrogen
target was used [20]. This target was cylindrical, 16 cm
in diameter and 15 cm in length. The target walls were
254-pm-thick gold, and the target was surrounded by two
silver heat shields each 127 pm thick, and a 254-pm-
thick silver vacuum vessel. A 15.3-cm-diameter, 1.9-cm-
thick disk of graphite was also used as a izC target for
calibration purposes.

C. Drift chamber

II. EXPERIMENT

A. Muon and pion beams

The experiment was mounted at the M9A stopped-z /p
channel at TRIUMF. The primary beam consisted of 500
MeV protons with a typical current between 100 and 140
pA, a microstructure of 5-ns-long pulses every 43.3 ns,
and a macroscopic duty factor of 100%. A 65 MeV/c
cloud p beam was used, with a raw beam composition of
n/p ~ 1 and e/p, 10 at the detector. A radio frequency

The e+e pairs produced by the conversion of RMC
photons in a 1.08 mm Pb sheet were momentum-analyzed
using a large-volume cylindrical drift chamber in a uni-
form magnetic Beld of 0.275 T. The chamber consists of
four super-layers of drift cells, each cell possessing six
sense wires. The wires of layers 1, 2, and 4 are axial and
those of layer 3 are inclined at a stereo pitch angle of
7' (relative to axial) to provide a z coordinate for each
track. The four layers have 56, 64, 72, and 80 cells, re-
spectively, for a total of 1632 instrumented sense wires.
The sense wires are staggered +254 pm about the cell

TABLE I. Dimensions of the targets used.
beam axis.

All targets were mounted perpendicular to the

Target Shape Dimensions No. of foils Spacing of foils

Pb
Sn
Mo
ea
Al
Si

rectangular
square
square
square
disk
disk

15.0 cm x 13.5 cm x 0.020 cm
12.5 cm x 12.5 cm x 0.033 cm
12.5 cm x 12.5 cm x 0.025 cm
10.2 cm x 10.2 cm x 1.96 cm
15.0 cm diam x 1.92 cm thick
8.4 cm diam x 2.00 cm thick

10
11
7
1
1
1

0.94 cm
1.0 cm
1.1 CXIl
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midplane to provide local resolution of the left-right am-
biguity. The sense wire discriminators are read out by
LeCroy 1879 FASTBUS pipeline TDC's which provide
multihit time information in 2 ns bins for each wire hit.
The gas mixture used is 49.9% argon, 49.9% ethane, and
0.2% ethanol, which provides a drift velocity of about
52 pm/ns at the operating voltage. Full efficiency is ob-
tained at operating voltages of 5.0, 5.1, 5.2, and 5.3 kV on
layers 1, 2, 3, and 4 respectively. The axial magnetic field
was provided by a large solenoidal conventional magnet.
The field uniformity over the active volume of the drift
chamber is +0.5%. More information on the design and
performance of the drift chamber can be found elsewhere

[21, 20, 22].

D. Inner wire chamber

Located inside the inner radius of the drift chamber is
the inner wire chamber (IWC), a dual-coordinate cylin-
drical proportional chamber of the type described by Bird
et al. [23]. The z coordinate from the IWC is used

along with the z coordinate determined from the stereo
layer of the drift chamber to determine the longitudinal
component of the momentum of each track. It has 768
anode wires strung parallel to the beam direction, and
two planes of cathodes. Each plane consists of 384 alu-

minized Mylar strips, inclined at an angle of +45' and
—45' degrees relative to the anode wires for the inner and
outer cathode planes, respectively. The IWC provides an

(x, y, z) point for each hit. The (z, y) coordinates are
obtained from the anode wire location with 600 pm (o)
resolution, and the z coordinate from the intersection of
the anode and the hits on the two cathode planes, with
1.2 mm (o') resolution. Details on the IWC are available

elsewhere [20, 23].

E. Beam and trigger counters

Four scintillation counters, each 1.6 mm in thickness,
were located approximately 17 cm upstream of the target
center. These were used to count the incident p beam,
and in offiine analysis to reject n. -induced events. Each
of these beam counters was read out via two separate
light guides and photomultiplier tubes. A cylindrical
disk scintillation counter (V) 23.3 cm in diameter and
6.4 mm thick, read out via an air light-guide and a single
photomultiplier, was located behind the solid targets to
complete the definition of a muon stop.

Four concentric layers of scintillation counters sur-
rounded the target region. The first two layers were
circular tubes of 3.2-mm-thick scintillators (Ai 4 and

Ai 4), each consisting of four arc segments. The joints
between the segments were ofFset by 45' between the two
layers to cover the gaps. These counters were used to
veto charged particles (primarily muon-decay electrons)
coming from the target.

The next two layers (Bi i2 and Ci i2) consisted of
polygonal tubes, each made up of 12 flat panels, which

were 3.2 rnm thick. Sandwiched between these two layers
was the 1.08-mm-thick Pb photon converter. The B layer
served as an additional charged-particle veto and the C

layer was used to identify photon conversions. Outside
the drift chamber was a polygonal tube of 16 scintillators
Dq q6, each 6.4 mm thick. Each scintillation counter was
optically isolated from its neighbors and read out via a
light guide and photomultiplier. All the phototubes were
located outside the spectrometer magnet on the upstream
side, except those for the A and A' counters which were
on the downstream side.

Covering the magnet were counters to veto cosmic-ray-
induced events. The top and all four sides of the magnet
were covered by a double layer of planar drift chambers
and a single layer of scintillators.

F. Trigger and data acquisition

The complete photon trigger was performed at several
levels in hardware and software. The first level was the
hardware coincidence Z(A+ A') ZB ZC & 2D, i.e., no
hits in the veto scintillation counters inside the diameter
of the Pb converter, at least one hit in the C scintilla-

tors, indicating a photon conversion, and at least two D
scintillators hit, indicating an e+e pair. This trigger
therefore required that both tracks from the converted
pair pass through the entire drift chamber. The second-
level hardware trigger required that at least two of the
struck D counters have the correct spatial orientation,
relative to the C counter(s) hit, to be characteristic of a
valid converted photon.

When the two levels of hardware trigger were satisfied,
the FASTBUS TDC's were provided with a common stop
signal and began their conversion, and the front-end mi-

croprocessor began the data readout. This FASTBUS
microprocessor is the SLAG scanner processor (SSP) [24]
which handled the readout of all the FASTBUS and CA-
MAC modules. In addition it provided two more levels

of trigger requirements in software. The first of these put
restrictions on the pattern of cells hit in the drift cham-

ber, determined from custom-built trigger cards [25] con-
nected to the FASTBUS TDC's. The last level of trig-

ger required that the IWC have a sufficient number of
data words to be a valid event. If either of these con-

ditions was not present, then the TDC conversion was

interrupted, all modules were cleared, and the system re-

enabled. Otherwise the event was read out and stored in

a bufFer. Data buifers were read by a pVAX II, stored in

shared memory for online analysis and written to mag-

netic tape for off-line analysis.
ln parallel with the photon trigger, special triggers

were enabled to provide samples of charged particles orig-

inating in the target and samples of any event in which

at least two of the beam counters fired; these data were

used to monitor the efm. ciencies of the trigger counters
and the beam composition respectively. More details on
the trigger and data acquisition can be found else~here

[2o1

III. DATA ANALYSIS

A. Event selection

Various selection criteria ("cuts") were applied to the
data to reject background events and poorly fitted tracks.
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The cuts were based on the characteristics of the tracks
in the drift chamber, as well as on information from the
trigger counters, beam counters, and cosmic-ray coun-
ters. The eificiencies of the cuts were determined using
both the pion calibration data and simulated data from
the Monte Carlo program. The same cuts were applied
to the RMC data, the pion calibration data and Monte
Carlo data, with the exception of the "prompt" veto (see
below), which was inappropriate for the pion calibration
data.

The cuts applied to the data are summarized as follows:

(1) Track fitting: minimum number of points per track;
maximum g for the fitted track; maximum fractional
momentum in the longitudinal (z) direction; maximum
difference between the location of the track at the IWC
determined from the drift chamber and that determined
from the IWC hit; minimum number of points in the
track in the fourth (outer) superlayer of the drift cham-
ber.

(2) Trigger: the hardware trigger requirements are re-
imposed on the data in software; each track in the pair
must project to, and fire the appropriate D scintillator;
there must have been an incident p in the previous 10
ps; there must not have been another charged particle in
the same region of the drift chamber within +100 ns of
the photon.

(3) Cosmic ray veto: rejection based on various combi-
nations of cosmic-ray veto counters and trigger counters
in coincidence with the event.

(4) Geometry: maximum opening angle of the pair;
maximum difference in both azimuthal angle (P) and ax-
ial position (z) between the two tracks of the pair at
the converter; maximum distance in z between the pho-
ton conversion point and the target center; maximum
distance of closest approach of the photon to the target
center, in both z and the transverse plane.

(5) Prompt (pion) veto: rejection of events in prompt
coincidence with hits in the beam counters; this cut is
discussed in more detail below.

A typical event passing all cuts is shown in Fig. 1.

noenergetic photons were generated at 10 MeV intervals
between 50 and 140 MeV; typically 2 x 10s photons were
generated at each energy. The simulated events were an-
alyzed as actual data, and the reconstructed photon en-

ergy spectra were fitted to an analytic parametrization,
which is described in the appendix.

Rather than relying solely on GEANT to predict the
absolute normalization of the detector acceptance, the
normalization was determined using (n, p) calibration
data. The Monte Carlo simulation was tested by com-
paring the experimental spectrum from radiative pion
capture on ~zC with the Monte Carlo prediction using
the high-resolution spectrum of Perroud et al. [27] for
the input (see Fig. 2). The branching ratio for ~zC(vr, p)
used in the Monte Carlo simulation was (1.83 6 0.06)%
[27, 28]. The Monte Carlo acceptance had to be reduced
by 7.2% to match the data. This factor is in reason-
able agreement with estimates of various inefficiencies in
the detector that are not incorporated into the GEANT

simulation. Similar good agreement in spectral shape is
found between the data and Monte Carlo predictions for
the reactions [29]

P~7t A)

(2)

at rest, obtained experimentally by stopping a 7r beam
in the hydrogen target. The radiative capture gamma
ray [Eq. (2)] has an energy of 129.4 MeV, and the z'0 de-

cays primarily into two photons (98.8% branch) yielding
a uniform photon energy spectrum between 54.9 MeV
and 83.0 MeV. The comparison is shown in Fig. 3. Here
the data have been normalized in an arbitrary way to
match the Monte Carlo prediction. This is due to difficul-

ties in determining the actual number of vr stops in the
hydrogen, because of the unknown fraction that stopped
in the walls of the hydrogen target. An energy calibration
error of +500 keV was estimated from the comparisons
between GEANT-simulated data and the data for both the
vr p and ~2C(z', p) reactions.

B. Detector response 400 I I I I I I I I I I I I I I I I

The photon response function was determined using
the GEANT Monte Carlo simulation program [26]. Mo-
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FIG. 1. Graphical representation of a typical photon con-
version event from radiative muon capture.

FIG. 2. Photon energy spectrum from the reaction
C(s, p) compared with the Monte Carlo simulation. The

data are given by the smooth line and the solid circles are the
Monte Carlo results.
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FIG. 3. Photon energy spectrum from the reactions
vr p —+ pn and vr p —+ vr n, ~ -+ 2p obtained from vr

stopping in liquid hydrogen (histogram), compared with the
Monte Carlo simulation (solid circles).

FIG. 4. Photon energy spectrum of "prompt" events from
the Sn target (solid circles) compared with the fitted contribu-
tions from the Sn(s, p) process and the nonprompt energy
spectrum (primarily RMC).

C. Backgrounds

1. Pion capture

Radiative pion capture is a potentially serious back-
ground, as its branching ratio is typically 2 x 10 s

[28], several orders of magnitude larger than the signal
from RMC ( 10 s per captured muon). The rf separa-
tor reduced the s /p ratio in the beam to approximately
10 s. Most of the remaining pions stopped in the beam
counters rather than reaching the target. Finally, pho-
ton events in prompt coincidence with an incident beam
particle were rejected in the off-line software. Due to the
short p lifetime in the high-Z targets (75 ns for Pb),
care had to be taken with the cuts used to eliminate
prompt events, so as to minimize the number of good
RMC events rejected. A set of conditions based on the
ADC's and TDC's of the beam scintillators were adopted,
which utilized the difference in dE/dx and time-of-Hight
between incident muons and pions. If the event was pre-
ceded within the previous 20 ns by an incident particle
having the time-of-flight characteristic of a muon, the
event was rejected only if two or more of the four beam
counter ADC's registered signals 1.5a larger than those
characteristic of the majority of muons. This allowed
even an RMC event occurring in prompt coincidence with
the p, arrival to be accepted. Otherwise, the event was
rejected if any one ADC value was over this threshold.
Finally, if any of the beam counter signals were more
than 4o. above the muon pulse height, indicating a vr

stopping in one of the counters, the event was rejected
regardless of the time-of-Bight of the incident particle.

The efBciency for x rejection was determined by ex-
amining the photon events above the 100 MeV end
point for RMC, before and after the prompt cuts, af-

ter all other cuts were applied. Attributing these events
to the (7r, p) process indicates a rejection efficiency of
99.3%. For all targets, less than 0.7% of the photon en-

ergy spectrum consisted of (vr, p) events that survived
the prompt cut.

The fact that the energy spectra from RMC and
(m, p) have different shapes was also used to determine
the number of otherwise acceptable RMC events that
were lost due to the prompt cuts. The (vr, p) spectra
were determined for each target in separate runs with the
beam tuned to provide stopping 7r 's. For each target, a
gs-fit was made of the energy spectrum of events rejected
by the prompt cuts (passing all other cuts) to a weighted
sum of the (~,p) spectrum and the nonprompt RMC
spectrum. An example of such a fit is shown in Fig. 4.
The weighting factor for the nonprompt spectrum yields
the fraction of RMC events in the prompt spectrum, i.e.
those that were falsely rejected (see Table II). In all cases
this was less than 2%.

2. Cosmic ra,ys

A low rate of candidate photons was observed arising
from electromagnetic showers induced by cosmic rays.
The majority of these events were easily rejected using
the information provided by the cosmic-ray veto scintil-
lation counters and drift chambers surrounding the mag-
net, or by the geometrical cuts applied that required the
photon to originate in the target. The rate of cosmic-
ray photons that survived the cuts was determined to be
2.3+ 0.4 events/day in the energy region of interest (57
to 100 MeV), based on 320 hours of background data col-
lected between and after various data-taking runs. This
is a small background (( 0.4%) for all targets; see Ta-
ble II.

8. Muon stops outside the target

RMC from muons that stopped in the scintillators sur-
rounding the target (A, V) rather than in the target is
also a source of background. The fraction of the p beam
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TABLE II. Correction factors applied to the number of observed photons above 57 MeV (N&~s„).
Each entry is a multiplicative factor to be applied to N~57 Prompt rejection refers to real RMC
events rejected by the prompt cut. Random vetoing refers to events rejected by the A, A', B veto
scintillators or the cosmic ray cut.

Target Photon
absorption

Random
vetoing

Prompt
rejection

(7r, p) RMC from
scintillators

Cosmic
rays

Al
Si
Ca
Mo
Sn
Pb

1.32+0.04
1.15+0.03
1.26+0.04
1.18+0.03
1.19+0.03
1.26+0.04

1.079+0.006
1.070+0.005
1.058+0.005
1.086+0.009
1.085+0.006
1.053+0.008

1.000+0.004
1.021+0.005
1.019+0.005
1.006+0.004
1.014+0.007
1.016+0.011

0.996+0.002
0.998+0.001
0.997+0.001
0.996+0.002
0.998+0.002
0.993+0.003

0.987+0.006
0.966+0.015
0.992+0.004
0.979+0.010
0.975+0.013
0.966+0.017

0.998+0.001
0.998+0.001
0.999+0.001
0.998+0.001
0.998+0.001
0.996+0.001

that was scattered into these scintillators was monitored
in hardware scalers and checked using the events from
the beam-sample trigger. The contribution to the RMC
spectrum for each target was then estimated using the
RMC rate from carbon [15] (p, capture on the hydro-
gen in the scintillators is negligible) after correcting for
the geometrical reduction in acceptance for photons origi-
nating in the scintillators, which was estimated using the
GEANT Monte Carlo simulation. This background was
1—4% of the RMC signal, depending on the target; see
Table II. Confirmation of the small size of this back-
ground was obtained by fitting the time distribution of
the RMC events, relative to the muon arrival time, tak-
ing into account the effect of pileup of the incident muons

[22]. Good agreement was found with the literature val-
ues for the p lifetimes in each target [30], with no need
to include a significant contribution having the lifetime
of muons in carbon.

g. Bremsstmhlung

The region of the photon energy spectrum below 53
MeV is contaminated by unavoidable background due to
muon-decay events. This arises from radiative muon de-

cay (p, ~ e v, v„p) and from the bremsstrahlung of
muon-decay electrons in the target and surroundings. For
a free p the photon spectrum from each of these pro-
cesses has a kinematic end point of 53 MeV, thus RMC
measurements typically utilize only that portion of the
spectrum above 57 MeV (allowing for detector resolu-
tion). However, both distortions in the decay electron
spectrum due to muon binding and any high-energy tail
in the photon energy resolution of the detector could pro-
duce events above 57 MeV.

To search for any high-energy tail in the detector re-
sponse, data were obtained with a p,+ beam stopping in
the target. This "turns oE" the muon capture process
but retains the muon-decay processes, and is therefore
very useful for searching for backgrounds. The photon

The efl'ect of the additional process of e annihilation-in-
flight on the shape of the photon energy spectrum was de-
termined by Monte Carlo simulation, and was found to be
small.

energy spectrum obtained, after all cuts, is displayed in
Fig. 5. There are no photons below about 43 MeV since
the detector acceptance falls to zero there, due to the
trigger requirement that the e+e pair reaches the D
(outer) scintillators. There are only two photon events
above 57 MeV, quite consistent with the 2.0 60.8 cosmic
ray background events expected in 21 hours live time.
Thus the high-energy tail on the detector resolution is
negligible.

One cut that was essential to ensure such a small high-
energy tail was the rejection of any event with a charged
particle in the chamber within +100 ns of the photon
trigger. This cut was imposed by examining the mul-
tihit TDC spectra for the trigger scintillators for coin-
cidences indicative of an early or late charged particle.
This cut was required to reject false events where a low-

energy photon, from bremsstrahlung, for example, con-
verts with very asymmetric energy sharing between the
e+ and e, such that only one of the particles escapes the
Pb converter and is tracked in the detector. In near co-
incidence, another muon decay produces a second track
in the chamber. If the time of emission of this electron
is close enough to the time of the first tracked particle,
but not within the (+30 ns) hardware veto window, and if

160 I I I I I I I I I I I I i I s i I i I i s i I I I I s

140—

120— (
+

)

(u 100—

Q—

o 60—

40— 5G 60 70

20—

0
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FIG. 5. Photon energy spectrum from p+'s stopping in
liquid hydrogen. The two events above 57 MeV are consistent
with the measured cosmic ray background.
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the direction of the electron is close enough to that of the
photon, then an acceptable vertex is reconstructed and
the event appears as a "photon" of much higher energy
than the photon that actually caused the trigger. This
somewhat improbable chain of events would cause a sig-
nificant high-energy tail in the detector response, unless
the cut described above is imposed. The relatively large
high-energy tail seen in our previous RMC measurements
using a time projection chamber [15] was likely to be at
least partly due to this pathology. A similar cut was
not imposed in that experiment because of the lack of
multihit TDC information from the trigger scintillators.

The high-energy tail (above 57 MeV) of the radia-
tive p-decay and bremsstrahlung spectrum due to muon
binding effects was estimated using the decay electron
spectra provided by Hanggi et al. [31] [Eq. (13) of Ref.
[31], corrected according to Herzog and Alder [32]]. The
bremsstrahlung spectra from decay electrons in each tar-
get was generated using GEANT, along with the radiative
decay spectrum [33]. In each case the contribution to the
photon energy spectrum above 57 MeV was found to be
negligible (& O. l'Fo) relative to the RMC signal. Indeed,
for most targets even the region below 57 MeV was dom-
inated by RMC rather than bremsstrahlung photons.

D. Branching ratio calculatian

The observed photon energy spectrum dN~(E)/dE
from RMC is related to the physical photon energy spec-
trum per muon capture dA(E~)/dE~ by

= N„f„p dE~ D(E~,E), (3)

where N„is the (dead-time corrected) number of muon
stops in the target, fo» is the fraction of muons that
undergo nuclear muon capture and D(E~, E) is the de-
tector response function (see appendix) defined as the
probability that a photon with energy E~ is detected
and reconstructed at an energy E. This relation im-

plicitly defines the observable dA(E~)/dE~ in terms of
known or measured quantities. In principle, knowledge
of D(E~, E) would allow Eq. (3) to be inverted, and the
physical photon spectrum extracted from the observed

spectrum. In practice, with low statistics on the observed
spectrum, this deconvolution process is not unique, and
it produces unphysical fluctuations in the deconvoluted
spectrum. Instead, the method used is to choose a the-
oretical photon energy spectrum dA(E~)/dE~, convolute
it with the detector response function, and compare it
with the measured spectrum.

The number of photon events above an observed energy
of 57 MeV

dNW (E)
&57

57
(4)

can be considered as a function of the theoretical partial
branching ratio for photons above 57 MeV

dA(E~)
dE~

(5)

which is given in units of photons/capture. Alternatively,
N&~57 can be considered as a function of gp. Thus g„or
R~ can be determined by comparing the number of pho-
tons predicted above 57 MeV for various values of g„(or
R„)with the experimental value of N&~57 For a. given
calculation of the nuclear response, the full theoretical
photon energy spectrum was convoluted with the detec-
tor acceptance and response function, integrated above
57 MeV, and then multiplied by N„to give the predicted
number of counts above 57 MeV. To this extent, not only
the rate but the shape of the spectrum is used in the de-
termination of g„from the data. Simple polynomial fits
were made to the predicted N&~57 as a function of R„and
as a function of g„/go; these were then compared with the
measured N&~57 to determine g„/g, and R„.

To extract the RMC branching ratio from the data,
N&~57 was corrected for the contributions from each of
the backgrounds described above, as well as for the ef-
fect of the false rejection of good RMC events due to
the prompt cut (see Table II). In addition, N&~57 was
corrected for losses due to photon absorption in the tar-
get and due to random vetoing effects. Losses due to
photon interactions in the target were estimated using
the GEANT Monte Carlo simulation. Photon events were
generated with the RMC energy spectrum and with ini-
tial locations sampled from reasonable stopping distri-

TABLE III. The fraction of incident muons that stopped in the target f,q,p, the number of
dead-time corrected muon stops N„,the fraction of muons that undergo OMC f„p,the p lifetime

for each target ~„,and the number of photons observed with energies above 57 MeV N)~57 The
values of f„pand ~„arefrom the results of Suzuki, Measday, and Roalsvig [30].

Target f.cop

(Fo)
N„

(IP10)
fcsp
(~o) (ns)

Al
Si
Ca
Mo
Sn
Pb

91.0+2.5
73.5+2.0
88.2+2.5
81.0+4.0
83.5+2.3
82.3+2.2

4.09+0.11
3.85+0.11
3.39+0.09
3.66+0.18
3.84+0.11
5.51+0.15

60.95+0.05
65.86+0.05
85.08+0.07
95.76+0.07
96.15+0.07
97.10+0.05

864.0+1.0
756.0+1.0
332.7+1.5
99.6+1.5
92.1+1.5
75.4+1.0

1275
2139
2463
1540
1286
988
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TABLE IV. Contributions to the error in the branching ratios for each target, in percent.

Source of
error

Al Si Ca Mo Sn Pb

Statistics
1V„
Photon acceptance (eA)
Energy calibration
Photon absorption
Backgrounds
Prompt rejection
Random vetoing
&m~
Total

2.8
2.7
4.2
2.1
3.0
0.7
0.4
0.6
6,0
9.1

2.7
2.8
4.2
2.3
3.0
1.6
0.5
0.5
6.0
9.1

2.0
2.6
4.2
2.3
3.0
0.5
0.5
0.5

6.6

2.5
5.0
4.2
2.5
3.0
1.1
0.4
0.9

8.1

2.8
2.9
4.2
3.4
3.0
1.4
0.7
0.6

7.6

3.2
2.7
4.2
3.7
3.0
1.9
1.1
0.8

8.0

butions in each of the targets. The results are listed in
Table II. The error on the corrections is due to statis-
tics in the Monte Carlo prediction and to the variation
observed for various initial stopping distributions in the
targets. Random vetoing refers to the loss of an other-
wise acceptable event due to a veto scintillator (A, A', 8)
or a cosmic-ray counter firing in random coincidence, as
well as the loss due to the cut requiring that no charged
particle had passed through the chamber within +100
ns of the photon trigger. The correction was determined
from the various singles rates of the counters and is listed
in Table II.

The total number of incident beam particles was
counted in a CAMAC sealer. The fraction of these that
were muons was determined using the pulse-height and
time-of-flight data from the beam counters obtained with
the beam-sample trigger during each run. The fraction
of these muons that stopped in the target, rather than in
the surrounding scintillators, was determined by examin-
ing the pulse-heights from the scintillators. N„has also
been corrected for pileup (two muons in the same beam
bucket) and for dead time. The values for N~ and re-
lated quantities, along with the total number of photons
observed for each target are given in Table III.

The various contributions to the error in the extracted
branching ratios are detailed in Table IV. The detec-
tor acceptance error is dominated by the uncertainty in
the literature value for the C(vr, p) branching ratio
used in the normalization of the acceptance, but it also
includes the statistical errors on the (vr, p) data and
Monte Carlo. The error due to the uncertainty in the
energy calibration was taken as the fraction of the RMC
spectrum within +500 keV of 57 MeV. The error due to
model dependence (k ) is explained below.

that under certain assumptions the RMC spectrum can
be expressed as a polynomial of the form

dA~ E~
oc (1 —2z+ 2z2)z(1 —z), (6)

100 I I
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where z = E~/Ir, a„.This was derived using the closure
approximation, and by considering only the diagram in
which the muon radiates. The use of closure assumes
that all the transition strength leads to a single (average)

IV. RESULTS

A. Fits to the closure model polynomial

0
50 60 70 80 90 100 110

Photon Energy (MeV)

The extraction of RMC partial branching ratios from
our data is slightly model dependent. RMC calculations
are available for Ca [34—36], Mo, Sn, and Pb [18], but
not for Al or Si. Various authors [18, 37, 38] have shown

FIG. 6. Photon energy spectra from RMC on (a) Al and
(b) Si, along with the spectral shapes given by Eq. (6), convo-
luted by the detector response function. The solid line is the
spectral shape for the best-fit value of km~, and the dashed
lines are for taro other values of k ~„.
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nuclear excitation energy, with a corresponding photon
end-point energy km~„. The use of the closure approx-
imation for RMC calculations has been criticized [34],
and it typically overpredicts the RMC branching ratio
by large factors [39]. Nevertheless, the polynomial form
given in Eq. (6) usually reproduces the spectral shape
from more detailed calculations, and also fits the avail-
able data fairly well, as long as k ~„is treated as a pa-
rameter and allowed to vary. In the absence of an RMC
calculation specific to the Al and Si targets, this polyno-
mial spectral shape was adopted to extract the branching
ratios. Least-squares fits were made to the spectral shape
given by Eq. (6), convoluted by the detector response, for
various values of k~~, and the value of k~~„yielding the
best fit was adopted. The error on the extracted branch-
ing ratios for Al and Si listed in Table IV due to k,

„
is

due to this additional free parameter. The best-fit spec-
tral shape is compared with the experimental spectra for
Al and Si in Fig. 6. For the purposes of comparison,
branching ratios were extracted for the other targets in
the same way; the results are given in Table V. The
results are compared with other RMC branching ratio
measurements in Fig. 7.

The present results clearly confirm the reduction in
RMC branching ratio with increasing atomic number for
Z ) 20, observed by Dobeli et aL [12]. In fact, the
result for Pb is in excellent agreement with that mea-
sured by Dobeli et aL for the neighboring nuclide

sBi [R„=(0.62 6 0.08) x 10 5]. The branching ra-
tio for the benchmark case of 4oCa is in excellent agree-
ment with several previous measurements [average value

(2.15 +0.08) x 10 5; see Ref. [15] and references therein].
The result for Al is, however, in marginal disagree-
ment with the only previous measurement [12] which gave

R, = (1.83+ii'&5) x 10 5. It is also 3o lower than the

TABLE V. Partial branching ratios (K„)snd spectrum
end points (k, ) obtained using fits to the closure-model
spectral shape [Eq. (6)]. The neutron excess n = (N —Z)/A,
and the g per degree of freedom of the fit are also listed.

Target Aimax

(MeV)

2
XDQF

Al
Si
Ca
Mo
Sn
Pb

0.037
0
0

0.124
0.157
0.208

1.43 + 0.13
1.93 + G.18
2.09 + 0.19
1.116 0.11
0.98 + G.09
0.60 + 0.07

90+ 2
92+2
93+ 2
90+ 2
87+2
84+3

1.12
1.73
1.56
0.82
1.14
0.85

result for the neighboring nuclide ssSi, which is measured
here for the first time.

The decrease in K, with increasing Z (see Fig. 7), as
well as the difference between the results for ssSi and
srAI, are not entirely unexpected. For high-Z nuclei, the
neutron Fermi momentum becomes significantly larger
than that for the proton. Pauli-blocking of the final-state
neutron thus reduces the available phase space, suppress-
ing both the OMC and RMC rates. RMC is suppressed
more than OMC, due to the photon in the final state, and
the ratio K, is thus reduced. Christillin et al. [18],using
a Fermi-gas model along with the closure approximation,
and taking only the muon-radiating diagram, found that

2 2 1

R, = — '"(1—n) (1—2x+2x )x(1—x) dx,
7t mp 57/k

(7)

4x10

:lg
.L&;

II

20 40 60 80 100

FIG. 7. RMC partial branching ratio vs the nuclear
charge Z. Solid circles: this experiment; open circles: Dobeli
et al. [12]; crosses: Armstrong et al. [15]; solid triangle:
Frischknecht et aL [14]. For Ca (open triangle) the world
average of several measurements (see Ref. [15] and references
therein) is shown. For the present data, the branching ratios
shown are those extracted using the closure-model spectral
shape (see Table V). Some data have been displaced slightly
on the Z axis for clarity.

where rn& is the muon mass and n = (N —Z)/A is the
neutron excess. While only an order of magnitude esti-
mate, this predicts a decrease with increasing n, as well
as a strong dependence on k~,„,due both to the ks,

„

factor and to the reduction in phase space above 57 MeV
in the integral as k „decreases. The strong dependence
of the RMC branching ratio on k~~ in closure model cal-
culations is well known [40]. It could account for at least
part of the difFerence seen between Al and Si. Our data
indicate a decrease in k,„with increasing Z for Z ) 20,
and also a lower k~, „

for Al than for Si. This, combined
with the differences in n between the different targets, is
in qualitative accord with the behavior of the observed
partial branching ratios. Whether or not this qualitative
behavior remains in a more realistic calculation of R is
of crucial importance, and is discussed below.

The acr difference between the RMC branching ra-
tios for Al and Si may not be surprising considering the

difhculty with predictions of their OMC rates. A fit to
the Goulard-Primakoff [41] model for OMC rates gives

the correct rate for Si [30], but underpredicts that for Al

by 18%; a recent relativistic Fermi-gas model calculation

[42] gets the correct rate for Al while overpredicting that
for Si by 11%.
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Mo, Sn, and Pb. Their technique avoided the closure ap-
proximation by integrating over the nuclear response ob-
tained in a nonrelativistic Fermi-gas model. The only free
parameter was an effective nucleon mass M* to account
for exchange effects, which was fixed at M* = 0.5M~
from a global fit to experimental OMC rates. The OMC
results typically fit the data to a precision better than
10%. The RMC rate was then calculated in a consistent
manner, neglecting recoil terms, and photon spectra were
provided for difFerent values of g„for several nuclei. The
values for the partial branching ratio and g„extracted by
comparing these spectra with our data are given in Ta-
ble VI, and comparisons between the experimental spec-
trum and the theoretical spectra for various values of g„
are shown in Fig. 9. The small differences with the val-
ues of + found using the closure model spectral shape
given in Table V illustrate the slight model-dependence
of the branching ratios extracted from our data. The ex-
tracted g„for the case of Pb is given as a lo' upper limit,
since the extrapolation to large negative values of g„for
the calculation of Ref. [18] is very uncertain. The asym-
metric error bars on the g„values for Mo and Sn refiect
the nonlinear dependence of K, on g„in the region near

g&
——0.
It is tempting to interpret the present results as indi-

cating a large "quenching" of the pseudoscalar coupling
in heavy nuclei. Such a renormalization of the effective
g„when a nucleon is embedded in a nucleus has been
considered by several authors and indeed a reduction in

g„in nuclear matter has been predicted [46—48]. A renor-
malization could arise through non-nucleonic degrees of
freedom such as meson-exchange effects, the effect of the
b, (1232), modifications to the pion propagator in the nu-
clear medium, polarizability and screening effects, etc.
However, there are several reasons to treat this conclu-
sion with caution.

Firstly, it is clear from Fig. 9 that the experimental
spectra extend to somewhat higher photon energies than

predicted by the calculation; the region above E~ 80
MeV does not appear to be modeled very well. Also,
the values of g„needed to reproduce the RMC/OMC
branching ratio do not agree with those needed to pre-
dict the ordinary muon capture rates in the same model;
the experimental OMC rates [30] are reproduced by the
calculation only for g„/g~ = 6.8, the PCAC value.

More significantly, however, a recent calculation by
Fearing and Welsh [49] casts some doubt on the valid-
ity of the calculation of Christillin, Rosa-Clot, and Ser-
vadio [18]. Fearing and Welsh adopt a fully relativistic
Fermi-gas model along with the local-density approxima-
tion and realistic nuclear density distributions, and calcu-
late OMC and RMC for a range of finite nuclei. This is an
extension of the work of Fearing and Walker [50] wherein
RMC rates for infinite nuclear matter were calculated in
the same approach. The nucleon effective mass M* is
taken directly from relativistic mean field theory, rather
than being treated as a free parameter, and its varia-
tion with the nuclear density is taken into account self-
consistently. Other significant differences between this
approach and the calculation of Ref. [18] include the use
of a fully relativistic framework, the use of realistic nu-
clear density distributions rathe." than a uniform distri-
bution and the treatment of the proton Coulomb energy
and other isospin-dependent contributions to the energy
difFerence between the initial and final states. These var-
ious refinements were found to be very important numer-
ically, leading to changes in the predicted rates of factors
of two or more.

Using the PCAC value for g„,the resulting predictions
by Fearing and Welsh [49] for the OMC rates are signif-
icantly larger than experiment, and the RMC rates are
between 2—5 times as large, leading to R, values typi-
cally a factor of 2 larger than both our results and those
of Dobeli et aL [12]. The discrepancy between theory and
data remains even when g„is reduced to zero or lower.
Note that there were no free parameters used in the calcu-

TABLE VI. Partial branching ratios (~) and values of g„/g extracted from the present data
using various theoretical calculations.

Target Theory
(10 )

gu/g~

Ca Christillin
Gmitro, Ovchinnikova, and Tetereva
Roig and Navarro'

2.21 6 0.15
2.07 6 0.14
2.09 + 0.19

5.9 6 0.8
5.0 + 1.7
7.8 + 0.9

Mo

Sn

Pb

Christillin, Rosa-Clot, and Servadio

Christillin, Rosa-Clot, and Servadio

Christillin, Rosa-Clot, and Servadio

1.26 + 0.10

1.03 + 0.08

0.60 + 0.05

0 0+1.6—4.1

01+"—7.5

( 0.2

'Reference [34].
Reference [35].

'Reference [36].
Reference [18].
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lation, aside from g&. The predicted spectral shape tends
to be enhanced at higher photon energy compared with
that of Christillin et aL, and as already noted the data
also indicate excess events in this region. The large dis-

crepancy between the results of this calculation and the
data for both OMC and RMC, along with the sensitivity
of the results to the various ingredients of the calcula-
tion, leads one to question whether g„can be reliably
extracted from the data using this kind of model. Never-
theless, Fearing and Welsh [49] note that if one normal-
izes the predicted values of K, by a factor of about 0.5,
the observed Z dependence for Z & 20 is matched with-
out recourse to a Z-dependent quenching of g„.This is in
contrast to the significant renormalization of gz required
by comparing with the model of Christillin, Rosa-Clot,
and Servadio [18].

Clearly, with the present theoretical situation it is not
possible to make a definitive statement about the value of
g„in heavy nuclei. Calculations of the nuclear response
for these nuclei using different models (e.g. , a sum rule
approach [36]) would be very welcome.

APPENDIX: DETECTOR RESPONSE
FUNCTION

D(E~, E) = A exp —
2 (E —Eo)

2cTo

+F exp — (E —Es)
1 2

20'

for E& & E & Ez, (A1)

W

1
D(E~, E) = B exp ——(Eq —E)

W
CTy

+I' exp (E Es)&
20'3

for E ( Eq, (A2)

The Monte Carlo —generated spectra of the response of
the detector to monoenergetic photons were fitted to a
function of the form:

V. SUMMARY

The radiative muon capture partial branching ratio
R„,for photons of energy & 57 MeV, has been mea-
suredfor2rAl 2sSi 4oCa natMo natSn, andnstPb Good
agreement with previous measurements is found for the
aCa "test case." The branching ratio for Al is 22%%uo

lower than the previous result of Dobeli et aL [12], and
is 26% lower than that found for the neighboring nu-
cleus zsSi. The extraction of the pseudoscalar coupling
constant g„from the results for z"Al and 2sSi awaits cal-
culations of the nuclear response for these two nuclides.
The data for the heavier nuclei confirm the Z-dependent
suppression of the RMC branching ratio first observed
by Dobeli et at [12]. W.hen compared with the Fermi-
gas model calculation of Christillin, Rosa-Clot, and Ser-
vadio [18] these data indicate a quenching of g„to zero
for heavy nuclei. However, recent work by Fearing and
Welsh [49], also based on a Fermi-gas model, but which
is fully relativistic and incorporates density-dependent
effects not considered in Ref. [18], does not reproduce
the experimental RMC or OMC rates, and raises doubts
about the ability to reliably extract g„from the data
using these types of models.

1
D(E~, E) = C exp —(E ——E2)0'2

+F exp — (E —Es)
1 2

20

for E & E2, (A3)

where Eq = Ea —~, Ez ——Eo+ ~, B = A exp 201

C = A exp —
z

', , and A, F, Es, Es, o's, eq, oz, and

os are free parameters. E~ is the actual photon energy
and E is the reconstructed energy In the e. nergy range
of interest, this function, while somewhat arbitrary, was
found to represent the Monte Carlo results quite well.
The function is essentially a Gaussian with low- and high-
energy tails, and with a smaller second Gaussian added
(the term involving F) in order to enhance the low-energy
tail of the response for high-energy photons. This second
Gaussian was not required for low-energy photons, so F

TABLE VII. CoefBcients of polynomial Gts to the energy
d.ependence of the photon response function parameters. The
fits are for 40 MeV & E~ & 140 MeV.
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Parameter

dp

E3
Zo (E~ & 60)
Z, (Z, & 60)

Po
(MeV)

—0.5836
—5.879

1.596
—47.80

1.068
—1.161

22.73

Py

0.0352
0.1653

—0.03859
1.010

0.7507
0.9481
0.1995

P2
(MGV)

—5.149 x 10
3.883 x 10 4

—4.406 x 10

1.724 x 10 4

5.993 x 10 3
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TABLE VIII. GoeKcients of polynomial fits to the energy dependence of the photon acceptance
parameters. The fits are for 40 MeV ( E~ ( 140 MeV.

Parameter Pp R
(MeV)

P2
(MeV)

P3
(MeV)

3.259 x 10
—0.1337

—4.120 x 10
2.828 x 10

1.015 x 10
—9.701 x 10

—4.050 x 10 8

0] = Pp+ P]E + PgE (A4)

over the range 40 MeV & E~ & 140 MeV. The coefBcients
of the polynomial fits are given in Tables VII and VIII.

was set to zero for E~ ( 60 MeV. The parameters Eo, A,
F/A, o'o, o'y, cr2, and os were then fitted to polynomial
functions of E~, e.g. ,

With the detector response function parameterized in
this way, the prediction for any theoretical photon spec-
trum was produced analytically, avoiding the need to run
many lengthy Monte Carlo simulations. Also, future the-
oretical calculations of RMC can quite easily be convo-
luted with this response function and compared with our
data without the need for additional Monte Carlo simu-
lations.
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