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The absolute differential cross section for the 2H(7, p)n reaction has been measured using a large
solid angle detector, with a tagged photon beam of mean energy 67 MeV. The data have been com-
pared with nine different theoretical calculations of the cross section, which account for the data to
varying degrees. Best agreement is obtained for models utilizing the nonrelativistic impulse approx-
imation with a realistic nuclear potential, meson-exchange currents and relativistic corrections.
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I. INTRODUCTION

The relative simplicity of the deuteron and the low per-
turbative effect of the photon probe make the deuteron
photodisintegration reaction very attractive for the test-
ing of various theoretical descriptions. These include
models of the NN interaction, meson-exchange currents
(MECQC), isobar configurations (IC), relativistic correc-
tions (RC), and quark-gluon degrees of freedom. Re-
cently Arenhovel and Sanzone have written a thorough
review of deuteron photodisintegration and have made
extensive comparisons between the latest theories and
data [1]. They find that, although several theories are
able at present to account for the experimental data,
more extensive and precise data sets are needed to con-
front these theories.

Previous data on the 2H(y,p)n reaction, in the en-
ergy region around 65 MeV, are sparse, and some of the
data have large systematic errors in the absolute scale
[2-9]. Some of the early measurements have had prob-
lems with the absolute normalization, due to the use of
bremsstrahlung beams. These early measurements gener-
ally suffered from inaccurate determinations of the pho-
ton flux and energy. In this energy range the capture
reaction, 'H(n,y)?H, has also been measured [10, 11].
Most of these measurements are not precise enough to
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differentiate among the various theoretical calculations
of the cross section.

The present measurement, in the energy range £, = 63
to 71 MeV and covering angles from 22.5° to 160.5° with
statistical errors of about 5%, can differentiate between
various theoretical models. The tagged photon beam al-
lows an accurate determination of the absolute scale of
the cross section, which has an error of about 4%, over
most of the angular range. The use of a detector with
large solid angle (LASA detector), allows the measure-
ment to extend over a wide range of angles, providing a
stringent test of the angular distribution behavior of the
theoretical curves.

II. THEORY

Nine different theoretical calculations of the differen-
tial cross section will be considered for comparison with
the data. These theories represent a broad spectrum of
efforts that have endeavored to incorporate the complex-
ities of the structure of the deuteron, the neutron-proton
interaction, and the electromagnetic current into a com-
plete and self-consistent calculation. Several of these cal-
culations have been refined over the past decade and have
reached an impressive level of sophistication. There are
actually many similarities among these calculations, al-
though the differences among them are more often noted.

The first of these calculations is by Partovi [12]. His
calculation, which makes a multipole decomposition of
the transition amplitude, was the first to include electric
and magnetic multipoles through dipole-octupole inter-
ference. The semiphenomenological Hamada-Johnston
[13] potential was used in computing wave functions.
The dominant part of the MEC is included implicitly by
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the use of the Siegert operators for electric transitions.
However, no explicit MEC beyond these are included.
This calculation suffers also from the lack of important
RC such as the spin-orbit contribution to the one-body
charge density.

Three of the calculations are very similar to each
other, those by Schmitt and Arenhdvel (SA) [14], Cambi,
Mosconi, and Ricci (CMR) [15], and Jaus and Woolcock
(JW) [16]. They all start with the nonrelativistic impulse
approximation (IA) using realistic potentials, the Bonn
r-space potential in the case of SA, and the Paris po-
tential for CMR and JW. All multipoles through L = 4
are included. MEC are included implicitly by use of the
Siegert operators with additional MEC beyond these in-
cluded explicitly. These calculations have similar, but
by no means identical, formulations of the MEC. RC are
made by all three calculations for the spin-orbit current
and further relativistic contributions. The calculations
all differ in their calculation of the IC contribution [1],
but the effect is small at the energies of the present mea-
surement.

Also, the calculation by Rustgi, Pandey, and Kassaee
(RPK) will be compared to the data [17]. Unlike the
above calculations, RPK formulate the problem in terms
of spin-angle functions, which are closely related to the
twelve invariant amplitudes. The Paris potential is used
to calculate the wave functions. Only E1, M1, and E2
amplitudes are used for the present results, although
higher multipoles could have been included. Explicit
MEC are included, and RC are made to the one-body
and two-body charge and current densities, with their
local and nonlocal contributions.

Another of the calculations to be compared with the
data is by Ying, Henley, and Miller (YHM) [18]. They
start with the nonrelativistic IA using the Bonn poten-
tial, similar to the calculation by SA, and include MEC
via the Siegert operators. They also calculate contribu-
tions from IC and RC in a manner similar to the cal-
culations of SA, JW, and CMR. However, in the calcu-
lation of the MEC beyond the Siegert operators, they
use the long-wavelength approximation, which appears
to slightly underestimate its contribution in the energy
region considered here, but significantly underestimates
its contribution when the photon energy is larger than
140 MeV [19].

The calculation by Laget [20] uses the diagrammatic
approach, where a limited set of diagrams are considered
for a given process. In the present calculation Laget in-
cludes the nucleon-pole diagrams and the nucleon-pole
diagrams with subsequent NN rescattering. This set of
diagrams is simply the standard IA formulated in mo-
mentum space. The Paris potential is used to obtain the
momentum space wave functions. Since the calculation
is done in momentum space, no multipole decomposition
is performed for the electromagnetic operator (all multi-
poles are included), and hence no Siegert operators are
used. Thus the MEC and IC contributions must be cal-
culated explicitly by including MEC and IC diagrams. In
the present calculation, however, MEC and IC diagrams
with subsequent NN rescattering are not included. RC
are included in all of the diagrams.

The calculation of Govaerts, Lucio, Martinez, and
Pesticau (GLMP) uses the low-energy theorem and the
effective range approximation to calculate a relatively
simple formula for the unpolarized photodisintegration
cross section [21]. The dominant component of the an-
gular distribution is basically sin28 electric dipole, with a
relativistic correction factor of (1 — v cosf)~%, where v is
the center-of-mass (c.m.) nucleon velocity. They suggest
that the formula should be applicable at energies up to
80 MeV.

Another calculation that will be compared to the data
is the covariant approach of Nagornyi, Kasatkin, Inopin,
and Kirichenko (NKIK) [22]. They use a field-theoretical
method to treat the deuteron, using light front dynamics
to determine the wave function from the Paris poten-
tial. The calculation endeavors to maintain both gauge
and Lorentz invariance. The motivation for this method
is the claim that calculations which introduce MEC do
so inconsistently and create arbitrarily large uncertain-
ties by significant violations of gauge invariance. How-
ever, this criticism has subsequently been addressed by
Schmitt et al. [19], who find that, if the calculation is
done in a gauge with a sensible long-wavelength behav-
ior, the effect of an incompletely conserved current is
small numerically.

III. EXPERIMENT

The 2H(v,p)n experiment was performed at the Uni-
versity of Illinois MUSL-2 Accelerator [23], using a tagged
photon beam of energy 63 to 71 MeV, in 32 separate
channels. Details of the experiment can be found in a sep-
arate report [24]. The LASA detector, shown in Fig. 1,
and associated electronics have been described in a previ-
ous publication [25]. It consists of a cylindrical multiwire
proportional chamber for particle tracking, with a cylin-
drical hole on the central axis where a long tube contain-
ing the target gas is placed. Surrounding the chamber
there is a scintillator annulus for particle identification
and event triggering.

The wire chamber consists of three concentric levels of
wires which run parallel to the detector axis. The gas
mixture used in the wire chamber for this measurement
consisted of 90% argon and 10% methane. In our ex-
periment on helium photodisintegration [26], in order to
detect tritons and low-energy protons from many-body
breakup, it was necessary to minimize the energy loss
of charged particles in the chamber. In that experiment
the gas mixture was 90% helium and 10% methane. In
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FIG. 1. A schematic diagram of LASA, the large solid
angle detector.
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deuteron photodisintegration at the photon energies of
this experiment, the energy loss of the protons in the
chamber is not a significant concern.

The scintillator annulus surrounding the wire chamber
consists of 8 AE-F plastic scintillator pairs. The AE of
each pair is 3.2 mm thick and the F is 25.4 mm thick.
An approximately position-independent trigger [25] was
derived from an OR of 8 AFE scintillators and was set in
hardware to 1.8 MeV equivalent electron energy (MeVee).
This threshold was chosen to be much lower than the
average light output of the protons, and therefore al-
lowed flexibility in the later choice of a software thresh-
old, which was effectively 5 MeVee, as discussed below.

The photons were tagged by electrons scattered from
a thin bremsstrahlung target. The total number of
electrons detected in the 2H(y,p)n experiment was 4.3
x 10!, distributed fairly evenly over 32 focal plane chan-
nels, which tagged photons between 63 and 71 MeV.
The position and quality of the electron beam leading
to the photon tagger was monitored approximately ev-
ery hour, in order to assure a stable beam and constant
tagging efficiency. The total rate in the focal plane dur-
ing the photodisintegration measurement was 3x 106 s~1.
The photon tagging efficiency was determined in separate
runs, at regular times during the experiment, using a
large Nal(Tl) detector placed directly behind the LASA
detector. For these tagging efficiency runs, the beam
current was four orders of magnitude less intense, so as
to prevent damage to the Nal and to minimize random
coincidences. In a tagging efficiency run, coincidences
between each focal plane counter and the Nal, and sin-
gles for each focal plane counter, were recorded. The
tagging efficiency, which is the ratio of the number of
coincidences to the number of singles, was found to give
an average value of 54% per focal plane counter, repro-
ducible to 1%. The number of photons incident at each
energy was obtained from the product of the electron
counts in each focal plane counter and the average tag-
ging efficiency determined for that counter. The Nal has
been calculated to be 0.14% inefficient for photons in the
energy range used in this experiment. Due to photon at-
tenuation in the target gas, the 63-pm-thick Mylar target
window, and the air in front of the Nal, there was a fur-
ther 0.27% loss of photons before the Nal, as compared
to the target center. Correction has been made for this
combined loss of 0.41%.

The target bag contained deuterium gas, enriched to
the 99.74% level. Impurities in the target were deter-
mined by on-line measurement of the gas composition
with a chromatograph, and by off-line analysis of the
data for two-track events, which cannot be produced by
deuteron photodisintegration. The impurities were (0.13
+ 0.01)% helium and (1.7 & 0.4)% air. Since the target
could not be evacuated, it was first filled with helium and
then flushed with several target volumes of deuterium. A
small amount of helium was not removed in this process.
The air was found to have entered the bag through a
small leak in a seam. The target gas was at room tem-
perature and pressure, which averaged 22.5°C and 744.1
mm Hg during the experiment. The resultant number
density for 2H was 4.86 x 10'® nuclei/cm?®.

IV. ANALYSIS

Since only one charged particle is emitted in the
2H(y,p)n reaction, the analysis was performed in a
single-track mode, essentially as described in detail in
a previous publication [26]. In that publication, the geo-
metric acceptance for single-track detection is described,
as is the track efficiency which for this experiment was
calculated using the kinematics of the 2H(y,p)n reac-
tion. Since the energy of the emitted proton is well above
threshold at all measurable angles (17° to 163°), the track
efficiency is close to 100% over the entire angular range
of the detector.

The angular resolution function o, describing the un-
certainty in proton track angle, was determined from the
uncertainties in the z determinations of the wire cham-
ber hits and scintillator hits. This function varied from
a minimum of ¢ = 0.5° at 65, = 20° and 160°, to a
maximum of ¢ = 5.5° at 6., = 90°. The validity of this
procedure was verified previously by measurement of the
'H(p, p)'H cross section, using a 45 MeV proton beam
[25].

The raw data contained mostly electron tracks, ac-
counting for more than 97% of the total events collected.
In order to remove these, it was necessary to apply data
cuts based on the differential energy loss dE'/dz of parti-
cles passing through the wire chamber (wire dE /dz) and
scintillators (plastic dE/dz). In addition, a vertex radius
cut of 8 cm was applied, as well as a x2 cut on the track
fitted to each set of wire and plastic hits. These cuts are
summarized in Table I, showing that about 99% of the
proton tracks are preserved after the cuts are made. As
previously shown [25], almost all electrons and cosmic-
ray tracks are rejected from the data by these cuts.

Prior to making these cuts, a loose tape reduction cut
was made on the data, according to the formula

(0.25E + AE) > 5 MeVee

where E and AFE are the pulse heights in the thick and
thin plastic scintillators, respectively. This cut was effec-
tive in eliminating most of the electron and cosmic-ray
tracks prior to track fitting, allowing a significant saving
in computer time during analysis. The number of pro-
ton tracks lost by this data-reduction cut was estimated
in the calculation of the track efficiency, using the Monte
Carlo code GEANT [27] (version 3.1305). The number lost
is less than 2% for angles forward of 6., = 140°, 4% at
150° and increases to 8% at 160°.

TABLE I. Percentages of tracks excluded by data cuts.
Data cut Proton tracks excluded
(%)

Wire dFE/dz > 1.2 keVee/cm (0.03 £0.02)
Plastic dE/dz > 8 MeVee/cm (0.20 £ 0.05)
8-cm vertex radius (0.5 £0.2)

x? cut on tracking (0.18 £ 0.05)
Tagging coincidence cut (0.0 £0.2)

Total excluded (0.9+0.3)
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Histograms of the data at different stages of analysis
are given in Figs. 2 and 3. Figure 2 shows the time-of-
flight spectrum and Fig. 3 the angular distributions. In
Figs. 2(a) and 3(a) electrons dominate the spectrum and
protons are not at all discernible. After the loose tape
reduction cut, the electrons and protons already show
up as separate peaks in the time-of-flight histogram in
Fig. 2(b). The electron peak is at 3.5 ns, while the proton
peak is at 6.3 ns. Protons, which form a broad distribu-
tion centered around 75° in the angular distribution his-
togram in Fig. 3(b), are separated from electrons, which
are forward peaked. After the more stringent cuts, Figs.
2(c) and 3(c) indicate almost complete removal of the
electrons. The flat background in the time-of-flight his-
togram in Fig. 2(c) is due to random protons and a 1%
contribution due to random electrons. The random pro-
tons result from photoproduction by the untagged part
of the bremsstrahlung spectrum. They form a flat back-
ground because they are uncorrelated in time to the focal-
plane electrons. These random proton tracks were sub-
tracted from the data by selecting a region in the timing
histograms where protons were kinematically forbidden
and subtracting a proportionate amount from the region
where the correlated protons were kinematically allowed.
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FIG. 2. Histograms of particle times of flight, for the full
photon range, taken from event samples at various stages of
analysis: (a) events that made a track using 1.1% of the data,
(b) events that made a track following tape reduction cuts of
(025 FE + AF) > 5 MeVee using 36% of the data, and
(c) events, following tape-reduction cuts, that made a track
with wire dE/dz > 1.2 keVee/cm and plastic dE/dz > 8
MeVee/cm using 36% of the data. The peak at 3.5 ns corre-
sponds to electrons, while the peak at 6.3 ns corresponds to
protons.
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FIG. 3. Histograms of the laboratory polar angle 8, for
the full photon range, for event samples at various stages of
analysis: (a) events that made a track using 1.1% of the data,
(b) events that made a track following tape reduction cuts of
(0.25F + AFE) > 5 MeVee using 36% of the data, and (c)
events, following tape-reduction cuts, that made a track
with wire dE/dz > 1.2 keVee/cm and plastic dE/dz > 8
MeVee/cm using 36% of the data. The peak at about 21°
corresponds to electrons, while the broad distribution cen-
tered at about 75° corresponds to protons.

The peak in Fig. 3 at about 21° corresponds to tracks
with small dE'/dz values, indicating a minimum ionizing
particle. These have been identified as electrons from
pair production upstream of the chamber. The broad
distribution centered at about 75° corresponds to pro-
tons. During the experiment, efforts were made to keep
the ratio of electron tracks to proton tracks as low as pos-
sible, using sweeping magnets upstream of the detector,
along with secondary collimation to block off-axis parti-
cles in the beam. However, the bulk of the background
elimination had to be done during analysis, after tracks
had been fitted. As can be seen from Fig. 3, the electrons
can be effectively discriminated against by the wire and
plastic dF/dz cuts.

V. SYSTEMATIC UNCERTAINTIES

In order to obtain the 2H(y,p)n cross section, it was
necessary to subtract the contribution due to the (1.7
+ 0.4)% impurity by volume of air and (0.13 & 0.01)%
of “He. The spectrum to subtract, corresponding to the
air impurity, was measured by collecting events with Ny
gas in the target chamber. The spectrum corresponding
to “He was determined in the same way. The counts
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FIG. 4. The systematic uncertainty on the measured dif-

ferential cross section as a function of angle.

subtracted in making these corrections amounted to 13%
of the raw spectra. The systematic uncertainty, due to
the impurity corrections, amounted to 3.2% of the cross-
section scale.

The systematic uncertainty due to the data cuts de-
scribed in Table I amounts to £0.3%. The uncertainty
in measuring the tagging efficiency is £1%. Similarly,
the uncertainty in calculating the geometric acceptance
is £1%. The calculation of the track efficiency, using the
code GEANT [27], contributed a systematic uncertainty
to the final cross section that ranges from 0.2% at angles
forward of ., = 100°, increasing to 0.5% at 130°, 1% at
150°, and 4.5% at 160°. This uncertainty arises mostly
from a 0.6 MeVee uncertainty in the proton detection
threshold of approximately 5 MeVee. The combined sys-
tematic uncertainty from all the above causes is plotted
in Fig. 4, showing that the largest uncertainty is at the
most backward angles.

VI. RESULTS

The measured cross section for the 2H(v, p)n reaction,
at an average laboratory energy of 67 MeV, is shown in
Fig. 5, and the cross-section values are listed in Table
I1. This spectrum was produced by summing all 32 focal
plane channels, covering the photon energy range of 63
to 71 MeV, after the contributions from the N, and He
impurities and the uncorrelated proton background were
subtracted. Similarly, the 2H(v, p)n cross section was es-
timated at energies of 64.0, 65.8, 67.8, and 70.0 MeV,
by summing the focal plane channels in groups of eight.
Superimposed on the cross section in Fig. 5 is a Legendre
polynomial fit to fourth order. In making this fit, the dif-
ferential cross section in the c.m. frame was represented
by the usual Legendre polynomial expansion:

12.5

10.0

7.5

do/dQ (ub/sr)

5.0

2.5

oo Lo o o 0 b L
0 50 100 150

6. ,of proton (deg)

FIG. 5. The measured differential cross section for the
2H(¥, p)n reaction, at an average energy of 67 MeV. The error
bars shown are statistical only. The solid line is a Legendre
polynomial fit to fourth order.

TABLE II.  The *H(~, p)n differential cross section at lab-
oratory energy E, = 66.9 MeV, as measured in this reported
experiment for the energy range 63-71 MeV. The errors are
given as cross section =+ statistical error + systematic error.
The systematic error is 3.7%.

Oc.m. c.m. cross section Oc.m. c.m. cross section
(deg) (b /st) (deg) (ub/sr)

22.5 8.3+ 1.3 +0.3 94.5 10.5 £ 0.5 £ 0.4
25.5 9.2 +£1.0 £0.3 97.5 9.7+ 0.5 £ 04
28.5 84 + 0.8 £0.3 100.5 104 +£ 0.5+ 04
31.5 9.0 £ 0.7 £ 0.3 103.5 98+ 0.5+ 04
34.5 9.0+ 0.7 £0.3 106.5 96 +£ 0.5+ 04
37.5 9.3 +£0.7 +£0.3 109.5 9.3 +£ 0.5 + 0.3
40.5 10.2 +£ 0.6 £ 0.4 112.5 8.7+ 0.5+ 0.3
43.5 10,5 +£ 0.6 £ 0.4 115.5 8.6 + 0.5+ 0.3
46.5 114 £ 0.6 £ 0.4 118.5 71+ 05 +0.3
49.5 11.3 £ 0.6 £ 0.4 121.5 74 +£ 0.5+ 0.3
52.5 11.2 £ 0.6 £ 0.4 124.5 6.7+ 0.5 £ 0.3
55.5 11.8 £ 0.5+ 0.4 127.5 6.7 +£ 0.5 &+ 0.3
58.5 11.9 £ 0.5 £ 0.4 130.5 5.8 +£ 0.5+ 0.2
61.5 11.6 £ 0.5 + 04 133.5 59 + 0.5+ 0.2
64.5 11.8 £ 0.5 +£ 0.4 136.5 5.4 4+ 0.5+ 0.2
67.5 114 +£ 05+ 04 139.5 59+ 05+ 0.2
70.5 12.3 £ 0.5 £ 0.5 142.5 5.3 4+ 0.5+ 0.2
73.5 11.0 +£ 0.5+ 04 145.5 54 4+ 0.5 &+ 0.2
76.5 13.7 £ 0.5 £ 0.5 148.5 4.7 4+ 0.5 £ 0.2
79.5 10.7 £ 0.5 £ 0.4 151.5 4.0 &+ 0.5 £+ 0.2
82.5 10.7 £ 0.5 £ 0.4 154.5 3.4 4+ 0.5+ 0.1
85.5 11.4 +£ 0.5+ 04 157.5 3.2+ 0.5+ 0.1
88.5 11.5 £ 0.5 £ 0.4 160.5 2.2+ 0.6 +£0.1
91.5 10.2 £ 0.5 + 0.4
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TABLE III. Summary of the final cross-section parameters obtained by fitting a Legendre series of fourth order to the data.
The statistical errors are listed along with the parameters. The systematic error is 3.7%. The quality of the fits is indicated by
the x2 per degree of freedom listed in the right-hand column. The coefficients are in units of ub/sr.

Fit coefficients with statistical errors

Photon energy (MeV) Ao A, Az As Aq X*/Na.o.s.
63-71 9.05+0.08 3.1440.15 -4.08+0.23 -1.071+0.26 -0.63 £0.30 47.4/42
64.0 9.73+0.14 2.88+0.25 -4.940.4 -0.7£0.5 -0.11+0.5 40.7/42
65.8 9.37+0.14 2.89+0.25 -4.540.4 -1.3+0.5 -1.110.5 51.4/42
67.8 8.9540.10 3.1240.25 -4.1+0.4 -1.14+0.4 -0.5£0.5 50.1/42
70.0 8.4540.13 3.5410.24 -3.01+0.4 -1.2+0.4 -0.6+0.5 30.5/42
do 4 tially the same as when only statistical errors were con-
0 Z Ai(Ey)Pi(cosb) (1)  sidered. This is due to the size of the statistical error in
1=0 the cross section that, at large angles, dominates the un-

where 6 is the c.m. angle between the incoming photon
and outgoing proton. The coefficients of the fit shown
in Fig. 5, and fits made to the cross-section estimates at
64.0, 65.8, 67.8, and 70.0 MeV can be found in Table III.

To estimate the effect of the angular dependence of
the systematic error, shown in Fig. 4, on the uncertainty
in the Legendre coefficients, the coefficients were deter-
mined by a fit that included an angle-dependent error.
The resulting coefficients and uncertainties were substan-

certainty introduced by changes in the systematic error.
For example, at 160.5° the cross section has a statisti-
cal error of 27% whereas the systematic error varies from
3.7% at 148.5° to 5.7% at 160.5°. Therefore the angle
dependence of the systematic error is not significant and
has been neglected in the analysis. The systematic error
of 3.7% is regarded as a normalization error and must be
considered as part of the total uncertainty in the Legen-
dre coefficients.

1 Partovi
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5.0
2.5

0.0
125

do/dQ (ub/sr)

10.0 FIG. 6. The measured differential cross
section for the 2H(7,p)n reaction, at an av-

7.5 erage energy of 67 MeV, compared to the-

5.0 oretical calculations by Partovi, SA, CMR,

: JW, RPK, YHM, Laget, and GLMP, all at

25 67 MeV, and NKIK, at 68 MeV. The reduced
x? values are shown for each case.
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TABLE IV. Summary of the Legendre coefficients obtained by fitting a Legendre series of fourth order to each of the nine
theoretical calculations discussed. The quality of the agreement with the data is indicated by the x® per degree of freedom
listed in the right-hand column. The coefficients are in units of pb/sr. The measured coefficients are given with statistical and

systematic errors added in quadrature.

Calculation Ao Ay Az Az Ay x%/Na.ox.
CMR(IA) 8.60 2.59 2.39 1.66 0.38 3.65
CMR(IA+MEC) 9.40 2.64 -3.17 173 -0.41 2.77
CMR(full) 8.80 2.67 -4.00 -1.85 -0.45 1.57
JW 8.97 2.53 -3.90 -1.65 -0.41 1.74
NKIK 8.68 2.86 -4.86 -1.46 -0.43 1.74
SA 9.12 2.51 -4.08 -1.63 -0.41 1.76
YHM 8.60 2.50 -3.44 -1.60 -0.37 1.92
RPK 8.61 2.30 -4.57 -1.47 -0.13 2.06
GLMP 8.82 2.96 -4.80 -2.59 -0.56 2.23
Laget 8.47 1.80 -3.76 -1.22 -0.39 3.13
Partovi 8.71 2.48 -2.39 -1.50 -0.34 3.62

Measured 9.05+0.34 3.14+0.19 -4.0840.28 -1.074+0.26 -0.63+0.30

The present measurement of the 2H(v, p)n cross sec-
tion can be compared directly with several theoretical
calculations of the cross section. Figure 6 shows the
2H(7, p)n cross section at 67 MeV, as calculated by Par-
tovi, SA, CMR, JW, RPK, YHM, Laget, and GLMP
superimposed on the data of the present measurement.
The calculation by NKIK for the 2H(7, p)n cross section
at 68 MeV is also shown.

The reduced x2 values were calculated using the defi-
nition of x? given by Arndt and MacGregor [28]:

Noth — gP\? /N —1)\2
2 __ 1 1
X _z(——q ) +( ) L ®

€
i=1 N

where o’fh is the calculated cross section at each data an-
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FIG.7. Comparison of the present data with the CMR full
calculation (IA+MEC+RC) (solid line), semicomplete CMR
calculation (IA+MEC) (dashed line), and basic IA calculation
by CMR (dotted line).

gle, 0P is the experimental cross section at each data
angle, ¢; is the error on each experimental data point, ey
is the normalization uncertainty, and N is the normal-
ization constant which minimizes x? and is given by

14+ G Y, othaP /e
1+ & Y., (ot /e)”

The x2 value was then divided by 42, the number of
degrees of freedom, to give the reduced x2. The values
obtained in this way are shown for each calculation in
Fig. 6.

The Legendre coefficients corresponding to each of the
calculations are shown in Table IV. For the calculations
by Partovi, SA, CMR, and GLMP the coefficients were
provided by the theorists at regularly spaced photon en-
ergies, and so interpolations were made in order to obtain
the coefficients at 67 MeV. For the calculation by RPK
the coefficients were provided at 67 MeV. The others,
JW, YHM, Laget, and NKIK, provided differential cross
sections, to which least-squares Legendre polynomial fits
up to fourth order have been made. In the case of YHM
and NKIK the cross sections were given at the experimen-
tal photon energy, but for JW and Laget interpolations
were required.

For the calculation by CMR the coefficients were
provided for three different cases: the full cal-
culation (IA+MEC+RC), a semicomplete calculation
(IA+MEC), and the basic IA calculation. These three
versions of the CMR calculation are plotted in Fig. 7,
along with the data. Table IV contains the reduced x?
values for each of the three cases.

(3)

VII. DISCUSSION

It can be seen in Fig. 6 that the best agreement with
the data is obtained with the calculations SA, CMR, and
JW, which are all very similar. This is to be expected,
since the three calculations only differ significantly in
their calculation of the IC contribution [1], which has
only a small effect at the energies of the present mea-
surement. The agreement of the NKIK calculation with
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the data is as good as for the above three calculations.
NKIK give smaller cross section values at forward and
backward angles than the three calculations SA, CMR,
and JW. This improves the agreement with the data at
the backward angles, and offsets the poorer agreement at
forward angles in the calculation of x2.

Somewhat poorer agreement is obtained for the YHM
and RPK calculations. The disagreement of the YHM
calculation with experimental data becomes much larger
at higher photon energies, as shown by Wallace et al.
[29], in a comparison to their data at 140 MeV. In the
present comparison YHM gives cross-section values that
are smaller than the data over most of the angular range,
except for angles (fc.m.) greater than 120°. RPK gives
lower values at forward angles, but fair agreement at
backward angles. Slightly worse is the agreement with
the low-energy-theorem calculation GLMP that deviates
most from the data at forward angles. GLMP gives the
lowest 0° cross section of the nine calculations. Still
poorer agreement is obtained from the Laget calcula-
tion, which lies about 15% lower than the data, for angles
(0c.m.) forward of 70°. As might be expected, the non-
relativistic calculation by Partovi gives the highest x?
value when compared to the data. This demonstrates
that without the MEC beyond the Siegert operators, IC
and RC, the discrepancy between theory and data is no-
ticeably worse.

In Fig. 7 and Table IV it can be seen that for the three
versions of the CMR calculation, the best agreement is
obtained for the full calculation. The IA curve is almost
identical to that calculated by Partovi, with high values
of the cross section at 0° and 180°, and lower cross sec-
tion values in between, compared to other calculations.

(ub/sn)

do
aQ

0 ) )
0 60 120 180
6. ., of proton (deg)
FIG. 8. Comparison of the present data, as represented

by the solid line from Fig. 5, with the data of Galey [4], open
circle (65 MeV data); Whalin et al. [2], solid triangle (65
MeV data); Krause et al. 8, 9], solid circle (68 MeV data);
and Aleksandrov et al. (3], solid diamond (70 MeV data).
The dashed lines above and below the solid line represent the
error envelope of the present measurement, and includes both
statistical and systematic errors to one standard deviation.

The close similarity to the Partovi curve indicates that
at this photon energy the use of the Hamada-Johnston
potential by Partovi does not adversely affect the cross
section calculation. The IA+MEC curve of Fig. 7 shows
that the additional MEC contributions increase the cross
section at angles away from 0° and 180°, to about the
size indicated by the data. The addition of RC to com-
plete the calculation reduces the cross section at 0° and
180°, while making only a small decrease in cross sec-
tion at the midrange angles. As seen in Table IV, there
is a clear improvement in the reduced x2?, when the ad-
ditional MEC and RC contributions are included in the
calculation. It is evident from the Legendre coefficients
in Table IV that the inclusion of MEC and RC into the
calculation mostly affects the A, coefficient.

While the present measurement is able to distinguish
which of the calculations best describe the 2H(y, p)n cross
section at these energies, it is also evident that measure-
ments at 0° and 180° would be invaluable for differenti-
ating between the different theoretical curves, since they
differ most at these extremes.

A comparison of the present measurement with earlier
work is shown in Fig. 8. Good agreement is obtained
with the data of Krause et al. [8], except for the point
at 164°, and with the data of Aleksandrov et al. [3] and
Whalin et al. [2] except for the forwardmost angles. The
results of Galey [4] are systematically higher than the
present work.

A comparison of measured A; coefficients, for the Le-
gendre expansion of the angular distribution of Eq. (1),
is given in Fig. 9. By comparing the ratio A;/A,, differ-
ences in normalization between experiments are removed.
The coefficients and errors presented in the figure were
computed using the procedure described by Bevington
[30]. Only statistical errors are used in the calculation.
The comparison includes only those experiments that re-
ported cross sections for a sufficient range of angles to de-
termine the A; coefficients. The A4/Aq coeflicient could
not be calculated for Galey’s data since only four angles
were reported at each energy. As shown in the figure, the
data reported by the different groups are in fair agree-
ment with each other and with the calculation of SA;
however, the A1/ A coefficient of the present work at 70
MeV and the data of Cameron et al. for the inverse re-
action at 92 MeV are substantially greater than the pre-
diction of SA. The other data for the A;/Aq coefficient
tend to lie above the SA prediction, but the differences
are hidden by large errors. A similar systematic devia-
tion has been observed for data between 10 and 40 MeV
[31].

The present measurement of the Legendre coefficients
is compared to different theories in Fig. 10. At 64 MeV
the data for the A;/Ag coefficient agrees with SA, JW,
CMR, and Partovi, but it disagrees with Laget, which is
consistently less than the other calculations. As energy
increases, the measured coefficient increases more rapidly
than the calculations. The A3/Ag coefficient agrees with
the calculations shown except for Partovi. The Partovi
value for A, is the same as calculated by CMR when
MEC and RC are omitted. The Az/Aq coefficient tends
to agree with the calculations shown except for CMR.
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The A4/Ao coefficient agrees with calculation, but the
errors are too large for a useful comparison between cal-
culations.

The Legendre coefficients, derived from a fit to the
data, can be used in Eq. (1) to calculate the cross sections
at 0° and 180°. These cross sections are a sensitive probe
of spin-dependent transition operators, the deuteron D
state, noncentral forces, and subnuclear degrees of free-
dom [1, 32]. The Legendre coefficients derived from the
data set, which extends from 63 to 71 MeV, predict a
0° cross section of 6.41+0.54 pb/sr and a 180° cross sec-
tion of 2.27+0.50 ub/sr. At 67 MeV, SA calculate a 0°

cross section of 5.51 ub/sr and at 180° a cross section of

3.75 pub/sr. The 0° cross section derived from the present
measurement is somewhat greater than the 77-MeV mea-
surement of Hughes of 4.3+0.2 ub/sr [33]. At 77 MeV,
SA calculate a 0° cross section of 5.20 ub/sr.

The total cross section can be compared to the mea-
surements of Bernabei et al., who measured the cross
section using a monochromatic photon beam and a very
large angular acceptance detector for the proton [34].
Their cross sections at 47.5, 57.5, and 74.0 MeV are
given, with the present measurement and a comparison
to the calculation of SA, in Fig. 11. The measurements
are consistent with each other and with the calculation.
The present measurement of the total cross section is
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FIG. 9. Legendre coefficients compared to SA (solid line). The notation is the same as in Fig. 8, with the addition of
Cameron et al. [10], open diamond at 92 MeV; De Pascale et al. [7], solid square; Shin et al. [5], open triangle; and the present
data, open square.
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FIG. 10. Comparison of the present measurement of the

Legendre coefficients with the calculations by SA (solid line),
JW (dot-dashed line), CMR (dashed line), Partovi (dotted
line), and Laget (dot-dot-dashed line).

200

180 |

160 |

_ 140
)
3
5 L
120
100
P10 J T SN I EN BN B
45 50 55 60 65 70 75
photon energy (MeV)
FIG. 11. Comparison of the total cross-section measure-

ments of Bernabei et al. [34] (cross) and the present work
(square) with statistical and systematic errors added in
quadrature. The solid line is the calculation of SA.
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FIG. 12. Comparison of the present measurement of the

total cross section with the calculations by SA (solid line),
JW (dot-dashed line), CMR (dashed line), Partovi (dotted
line), and Laget (dot-dot-dashed line). The errors on the data
include statistical and systematic errors added in quadrature.

compared to different calculations in Fig. 12. The best
agreement is found with the calculation of SA.

VIII. SUMMARY AND CONCLUSIONS

The differential cross section for the 2H(, p)n reaction
has been measured for tagged photon energies from 63 to
71 MeV, over the angular range from 22.5° to 160.5°. The
average statistical error on each data point, representing
an angular bin of 3°, is about 5% in the angular region
near the cross section peak. The systematic error is less
than 4%, for all but the highest few angles measured.

Comparison of the data has been made with nine the-
oretical calculations of the 2H(7y,p)n cross section. The
differences in the calculated curves can be quantitatively
assessed by the x? agreements with the data. The data
are of sufficient quality to distinguish which of the cal-
culations gives a better description of the cross-section
angular distribution.
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