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Measurement o& d-C and d-Al total cross sections in the incident momentum range 2.0—4.0 GeV/c
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We have made a precise measurement of the d-C total cross sections at 2.0, 2.4, 3.0, and 4.0 GeV/c,
and the d-Al total cross sections at 2.0, 3.0, and 4.0 GeV/c. The data were obtained by means of the
transmission method covering the momentum transfer squared range of 0.001 to 0.009 (GeV/c) at each
momentum. Our results are in good agreement with the Glauber model.

PACS number(s): 25.45.—z, 24.10.Ht

I. INTRODUCTION

There are two different theoretical points of view when
considering the scattering of a particle (a single particle
such as a nucleon or a composite particle such as nuclei)
by a nucleus. One is a macroscopic view, where we con-
sider the nucleus as a single body and treat the process as
the scattering by a phenomenological potential. The oth-
er is a microscopic view, where we consider the nucleus
as the sum of the constituent nucleons and treat the pro-
cess as multiple scattering between the particle and the
nucleons. One of the methods based on the latter view is
the multiple-scattering theory called the Glauber model
[1,2], which is a standard tool to describe multiple
scattering between a nucleon and a nucleus in intermedi-
ate energies. Theoretical calculations based on this mod-
el have been made and compared with experimental data
on a variety of nucleon-nucleus reactions.

When we adopt the latter point of view, the nucleus-
nucleus system becomes very important for checking the
extension of multiple scattering theories to include a
composite projectile. The simplest extension of the
nucleon-nucleus collision is d-nucleus scattering, in par-
ticular, the d-d scattering. The Glauber-model calcula-
tion of the d-d scattering amplitude can be performed
rather exactly [3], and d-d total cross sections have been
measured [4—7]. The most recent data show that they
are in good agreement with the Glauber-model calcula-
tions, including the effect of the Fermi motion of the nu-
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cleons in the deuteron in the incident-deuteron momen-
tum range of 2.0—4.0 GeV/c [7]. The Glauber-model cal-
culation of other d-nucleus scattering amplitudes can also
be performed with the aid of some approximations [8].
But there are very few measurements of d-nucleus total
cross sections in the momentum region of 2.0 to 4.0
GeV/c. Only Jaros et al. measured the d-He and d-C to-
tal cross sections at 3.1 GeV/c [6]. In addition, there is a
report of the d-C total cross section which is not a direct
measurement but the sum of the d-C elastic, attenuation
and stripping total cross sections at 1.69 GeV/c [9,10].

Since high-purity carbon and aluminum targets are
readily available, in addition to our d-d total cross-
section measurements in the momentum range 1.5—4.0
GeV/c, we have also measured the d-C and d-Al total
cross sections in the momentum range 2.0—4.0 GeV/c,
and compared the results with Glauber-model calcula-
tions. This momentum range is particularly appropriate
for such comparison, because the parameters of nucleon-
nucleon scattering amplitudes (N Namplitude-s) are
strongly dependent on energy, Furthermore, the
dependence of the nucleus-nucleus total cross section for
various nuclei at a given incident momentum gives infor-
mation on the nuclear radius and surface [11]. We have
made such a study for d-d, d-C, d-Al at three incident
momenta and compared the results with the only other
such study by Jaros et al. [6].

II. EXPERIMENTAL PROCEDURE

The main part of the experimental arrangement was al-
most the same as that described in Ref. [7]. A schematic
diagram of the detector system is shown in Fig. 1. The
data were obtained by means of the transmission method
using the secondary beam from an internal target of the
12-GeV proton synchrotron at the National Laboratory
for High-Energy Physics (KEK). Since the number of
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FIG. 1. Schematic diagram of the detector system, which
consists of time-of-flight counters Sl, S2, and S3, an annular
shaped beam de6ning anticounter A, a transmission counter ar-

ray Tl-T7, and four MWPC's 8'1-$'4. The targets used in
the experiment were a carbon plate and an aluminum plate.

deuterons was 0.5—0.6% of that of all positively charged
particles in this secondary beam, deuterons were selected
with a trigger NIM logic by opening a narrow coin-
cidence gate of about 8 ns at the time corresponding to
the deuteron time of flight between counters Sl and S3,
which were separated by a distance of 19 m. The trigger
logic was Sl S3 A. Events acquired with this trigger
still contained some spurious coincidence signals, which
amounted to as much as 40% in the worst case. They
were, however, eliminated by using information os the
time of flight between counters S2 and S3 separated by
8.5 rn in the off-line analysis. The contamination due to
spurious coincidence was reduced to less than 0.1% after
this off-line cut. Another source of the contamination
was the breakup protons which resulted from the deute-
rons broken up in the material, but it was estimated to be
less than 0.3%. The particles scattered by the target
were detected with seven coaxial circular transmission
disk counters, which had the diameters of 5.0, 6.5, 8.0,
9.5, 10.5, 12.5, and 15.0 cm. The distance between the
target center and the counter array was varied so that at
each momentum it covered the momentum transfer
squared in the range of 0.001 —t ~0.009 (GeV/c) .
Four multiwire proportional chambers (MWPC's) were
used in the off-line analysis for the reconstruction of the
incident and scattered particle trajectories. Data from
MWPC's 8'1 and 8'2 were used to limit the size of the
incident beam within a diameter of 3 cm, and the data
from MWPC's 8'3 and 8 4 were used to obtain the ac-
ceptances of the seven disk counters.

The only differences between the experimental arrange-
ment in Ref. [7] and this experiment were the targets, the
beam mornenta, and the numbers of events acquired. The
two targets, a carbon plate and an aluminum plate, had
almost the same dimensions, which were about 10 cm X
10 cm. The target length (thickness) of the carbon plate
was 12.35 +0.05 mm and that of the aluminum plate was
10.00+0.05 mm. By using the weight and the size of
each plate, the number of carbon nuclei per unit area was
calculated to be (1.003+0.001)X 10 mb ' and that of
aluminum nuclei to be (5.963+0.006)X 10 mb '. The
purity of both targets was better than 99.5%. The mea-
surements were made at the incident deuteron momenta
of 2.0, 2.4, 3.0, and 4.0 GeV/c for the carbon target, and
2.0, 3.0, and 4.0 GeV/c for the aluminum target. After
all the off-line cuts approximately 450000 events were ob-

tained with the carbon and aluminum targets and 200000
events with no target at each momentum.

III. ANALYSIS

where G;(t) is the acceptance function of the transmis-
sion counter T; and t=~tj. The acceptance function was
de6ned as the eSciency of a disk counter as a function of
t. It was calculated using the information on the hit of
each transmission counter and the momentum transfer
squared for each event [7]. The latter was obtained with
the data from the two beam-defining MWPC's (8'1 and
W2) and the two downstream MWPC's (W3 and 8'4).
By using those acceptance functions the effects of the
beam size, the beam divergence, the target length, and
position dependence of the eSciency of the transmission
counters were correctly taken into account in the correc-
tion stage described below.

The cross section o; contained the contributions from
the Coulomb scattering and the Coulomb-nuclear in-
terference. These contributions were subtracted to obtain
the nuclear cross sections. The single Coulomb contribu-
tion was given as follows:

where (der/dt)c is the single Coulomb diff'erential cross
section. It was calculated with a screened Coulomb po-
tential. The charge distribution of the electrons of the
target atom was treated approximately by using the
screening angle g,' [12,13], which is momentum depen-
dent and is in the range 0.5X10 ii 2.0X10 " for d-C
and 0.8X10 "-3.4X10 "for d-A1. The result is

du
dt c

ZQ=4m

where a is the fine-structure constant (=—„',), Z is the
charge of the target nucleus, P and k are the laboratory
velocity and momentum of the incident deuteron, respec-

By using the data of the transmission-counter hits we
calculated the cross section for beam particles to be scat-
tered outside each counter. The cross section for the
transmission counter T; was obtained with the following
formula:

(N /M)t &&

n (N; /M), mp, y

where o; is the obtained cross section, n is the number of
the target nuclei per unit area, M is the number of in-
cident particles, N,. is the number of particles detected by
the transmission counter T;, and the subscripts "full" and
"empty" mean the observables when the target plate was
placed at the target point and when no target was placed,
respectively. This cross section can also be described by
using the differential cross section as follows:
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tively, and Fd(t) and F„(t)are the electric form factor of
the deuteron and that of the target nucleus, respectively.
The charge distribution of the deuteron was calculated
with the wave function obtained by using the Paris poten-
tial [14,15]. We assumed the charge distribution of the
carbon nucleus to be the same as the distribution predict-
ed by the shell model [16—19] and that of the aluminum
nucleus to be the Fermi distribution [16,20,21].

The treatment of multiple Coulomb scattering in the
cases of d-C and d-Al was the same as that in the case of
d-d [7]. The differential cross section for multiple
Coulomb scattering was derived from their angular distri-
butions, which had been calculated by several authors
[12,13,22 —25]. The probability for the incident particle
to be scattered into an angular interval [8,8+d 8] is

T

f (8)8d8=ridt) fo(rl)+ ft(rI—)+ f~(t))+1 1

where

f (t))=, j u du Jo(t)u)exp( —
—,'u )

X[—
—,'u ln( —,'u )]

The new variable q is defined as follows [22]:

8
B r/'2

Xg

where

and the Coulomb-nuclear interference, we got a set of
cross sections due to nuclear interaction only, which we
called the corrected cross sections. Because the corrected
cross sections were almost linear in t, we were able to ob-
tain the corrected cross sections as functions of t;, the
momentum transfer squared corresponding to the ith
counter, which is defined as

max d
t —G,—(r) d. t .

o dt

In order to obtain the total cross sections, the corrected
cross sections were extrapolated to t =0 by fitting them
to the form, o„,exp( —At +Bt ), where o „„A,and B
are free parameters. Figure 2 shows (a) the corrected
cross sections of the d-C scattering and (b) those of the
d-Al scattering, both at 3.0 GeV/c as examples. The
solid curves in the figures are the fitted functions and the
filled circles are the corrected cross section. In order to
show how large the corrections were, the data before the
corrections are also shown as the dotted curves in the
figures. The contribution from the Coulomb scattering is
comparable to that from the Coulomb-nuclear interfer-
ence where the momentum transfer squared is around
0.004 (GeV/c) and the former is larger than the latter
for t (0.002 (GeV/c ) .

650

600

4~nZ'u'

and the factor B is momentum dependent and is in the

range 12.1 —12.6 for d-C and 12.6—13.1 for d-Al [22,23].
The Coulomb-nuclear interference di8'erential cross

section, (do/dt)&N;„, was calculated using the single

Coulomb scattering amplitude and the nuclear elastic

amplitude. However, at this stage, the nuclear elastic

amplitude was not known. We, therefore, calculated this

amplitude with the aid of the Glauber model and used an

approximation formula [7]. The result is
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where o„„p,and y are the nuclear total cross section,

the real-to-imaginary ratio, and the slope parameter of
d-C or d-Al scattering, respectively, which are predicted

by the Glauber model. The phase 5(t) was calculated
with the following formula [26]:

Za Rd R2 2

5(r)= — ln + r +C
p 6 6

where Rd is the root-mean-square radius of the charge

distribution of the deuteron, R ~ is that of the target nu-

cleus and C is the Euler constant ( =0.577).
After subtracting the contributions from the single

Coulomb scattering, the multiple Coulomb scattering,
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FIG. 2. (a) Corrected cross section data of d-C and (b) those

of d-Al at 3.0 GeV/c. The solid curves show the fitted functions

and the filled circles are the data. The data before the correc-

tions are also shown as the dotted curves.
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TABLE I. Deuteron-carbon total cross sections. The uncer-
tainty in the cross section includes both the statistical and sys-
tematic errors.

TABLE II. Deuteron-aluminum total cross sections. The un-
certainty in the cross section includes both the statistical and
systematic errors.

Momentum (GeV/c) o.,o, (mb} Ao. (mb) Momentum (GeV/c) o, , (mb) ho. (mb)

2.0
2.4
3.0
4.0

522.4
553.1
594.2
619.0

5.5
6.2
5.2
5.6

2.0
3.0
4.0

957
1075
1101

10
13
11

IV. RESULTS AND DISCUSSIONS

The d-C total cross sections we obtained are shown in
Table I and Fig. 3 as a function of incident momentum,
and the d-Al total cross sections are shown in Table II
and Fig. 4. The overall errors for d-C and d-Al are about
6 and 10 mb, respectively, which include the statistical
errors, systematic errors, and the errors arising from the
extrapolation procedure. The statistical errors are about
0.8% for both reactions. Because the counting statistics
in each counter is strongly correlated with one another,
every covariance between the data of different counters
was taken into account in the extrapolation. The sys-
tematic errors of the total cross sections are caused main-
ly by the errors in the correction procedure, and the oth-
er effects are negligibly small. The single and multiple
Coulomb correction terms are large in the cases of d-C
and d-Al as described in the previous chapter, and they
are strongly dependent on the form of the acceptance
function, because their differential cross sections increase
rapidly as the momentum transfer squared approaches
zero. We carefully investigated their systematic errors
and assumed that the systematic error of multiple
Coulomb scattering was 60% and that of single Coulomb
scattering was 15% for the smallest counter [7]. They
have larger contributions to the overall error than the
statistical error in the forward directions, as shown by
their error bars in Fig. 2. On the other hand, the error in
the Coulomb-nuclear interference term is smaller than

the statistical error. We found that the systematic error
of the Coulomb-nuclear interference term arises from the
uncertainty in the real-to-imaginary ratio calculated with
the Glauber model, and estimated this uncertainty to be
+0.022 for the d-C case and +0.017 for the d-Al case.
These values come from the uncertainties in the N-N am-
plitude parameters (see Ref. [7]). We, thus, determined
the systematic error of the Coulomb-nuclear interference
as (2.2/p)% for the d-C case and (1.7/p)% for the d-Al
case, where p is the calculated value of the real-to-
imaginary ratio. The values of p we used are tabulated in
Table III. However, some other scattering model might
predict different values of p from those in Table III.
Therefore, we investigated the p dependence of the re-
sults of the total cross section by changing the values of p
by +0.05 from the values used in our calculation. We
found that (der„,/dp) was 62 mb for the d-C case and
190 mb for the d-Al case, and that (dcrto, /dp) was in-
dependent of the incident momentum.

The d-C total cross-section datum by Jaros et al. [6]
and the sum of the d-C elastic, attenuation, and stripping
total cross sections [9,10] are also shown in Fig. 3. Our
datum at 3.0 GeV/c is slightly lower than that by Jaros
er al. , which is the weighted mean of d-C and C-d total
cross sections at the same incident momentum per nu-
cleon. Our d-Al total cross-section data are the first re-
sult of this reaction in our momentum range.

The calculated values of the cross sections are present-
ed in Figs. 3 and 4 by the dashed and solid curves. The
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FIG. 3. Deuteron-carbon total cross sections as a function of
incident momentum. The dashed curve is the prediction of the
impulse approximation, which is equal to 12 (o.pp+o. „p) and the
solid curve is a Glauber model prediction.

FIG. 4. Deuteron-aluminum total cross sections as a function
of incident momentum. The dashed curve is the prediction of
the impulse approximation, which is equal to 27(opp+ o p ) and
the solid curve is a Glauber model prediction.
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TABLE III. Values of p used in the calculation of the
Coulomb-nuclear interference correction for d-C and d-Al. F(q)= f exp(iq b)I (b)d b,ik

2'
Momentum (GeV/c)

2.0
2.4
3.0
4.0

p(d-C)

0.156
0.071

—0.086
—0.158

p(d-Al)

0.122

—0.065
—0.119

I (b)=1—exp[i'(b)],
where b is the impact parameter vector and q is the
momentum transfer vector. The second assumption is
that the phase shift of the nucleus-nucleus scattering can
be described as the sum of the phase shifts of the indivi-
dual nucleon-nucleon scatterings:

dashed curves represent the impulse approximation:
A (a'~~+ cr„~), which is based on the assumption that the
d-nucleus amplitude can be described as the sum of the
N-N amplitudes, and the solid curves represent the
Glauber-model predictions. The Glauber model is based
on the two assumptions described below. The first is that
the nucleus-nucleus amplitude and the N-N amplitude
can be described with the phase shift y(b) as follows:

where X„,is the phase shift of the nucleus-nucleus
scattering and g is that of the jth nucleon-nucleon
scattering. Consequently, a general form of the d-nucleus
elastic scattering amplitude in the case where the target
nucleus has A nucleons becomes

F~„«~(q)= f d bd rd r, d r„exp(iq b)~%&(r)~ ~%„«&(r, r„)~2

X 1 — 1 —I, b+s/2 —s, 1 —I b —s/2 —s,
t=1 T

where r is the relative coordinate of the nucleon a in the
deuteron (the other nucleon is called b), r, (r = 1, . . . , 2 ) is
the internal coordinate of the tth nucleon in the target
nucleus, %&(r) is the configuration space wave function
of the deuteron, %„«&(r,. r„)is that of the target, s
and s, are the projections of r and r„respectively, on a
plane perpendicular to the incident mornenturn vector,

] z denotes the time-ordering product [3,27], and (
represents the expectation value of the deuteron and tar-
get ground-state spin and isospin wave functions. The
exact calculation of the above formula is very tedious,
and it is no longer realistic to perform it in general. The
main difficulties of the exact calculation originate from
the high order of the integration required in the calcula-
tion of the amplitude. We therefore calculated the d-
nucleus amplitude with some approximations, which
were almost the same as those described in Chap. 2 of
Ref. [8]. Therefore, in the following we present only the
differences between the calculation in Chap. 2 of Ref. [8]
and ours. (1) We did not put I = I„,but
I =(I' +I „)/2. The latter simplification is justified
when ~1

—I „~/~I +I „~is relatively small. The
functions I and I „were obtained by Fourier trans-
forming the p-p and n-p amplitudes, which were deter-
mined using the data from the phase-shift analysis by
Amdt, Hyslop, and Roper [28]. (2) We used the deuteron
wave function based on the Paris potential [14,15] rather
than a Gaussian form. (3) We used the one-body density
function of the shell model form [16—19] for the carbon
nucleus and that of the Fermi distribution [16,20,21] for
the aluminum nucleus.

The agreement between our data and the Glauber-

model calculations are rather good for both reactions.
The data are slightly larger than the calculations in our
mornenturn range and the differences between them are
1 —7% in the case of d-C, and 6—8 % in the case of d-Al.
Though these discrepancies are larger than the accuracies
of our experiment, they are not serious, because the cal-
culations would have errors arising from some approxi-
mations used [8] and from the uncertainties in the N-N
amplitudes and nuclear densities. In particular, the effect
of the spin dependence in the Glauber model calculation,
which we neglected, might be significant when the multi-
ple scattering terms are large; they are really large
enough in the cases of d-C and d-A1, where the cross sec-
tion defect of d-C is 50—70% of the total cross section
and that of d-A1 is 90—130% of the total cross section.
By including the Fermi motion of the nucleons in the nu-
cleus, the agreement between the total cross section data
and the Glauber model calculations seems to improve
around 2.0 GeV/c in the case of d-C. We, however, did
not calculate the effect of Fermi motion because the mul-
tiple scattering terms of the Glauber amplitude are large
and the refined calculations cannot be carried out as ac-
curately as in the case of the p-d and d-d total cross sec-
tions [7].

Finally, we investigated the target dependence of the
total cross section. For this purpose, we fitted the d-C
and d-Al total cross section data together with our d-d
total cross-section data [7] to the formula
pro(2' + A '~ b, ) at 2.0, 3.0, and 4.0 G—eV/c, where
3 is the atomic mass number of the target, and ro and 6
are related to the nuclear radius and the thickness of the
nuclear surface which participates in the interaction only
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r o=2.06+0.01 fm, 5=1.58+0.01, for 2.0 GeV/c,

Tp =2 ~ 10+0 01 fm 6= 1 ~ 47+0 01 for 3 0 GeV/c

Tp =2.13+0.01 fm 6= 1 ~ 47+0 01 fol 4 0 GeV/c

Our result at 4.0 GeV/c agrees with that by Jaros et al. ,

who obtained rp=2. 14 fm and 6=1.48 from the total
cross-section data of d-d, d-a, d-C, a-a, a-C, and C-C at
1.55 and 2.89 GeV/c per nucleon [6]. The good fit of the
total cross section data to the above formula reflects the
fact that the nucleus is a black sphere, which absorbs the
incident wave efficiently, with a radius proportional to

and a partially transparent surface. The effect of
the energy dependence of the surface thickness (b, ) is less
significant for the total cross section in the case of heavier
nuclei, because the fraction of the overlapped surface
thickness to the nuclear size becomes smaller. Therefore,
the cross section dip around 2.0 GeV/c becomes shal-
lower for heavier targets.

V. CONCLUSIONS

Precise data of the d-C and d-Al total cross sections
were obtained in the incident deuteron momentum range
of 2.0-4.0 GeV/c. A simple approximation of the
Glauber model was successful in explaining our results.
However, more sophisticated calculations are needed in
order to bring the accuracy of the theoretical calculation
to the level of the high accuracy of our experimental
data. Some improvements should be made in the future
by including the effects of spin dependence, deformation,
inelastic intermediate states, etc. For this purpose more
complete information on N-N scattering and properties of
target nuclei is needed. In addition, our data are also in-
vestigated from a macroscopic point of view (e.g., a
geometrical consideration). They agree with the predic-
tion based on the assumption that the nucleus is a black
sphere which has a volume proportional to the number of
the constituent nucleons and an overlapped surface.

50
1
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3 4 5 10
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FIG. 5. d-d, d-C, and d-Al total cross sections as a function
of the atomic mass number of the target nucleus at (a) 2.0, (b),
3.0, and (c) 4.0 GeV/c.

partially (the partially transparent surface), respectively.
They are left as free parameters. Though our data exist
only at three points at each momentum, the fits are quite
good (g =0.07—0.75 for one degree of freedom) as
shown in Fig. 5. The results are as follows:
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