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Differential and integrated cross sections for the reaction He(ir+, pp) at T~=114 and 162 MeV
are reported. These are the first results for this reaction using a large solid angle detector covering

55% of 4x sr. Directly measured integrated cross sections for absorption on two-nucleon pairs are
e bs ——25.7+1.8 mb at 114 MeY and o' bs ——21.0+1.5 mb at 162 MeU. These cross sections, when
corrected by a factor of 1.4 for final-state interaction effects, account for about 50% of the total
absorption cross section for all final state reaction channels at both energies. The data are compared
with Monte Carlo simulations of the reaction process using a quasideuteron absorption model for
the two-nucleon absorption process in a plane wave impulse approximation. The consequences for
the extraction of the two-nucleon absorption cross section by imposing diR'erent conditions on the
data are explored.

PACS number(s): 25.80.Ls, 25.80.-e, 27.10.+h, 21.45.+v

I. INTRQDUCTION

Pion absorption on light nuclei has been studied ex-
tensively in recent years (see, for example, Ref. [1] for
a recent review). Despite the importance of absorption
in the pion-nucleus interaction, theoretically it is one of
the least understood reactions of pions with nuclei. High
quality absorption data on deuterium [2] and He [3—6],
as well as some measured and deduced cross sections for
heavier t,argets such as sLi [7, 8], C [9], i 0 [10—13],
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and sNi [14], over a broad range of energies near the
6-resonance exist in the literature. However, a paucity
of quality data exists for the nucleus 4He which is of
special interest for pion absorption. Compared to ~H

and 3He, 4He has several of the properties of heavier
nuclei [e.g. , increased nuclear density, large binding en-
ergy per nucleon, and the absorption of a pion can result
in multibody () 3) final states], while the experimen-
tal complications of heavy nuclei (e.g. , nuclear structure
details and multistep reaction processes) are kept to a
minimum. Moreover, the A dependence of the total ab-
sorption cross section for A &4 can be fitted by a power
law [9],whereas the cross sections for ~H and sHe fall well
below such a curve. These results suggest that a change
in the modes of absorption, possibly involving more than
two nucleons, takes place near A=4. Because of the re-
duced probability for multistep processes, He becomes
an ideal nucleus with which to study the absorption of
pions by nuclei. Existing data for pion absorption in He
[15—20] are not, of sufficient accuracy or completeness to
separate the various dependences of pion interactions on
the nuclear parameters mentioned above.

A recent study of pion absorption on 4He at T =120
MeV [19] provides an overview of all final-state reaction
channels. However, the absolute cross sections are rather
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uncertain (about +20%). Also, past studies of pion ab-
sorption on He have been performed with limited solid
angle detectors exploring only certain kinematic regions
of the multibody final states. This necessitated exten-
sive extrapolations into the unmeasured regions of phase
space using model-dependent assumptions about the dis-
tribution of reaction products in phase space to obtain
cross sections.

A major fraction of the absorption cross section in the
region of the 4 resonance involves the absorption of a
pion by a proton-neutron pair [3—14] (two-nucleon ab-
sorption, 2NA). Furthermore, experimental evidence [5,
6, 18, 19, 21] as well as theoretical arguments and calcu-
lations [22, 23] indicate that absorption on Si(T = 0)
pairs dominates the 2NA process, whereas absorption on
'Su(T = 1) pairs is very weak. Such observations natu-
rally led to the formulation of a quasideuteron absorption
(QDA) model. The QDA model has been quite successful
in describing many aspects of the experimental data (see,
for example, Ref. [10] and references therein) by assum-

ing that the absorption process takes place on a pair of
nucleons (with Fermi momentum) in the nucleus having
the same initial quantum numbers as those of a physical
deuteron [18] (T = 0, S = 1). However, this assumption
has not been tested over the full range of all kinematic
variables. Indeed, compared to deuterium, the presence
of additional nucleons in He and its increased nuclear
density are expected to modify the QDA cross section
compared to that nf the free deuterium [23, 24]. Thus,
questions remain as to the absolute value of the 2NA and
QDA cross sections in @He and the quantitative details
of the distribution of reaction products in phase space as
compared to distributions obtained from absorption on a
deuteron.

In this paper we report first results for 7t absorption+

on "He covering most of the possible angle combinations
of the two-nucleon angular correlations allowing a quan-
titative test of these aspects of the QDA model. The
detector setup allowed us to integrate these angular cor-
relations with little extrapolation into the unmeasured

regions of phase space. Our results at two incident pion
energies across the peak of the 6 resonance allow us to
explore the energy dependence of 2NA with very small
relative uncertainties.

II. EXPERIMENT AND ANALYSIS

A. Experimental details

The experiment was carried out at the xM1 channel
of the Paul Scherrer Institut in Switzerland. Secondary
beams of 114 and 162 MeV sr+ with an accepted mo-

mentum byte of +1.5% were used to study in-flight pion
absorption on a liquid He target. Figure 1 shows a hor-

izontal cut through the relevant elements of the exper-
imental setup. The details of the cylindrical target of
30 mm diameter and its support assembly are described
in detail elsewhere [25]. This target with its support
structure was optimized for large solid angle coverage.
A plastic scintillator (Tl in Fig. 1) in the beam de-
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fined an active interaction area 20 mm wide and 40 mm

high. The target was surrounded by 16 plastic scintillator
bE Edetector te-lescopes (bE, 10x200xl020 rnm; E,3.

180x180xl000 mms) forming approximately a vertical
cylinder with openings for the entrance and exit of the
beam (Fig. 1, see also Refs. [25] and [26]). The scintilla-
tion light in the detectors, read out with photomultiplier
tubes from both ends of each detector, provided energy,
time-of-Bight, and position information for the reaction
fragments. The detectors were arranged to cover approx-
imately equal solid angles in the center-of-mass system
for 115 MeV pion absorption on deuterium. Thus, the
AF detectors were located at distances varying between

477 and 710 mm from the target covering in-plane an-

gles from 7' to 157', and out-of-plane angles (measured
perpendicular to the horizontal symmetry plane of the
setup in Fig. 1) of +35' to +46' covering 55.4% of 47r sr.
The E detectors were mounted 30 mm behind the AE
detectors.

The out-of-plane acceptance in the current analysis
was limited to +400 mm on the AE detectors (i.e. , +30'
to +40') in order to minimize the out-scattering effects
from the ends of the E detectors. Taking into account
that the properties of the reactions do not depend on ro-

tations about the beam axis, this physical arrangement
with the applied software limits covers more than 80% of
any single-particle angular distribution and about 68%
of all possible angular correlations for two particles. In

the final software analysis of the data, the thresholds for

particle detection were set to 6 MeV of deposited energy

corresponding to reaction fragments with 18 MeV (pro-
tons) or '24 MeV (deuterons) at the target center.

The incident pion beam was defined and counted by

t,he beam telescope consisting of plastic scintillators S1,
S2, and Tl (Fig. 1) placed upstream of the target, pro-

FIG. 1. A cut through the horizontal (iu the laboratory
system) symmetry plane of the experimental setup. The pion

beam traverses a set of beam defining scintillators (Sl, S2,
and Tl), followed by the cylindrical liquid He target and

two deuterated scintillators (Dl, D2) used for calibrations.
The 16 scintillator telescopes, consisting of one DE and E
detector each, extend for 0.5 m each above and below the

plane shown.
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viding the start signal for the time-of-flight (TOF) mea-
surement of the reaction fragments. Nonpion contami-
nations of the beam (8% at 114 MeV) were identified by
their TOF and momentum through the magnetic system
of the beam line and by their energy losses in the beam
scintillators. Typical pion flux rates on target were below
200 kHz —very low compared to the rf microstructure of
the beam of 50 MHz. Thus, multiple pions in a single rf
burst and pileup were neglegible.

Empty target runs were performed and the resulting
spectra were subtracted in the later analysis. For the
case A cross sections discussed later, the empty target
events contributed about 5% to the yield. A cylindrical
heavy water target (D20) of 7 mm diameter [26] (with
5x40 mm2 beam-target overlap defined by two scintilla-
tors, Tl and an additional T2) was periodically placed at
the He target position for calibration purposes. Also, two
deuterated scintillators, Dl and D2, were placed perma-
nently in the beam, downstream of the target. Pion ab-
sorption on the deuterium in these scintillators provided
a continuous monitor of the gain in the photomultiplier
tubes on the plastic detectors. To calibrate the position,
obtained from the time difference from both ends of each
detector, data were taken with a pair of iron absorbers
located in front of each telescope.

B. Analysis, calibration, and resolution

Particle identification of the reaction fragments was
achieved in two different ways. For all fragments the mass
was calculated from TOF and kinetic energy. A typical
ungated mass spectrum is shown in Fig. 2(a). Peaks cor-
responding to pions, protons, and deuterons are easily
recognized. For reaction fragments with sufFicient range
(i.e. , protons with more than approximately 38 MeV)
their mass and charge has also been determined via the
AE-E method, giving redundant particle identification
for these fragments. Such an ungated spectrum is shown

in Fig. 3(a). The same peaks are visible as in Fig. 2(a).
The kinetic energy of the reaction fragments was deter-

mined for high energy particles from the light collected
in the scintillators. Since the particle masses are discrete
quantities, the TOF can be used a second time in combi-
nation with the exact particle mass to obtain the kinetic
energy. For energies below about 50 MeV, this TQF gen-
erated energy was combined with the energy obtained
from light to improve the energy resolution. Tables were

generated containing the average energy lost in nonde-
tector material for each particle type as a function of
the energy detected. These missing energies have been
added event by event to yield the particle energy at the
point of reaction. The success of the energy calibration
for the full range of kinetic energies can be judged from
the straightness of the proton mass line in Fig. 4 and by
the mass values obtained for deuterons.

Figure 4 also shows the effects on mass identification
for events that did not deposit their full kinetic energy
as light output. Since the AE detectors are wider than
the E detectors, some protons have only a AE signal.
This results in the diagonal band joining the proton band
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FIG. 2. The mass, A, identification using the TOF and
kinetic energy for fragments detected in telescope 3 after the
absorption of 114 MeV pions. The peaks in (a), from left to
right, correspond to pions, protons, and deuterons. In (b) the
same data are shown after requiring an additional coincident
proton in telescope 11 or 12. The low mass tail is due to
imperfect kinetic-energy collection. The normalized QDA-
MC simulation data are shown as the dashed line. An event
must be located between the limits indicated by the arrows to
be accepted as a proton. The upper limit is energy dependent,
as indicated by the horizontal range below the arrow.
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FIG. 3. Mass identification (PID) using the DEE-
method for events penetrating into the F detector of tele-
scope 3 after the absorption of 114 MeV pions. Peaks for
pions, protons, and deuterons are indicated. In (b) the sa.me
gates as in Fig. 2(b) have been applied and the arrows have

equivalent meaning.
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near 35 MeV. In addition, protons entering the E de-
tector may escape through the detector sides ("punch-
through" ) or dissipate some undetected kinetic energy in
a nuclear reaction in the detector. Both of these eÃects
are energy dependent and are roughly equal in magni-
tude for this experiment. Such events create the diag-
onal band at high energies joining the proton band at
the peak of the yield near 130 MeV. The remaining non-
proton peaks in Fig. 4 are due to pions (A =0.2) and
deuterons (A -2.0).

To separate the properly identified protons, gates have
been applied to the two types of mass spectra. However,
to demonstrate the experimental signature of events lack-
ing full energy deposition, these gates have been opened
wide creating the spectra in Figs. 2(b) and 3(b). These
data also require a coincident proton in one of the two
opposite detectors with energies that kinematically select
the 2NA process. The dashed lines in Figs. 2(b) and 3(b)
show the equivalent Monte Carlo (MC) generated data
(see Sec. II C), demonstrating the success of the simu-
lation of the experimental imperfections discussed. The
gates actually used in the analysis are indicated by ar-
rows in Figs. 2 and 3. Note that these gates are liberal to
minimize any possibility of cutting off the cross section in
an uncontrolled fashion. Consequently, a certain number
of not fully stopped protons in the low mass tails are ac-
cepted both in the experimental and in the MC generated
data.

The full thickness of the AE-E telescopes of 19 cm is
suKcient to stop protons of up to 179 MeV at normal
incidence and of slightly higher energy at out-of-plane
angles. Thus, nearly all protons from two-nucleon ab-
sorption at 114 MeV pion energy are stopped, but not

at 162 MeV. At the higher pion energy, a large number
of such protons penetrate the most forward telescopes
(1, 2, 14, 15) depositing only a fraction of their energy
in the detectors. An algorithm was developed to deter-
mine the total energy from the detected energy fraction.
The results have been used to recheck the energy calibra-
tions at 162 MeV and to calibrate the energy loss tables
used in the Monte Carlo simulations (Sec. II C). In the
remaining analyses of the data for this paper this conver-
sion from detected energy fraction to total kinetic energy
has not been used, Rather, the majority of the punch-
through data have been excluded from the spectra via
the particle identificatior& gates (Figs. 2 and 3), for both
the experimental and the MC generated data.

Time-dependent gain stabilization algorithms using
self-consistency tests kept the absolute energy calibration
stable to within I'%%uo and the TOF calibration accurate
to within less than 100 ps. Figure 5 shows an exam-
ple of how the TOF calibration changes with the time
of day; it demonstrates the need for a sophisticated run-
time dependent calibration to obtain the time and posi-
tion resolution achieved. The changes visible are nearly
2 ns which is very significant considering flight times as
short as 5 ns. The main reason for these fluctuations was
insufFicient air conditioning of the electronics modules.

The TOF resolution of 530 ps is dominated by the un-
certainty of the start time from the beam telescope. The
vertical position resolution on the AE detectors, derived
from the TOF difference between the ends of each detec-
tor, is 22 mm as determined from calibration runs with
apertures on the detectors. The angular uncertainty of
12' to 21' is dominated by the width of the detectors.
The energy resolution at 253 MeV of total energy (ab-
sorption on deuterium) is 19 MeV. The average experi-
mental uncertainty in the missing momentum determina-
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FIG. 4. The number of counts detected after the absorp-
tion of 114 MeV pions is shown, proportional to the size of
the symbols, as a function of the kinetic energy a.nd the mass
of the particles. The mass identification uses the TOF-energy
method. The energy is derived from the light in the scintilla-
tion detectors and is corrected event by event for all energy
losses in nondetector material. Data for telescope 3 are shown
with no gates applied. A projection of these data on the ver-
tical axis results in Fig. 2(a, }.
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FIG. 5. The amount of time correction, At, applied to the
average TOF measurement as a function of elapsed time in 6

minutes intervals, that is necessary for the TOF determina. —

tion of particles recorded in detector AE —8. In the 140-hour
period covered by the horizontal scale, the electronic TOF
determina. tion drifted by more than 1 ns. The daily period of
24 hours is easily visible in the oscillations of the distribution.
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two-nucleon absorption (2NA) the "He nucleus ejects two
energetic protons while the residual deuteron (d) recoils
with momentum kd. In the first step of the QDA sim-
ulation, the (ir+ + "He) system disintegrates randomly
into a deuteron and two protons with a phase-space prob-
ability distribution. In the second step, the deuteron mo-
mentum distribution is folded with the Fermi momentum
density distribution, p, of the spectator deuteron given
by

50- ~ ~ ~ ~ ~ ~ ~

~ ~ ~ ~ ~

~ I ~ ~ ~

~ ~ ~ ~ ~ p(kq) Ix exp[ —0.5(kd/kp) ]

0 I I I I I I I I I I I I I I I I I I I

50 100 150 200

T3 (MeV)

FIG. 6. The number of counts for two-proton coincidence
events detected after the absorption of 114 MeV pions is
shown proportional to the size of the symbols as a function
of the kinetic energies of the two protons. The first proton is
detected in telescope 3, the second one in telescope 10 or 11.

tion is about 75 MeV/c. All resolution values represent
the full width at half maximum, FWHM.

A two-dimensional spectrum representative of events
from the 2NA process is shown in Fig. 6. The gates
require two protons to be detected in two telescopes sep-
arated by approximately 180'. The expected strong neg-
ative correlation in the energies of the two protons is
visible in the long diagonal peak. The curvature of this
peak is a consequence of the changing amount of residual
nucleus recoil energy, which is largest in the wings of the
distribution.

C. Monte Carlo simulation

A Monte Carlo (MC) simulation of the experimental
apparatus was performed using a modified version of the
code GEANT/GHEISHA [27] to create and track events
which simulated the experiment as closely as feasible.
The code had to be modified to accurately reproduce
nuclear reactions and energy losses down to the lowest
particle energies of this experiment. All details of the ge-
ometry of the experimental setup, including the various
energy absorbing dead layers, were defined in the code
and each individual fragment was tracked in 1 mm steps.
The GEANT range calculations agreed within 1% with the
experimental results (Sec. II B). Nuclear reactions of the
fragments in the detector material were taken into ac-
count by providing appropriate cross-section tables [28].
The energy losses were converted to their light equiva-
lent. Light, TOF, and position information were mod-
ified randomly according to the experimental resolution
functions. Final results were recorded event by event in
the same format, and later analyzed in the same way, as
the calibrated experimental data.

The type of event generator used for the MC simulation
depended on the reaction process. In the QDA model of

with the Fermi momentum parameter kF adjusted to re-
produce the experimental data. The best value of kF ——89
MeV/c, obtained for both sets of data (114 and 162
MeV), is in good agreement with ~He(e, e'd) quasielas-
tic electron scattering data [29]. The data are compati-
ble with changes in k~ of about k6 MeV/c. Due to the
large coverage of phase space the uncertainty in kF re-
sults in a much smaller corresponding uncertainty in the
extracted cross section of less than 1.4% which is included
in the systematic uncertainty. The first two steps of the
simulation provide a phase-space calculation in a specta-
tor model. In a third step the probability of each event
is further modulated with the ~H(mr+, pp) cross section
[2] as contained in a plane-wave impulse approximation
(PWIA) treatment of the QDA [30] (see Sec. II E).

Calculations for pion absorption on clusters of four nu-
cleons (4NA) and on three nucleons with a spectator nu-
cleon (3NA) were done using the first, step with a phase
space distribution for four independent nucleons. For
3NA the second step was needed also, with a momentum
distribution appropriate for a single nucleon in He (kF
= 76 MeV/c).

Absorption on a T = 1 pn pair (non-QDA 2NA) should
have practically the same angular correlations as QDA
since these primarily refiect the momentum distribution
of the spectator nucleus. It is likely that the angular
distribution for T = 1 absorption is also very similar to
that of QDA [5, 19]. The forward-backward asymmetry
observed in pn final states has to disappear for a pp fi-
nal state. Thus, the QDA-MC simulation should also
reasonably represent 2NA on a T = 1 pn pair.

D. Cross-section determination

The cross sections presented in this paper have been
obtained by a comparison of the experimental data with
the MC simulation data. For this purpose, both the ex-
perimental and the MC-generated data have been ana-
lyzed in an identical manner. Most importantly, identical
gating conditions on particle identification, energies, an-
gles, etc. were used. The ratio of the total number of MC
events generated to the number detected is the extrapo-
lation factor, which accounts for solid angle limitations,
particle misidentifications, threshold and resolution ef-
fects, etc.

The total cross section is obtained from the total num-
ber of experimental counts within the gates multiplied
by the MC extrapolation factor for these gating condi-
tions and normalized to the incident pion flux and target
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FIG. 7. E~ . Energy spectra for the sum of the kinetic ener-
gies, .-„,of two detected protons plus the calculated recoil
energy for the absorption of (a) 114 MeV and (b) 162 MeV
pions in e. he dashed lines represent th MC

'
le simu ation

or IA-QDA. In (a) the dotted and dash-dotted lines are
M C simul a,tions for three- 3N ANA, and four-nucleon absorption,
4NA, respectively. The solid line is the sum of MC simula-
tions for &DA 3NAs or &, , and 4NA. All MC curves are smoothed
and normalized to be compatible with the data. The arrows
indicate the limits used in the tables. The lia es. e imit given by ar-
row A at EA E~;„- = 12 "..IeV is a.iso used in the creation of the
subsequent fi ures. Th
of each peak and increases towards smaller T.-„values

E. PODIA and DWIA calculations

The MC simulation for QDA (Sec. II C) contains t, he
deuteron absorption cross section in the PWIA approx-

thickness. For the differential cross sections in the angu-
ar istribution the appropriate extrapolation factor at

the solid angle for one of the protons to MC events de-
tected with all gates applied.

dent of any specific selection of the data used. This
means that using a single point of the total energy dis-
tribution in Fi . 7

' ', as'b ' ' 'g. 7 gives, in principle, the same result as
using a wide range of the distribution. This property
allows us easily to exclude regions of the data that are
contaminated by non-2NA processes without influencing
t e result, if the model is perfect. In general it b

pec e that the smaller the extrapolation factors are,
the smaller is the dependence of the result on the qual-

cross sections also automatically eliminates any double
counting prob1ems.

imation. For this purpose, the relative motion of the
pion and the absorbing deuteron cluster is transformed
into t eir instantaneous center-of-mass system and the
H(x+, pp) cross section is evaldated at the pion energy

t, ial energy prescription (IEP) of Ref. [30]. An alterna-
tive method is the final energy prescription (FEP) which
reduces the iop'on's kinetic energy to account for the bind-
ing energies of the emitted nucleons. Th IEPe appears
to reproduce the data best [7).

Several calculations have been performed with the dis-
orted wave impulse approximation (DWIA ro ram

THREEDEE 30 .
tica

These DWIA calculations used
ical model parameters from Ref. [31] and a bound

deuteron wave function adjusted t do repro uce t e exper-
imental momentum distribution. For additional informa-
tion about THREEDEE see Refs. [10—13].

The DWIA results have been used for two purposes.
irst, it is important to obtain an estimate h

e WIA angular, energy, and momentum distributions
deviate from the PWIA results. It was found that for
the reaction under study the differences are very small in
contrast to results obtained for heavier nuclei [10—13].

or t e probability that a final-state proton undergo
-state interaction (FSI) in a second step after the pri-

un ergoes a

mary "pure" 2NA process. This information is obtained
y comparing the cross sections using the full DWIA

culationions, with all optical potentials present, with calcu-
ations where the imaginary part of the optical potential

in the exit channel is set, to zero. This method has been
used successfully in the interpretation of previous exper-
iments ~7 10—13 .[, — ]. The results indicate that in about 30%
of the events at least one of the protons should undergo

p "euteron. An&ong t, he processes
contributing to FSI are inelastic excitation of t, he spec-
tator nucleus quasifree knockout of a nucleo» ("I ' rd"
FSI), or pickup of a nucleon ("soft" FSI).

III. RESULTS

A. Summed energy spectrum

For a reaction leading t,o a three-body final state, like
a one-step DA on 4He resulting in a ppd final stat th

e ection of the momenta and masses of t t'
ae, e

s 0 wo par ices is
sufficient to unambiguously (within the experimental res-

olution) determine the kinematics of all three particles.
Energy conservation requires that the sum of the kinetic
energies of the three particles T,„(i.e. , the measured ki-
netic energy of two detected protons and the calculated
kinetic energy of the undetected deuteron, thus assum-
ing a t, hree-body final state) has to be a constant valuan va ue,

t t, if no excitation energy is involved T = Fsum — tot ~

contrast, a four-body breakup of He does not allow for
such a calculation from the measurement of two particles
on y; an attempt will result in an enerener y sum in w ic
energy is apparently missing, E = E —Tmiss — tot sum .

The s' a e of theTh h p e T,„spectrum can give important
information about the final-state products and thus also
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about the reaction mechanisms involved. The T,„m spec-
trum is better suited for this purpose as compared to
the simple sum of the two proton energies since the ki-
netic energies for the "recoiling" deuterium nucleus can
be substantial due to its small mass as is evident from the
curvature of the peak in Fig. 6. A spectrum of the sum of
just the two proton energies has a significantly increased
width for the main peak, and thus worse resolution than
the T,„m spectrum in Fig. 7.

In principle, 2NA can lead directly to excited states of
the recoil nucleus in addition to the ground state (see,
e.g. , [7, 10]). For the closed shell 4He target nucleus,
however, one can expect only very small overlap of the
~He ground-state wave function with any excited states
in deuterium, and thus low cross sections. The only ex-
ception is the T = 1, S = 0 first excited state near 2
MeV of excitation energy; 2NA to this state is not QDA
(T=0 np pair) since the pion is absorbed on a T=l np
pair. This excited state is not resolved in the present ex-
periment and will contribute to the extracted 2NA cross
section. Absorption on a T=1 nucleon pair is about a
factor of 20 smaller than QDA [5, 19, 23). Thus we can
expect that essentially all the pure one-step 2NA cross
section is found within a few MeV of the ground state
and that our 2NA results are dominated by QDA.

Figure 7(a) shows the T,„spectrum for the 114 MeV
data. A pronounced Gaussian shaped peak is located
at the expected energy of T,„=230 MeV (E;„=0
MeV) with a low-energy tail, corresponding to higherE;„. The MC simulation for QDA (dashed line) re-
produces this peak and a small part of the tail. This
MC-predicted tail originates from incomplete kinetic en-
ergy detection for protons undergoing nuclear reactions
or for protons not being fully stopped in the detectors
(Sec. II 8). These effects have been carefully modeled
and extensively tested in the MC simulations (Figs. 2
and 3). While many of such events are rejected by the
analysis procedure, resulting in the disappearance of the
MC tail near Em;„= 50 MeV, the events in the remain-
ing MC tail did satisfy our analysis criteria.

The excess yield in the experimental tail above the MC
prediction cannot originate from a three-body ppd final
state and thus cannot be part of the pure one-step 2NA
cross section. To explore the possible origins of the excess
yield in the experimental tail of the 114 MeV data, MC
simulations for 3NA and for 4NA have been performed
with the absorbing nucleons uniformly populating phase
space. An analysis of these 3NA and 4NA data with
a procedure identical to the QDA analysis shows that
the calculated summed energies fall into the region of
the tail (dash-dotted and dotted lines, respectively, in all
figures). However, after normalization of 3NA and 4NA
to the low-energy region (high E;„)in Fig. 7, we find
that t,hese two processes together cannot fully account
for the excess yield in the tail. The origin of this tail
will be further discussed in Sec. III E. From Fig. 7(a) it
is apparent that a small part of 3NA and 4NA may also
contribute to the main peak.

Figure 7(b) shows the summed energy spectrum for the
162 MeV data. Here only the QDA-MC simulation curve
is shown. At this energy the low E~;» tail is stronger

than at 114 MeV. This is mostly the result of the sig-
nificant fraction of the 2NA reaction products at forward
angles that penetrates the 19 cm of detector material (see
Sec. II B). This increases the tail yield and at the same
time reduces the yield in the peak proper. (However,
most of the punch-through protons are not visible since
they are rejected by the analysis procedure. ) In contrast,
in the 114 MeV reaction essentially all of these protons
are stopped in 19 cm of detector material. The MC sim-
ulation is in agreement with these difI'erences between
the 114 and 162 MeV data as is visible from the dashed
curves. It can be seen that also at 162 MeV there is sig-
nificant yield in the tail beyond the QDA-MC prediction.

At both energies a small broad peak is visible at very
low T,„~ which is not predicted by any of the MC cal-
culations performed. These events are not due to an ex-
perimental artifact such as misidentified particle type or
energy, they are due to proton pairs with low kinetic en-
ergies for each proton, mainly at ofI'-quasifree angle pairs.
The dynamic process leading to these events has not, yet
been identified.

B. Missing momentum spectrum

k~jgs: ( k/ kpi kpg (2)

In Figs. 8(a) and 8(b) the missing momentum spectra
for all events with less than 12 MeV E;„are shown.
The expected distribution of counts for a 2NA reac-
tion proportional to k~;„p(k;„) [with p(k;„) being the
momentum density distribution of the undetected recoil
deuteron, see Eq. (1)] is modulated due to the granu-
larity of the detector system. The QDA-MC simulation
(dashed line) reproduces the main features of the distri-
bution very well up to about 250 MeV/c.

At higher k;„,the experimental data show a substan-
tially higher yield than the MC simulation. Part of the
excess yield may be due to distortion effects in the QDA
not incorporated in the PWIA-MC calculations. The ex-
cess yield may also reflect a spectator deuterium recoil
momentum distribution that is not purely Gaussian but

From Fig. 7 it is obvious that only part of the energy
range can be used if one wants to explore pure 2NA.
A detailed investigation has shown that for E~;» below
about 12 MeV (i.e. , above the arrow A in Fig. 7) the
total cross section extracted via extrapolation with the
MC simulation does not depend on the Em;» data region
chosen. In contrast, in the tail region with Emj» &12
MeV the extrapolated cross section changes as a function
of Emjss cut due to the presence of processes other than
pure 2NA. Thus the data in the peak of Fig. 7 below 12
MeV of E;» can be used to investigate the properties
of 2NA. However, this energy region of the peak may
also contain events with a ppd final state not originating
from 2NA, as well as some amount of four-body final
states, like 3NA and 4NA [dotted and dash-dotted MC
simulation lines in Fig. 7(a)].

The missing momentum k;„can be calculated from
the moment, a of the pion in the beam and those of the
two detected protons,
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FIG. 8. (a) The missing momentum distribution k,„;,-,. for
all data in Fig. 7(a) with missing energies F;;;below 12 MeV.
The curves for the MC simulations are the same as in Fig. 7(a)
with the same relative normalizations. The oscillations with
a period of about 50 MeV/c superimposed on the main peak
are an experimental artifact originating from the discreteness
of the 16 detector telescope setup. (b) The equivalent data
for 162 MeV pion absorption. Only QDA-MC simulations
are shown as the dashed curve. (c) is similar to (a), however,
with an E;.. cut from -30 to 50 MeV [region near arrow C in

Fig. 7(a)].

FIG. 9. Out-of-plane angular correlation between two

protons from (a) 114 MeV and (b) 162 MeV pion absorp-
tion in He. Only events with Em;,-,- below 12 MeV and km;,-.-
below 250 MeV/c are accepted. One proton is detected at
an in-plane angle of 8 = 64.3' + 8.0' with an out-of-plane
acceptance of P = +8.9' in telescope 4. The other proton
is detected in telescopes 11 or 12 with a 8 range of —75' to
—111' (the out-of-plane distribution being shown). The fit-

ted FWHM of 32.5' + 0.8' is reduced to an intrinsic width of
29.4' for the out-of-plane angular correlation after unfolding
other contributions. The MC simulation curves are the same
as in Fig. 8 with the same relative norrnalizations.

contains significant amounts of high momentum compo-
nents. Unfortunately, the data in Ref. [29] only extend to
about 250 MeV/e and thus do not answer this question.
In both these cases, the excess yield would be part of the
2NA cross section under investigation. In addition, it is

possible that non-2NA processes contribute in this region
in spite of the restrictive energy gate. Phase-space-like
3NA and 4NA cannot explain the yield as is evident from
the corresponding lines in Fig. 8(a). However, significant
yield could originate from 3NA or 4NA processes which
are followed by a recombination of a proton and a neutron
in a "soft" final-state interaction or from other processes
with the same ppd final state as direct 2NA. This facet
of the data is further discussed in Sec. III F.

The k;„region below 250 MeV/c appears to be
largely free of non-2NA events. Thus these data have
been chosen, in conjunction with the extrapolations pro-
vided by the MC simulations, to produce the angular
correlations and distributions discussed in the next two
sections.

C. Angular correlation

Figures 9(a) and 9(b) show the out-of-plane angular
correlation for proton-proton coincidences with the first
proton defining the scattering plane and detected at a

fixed angle of about, +64' (telescope 4 in Fig. 1) and
the second proton detected at an in-plane angle near
—90' (telescopes 11 and 12). The FWHM of 29.4' (cor-
rected for all experimental angular resolution eKects) of
the 114 MeV distribution in Fig. 9(a) is wide compared
to 15' for absorption on a p-shell np pair in sLi [7],
but similar to absorption on an s-shell pair in Li [7],
a reAection of the tightly bound nature of the deuteron
in the He nucleus. Figure 9 demonstrates that our ex-
perimental setup samples t, he angular correlation far into
the wings of the distribution [in Figs. 9(a) and 9(b) more
than 99% of the Gaussian distribution area is within the
limits of the data]. From the dotted and dash-dotted
lines in Fig. 9(a) it is evident that phase-space-like 3NA
and 4NA can only contribute insignificantly to the spec-
trum in Fig. 9(a). Even though these experimental data
are taken at angles near the minimum of the QDA angu-
lar distribution, the yield is dominated by 2NA processes
under the energy and momentum conditions applied.

The excellent agreement between the data and the
QDA-PWIA-MC simulation (dashed line) verifies the ac-
curacy of the simulation and emphasizes the dominance
of QDA-like events in the data region selected. Even
though the PWIA-MC calculations do not take distor-
tions into account, this comparison, as well as our DWIA
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calculations (Sec. IIE), indicate that the shapes of the
angular correlations and distributions are not signifi-
cantly affected by distortions in this reaction.

D. Angular distribution of cross section
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The T,„and k;„distributions shown in Figs. 7,
8(a), and 8(b), as well as the angular correlations of
Fig. 9, indicate that for E~;» below 12 MeV and k~;ss
below about 250 MeV/c the experimental data are com-
patible with the dominance of pure 2NA or even pure
QDA as predicted by the MC simulations, whereas at
higher E;„and k;„other processes might interfere.
Thus, only these data are used to extract the angular
distribution of the 2NA cross sections (Sec. II D). In ad-
dition, the out-of-plane position of the first proton (for
which the angular distribution is determined) has been
restricted to an out-of-plane range of +100 mm (+8' to
+12') from the horizontal detector symmetry plane as-
suring that practically the whole out-of-plane range of
the second proton is directly measured (Fig. 9). The
nominal laboratory angle of the detector is taken as the
scattering angle. The results of symmetric detector pairs
(Fig. 1) are consistent with each other and have been
averaged.

Figure 10 shows the resulting angular distributions of
the measured (filled circles) cross sections in the labora-
tory system for one of the QDA protons after integrating
over all degrees of freedom for the second proton. The
dominant contribution to the extrapolations is from the
in-plane gaps between the detectors. The resulting an-
gular distributions are very similar to the ones of the
H(n'+, pp) reaction at the same pion energies. The for-

ward peaking of the distribution is expected in the lab-
oratory frame. The MC simulation provides the appro-
priate quantitative comparison of zH(ir+, pp) with the
experimental data, since the MC includes the averaging
effects of the large detector solid angles and of the dy-
namics of the QDA process via the PWIA. The cross
sections from the MC simulation of QDA are shown in

Fig. 10 as open diamonds, and are seen to provide an
excellent representation of the data over the full angular
range for the 114 MeV data [Fig. 10(a)]. Deviations be-
tween experimental and MC angular distributions could
have been expected if distortion effects modify the an-
gular distributions or if yields from non-QDA processes
with different angular distributions are important. At
162 MeV [Fig. 10(b)] punch-through (Sec. II B) affects
the most forward and most backward angle data. The
increased error bars reAect the associated uncertainties.

An integration of the experimental angular distribu-
tions in Fig. 10, using a polynomial fit, , yields cross sec-
tions that agree within the error bars to those extracted
for cases A in Tables I and II.

Taking all the evidence discussed so far, we find that all
data near Em;„=0 and with km;„(250 MeV/c are fully
compatible with the properties expected for QDA. It is
expected that about 5% of the cross section originates
from 2NA on a T=1 2NA [19]which apparently does not
modify these QDA properties visibly.

E. The excess experimental yield
in the low E;, region

0 . . . . I
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FIG. 10. Angular distribution of difterential cross section
in the laboratory system for one of the protons detected in
two-proton coincidences from (a) 114 MeV and (b) 162 MeV
pion absorption in He. Only data within +100 mm (about
+10') of the reaction plane, with F;., below 12 MeV, and--
k~;., below 250 MeV/c are used. The interpolations be-
tween detectors and extrapolations into unmeasured regions
of phase space are done by comparison with QDA-MC sim-
ulations. Experimental data are shown as filled circles and
the QDA-PWIA-MC simulation as open diamonds. The er-
ror bars on the experimental data represent only the statis-
tical uncertainties (counts and gate limits) originating from
the experimental as well as the MC data. Statistical errors
for the MC points are smaller than the symbols and have
been omitted. The data points are placed at the nominal de-
tector angles and represent values averaged over the H„range
given approximately by the angular distance between the data
points.

The MC simulations for QDA, 3NA, and 4NA cannot
account for all of the cross section in the tail region of the
main peak in Fig. 7(a). Excess yield is visible between
about 20 and 60 MeV of E;„.While the yield may be
due to non-phase-space-like 3NA or 4NA, different reac-
tion channels may be present. Thus the data with E~t„
between 30 and 50 MeV have been analyzed to explore
the possible origin of this excess yield. The particle iden-
tification gates have been tightened for this analysis to
suppress more strongly the yield from poorly identified
particles (i.e. , for instance, the QDA-MC yield in this
region).

The experimental results for the missing momentum
distribution are shown in Fig. 8(c). Also given in this
figure are the MC simulation results for QDA, 3NA, and
4NA with the normalizations used for Fig. 7(a). As in
Fig. ?(a), only part of the yield is accounted for by the
MC data. However, this distribution gives some clear
signatures for the excess cross section. The high momen-
tum region is nearly quantitatively reproduced by the
3NA and 4NA simulations which peak at relatively high
k;„. In contrast, only a small fraction of the low k



2598 F. ADIMI et al. 45

TABLE I. Cross sections are listed for the He(7r+, pp)d reaction at T =114 MeV using different
selections of the experimental data (with at least two protons detected) and extrapolations based on
QDA-model Monte Carlo calculations. The data regions used and the factors for extrapolations into
excluded or unmeasured regions of phase space (as determined by the MC calculations) are given.
k;.-.- is the missing momentum and E;.-.- is the missing energy calculated assuming a three-body
final state. Case A can be taken as the pure 2NA cross section for the He(x+, pp) H reaction. The
overall normalization uncertainty (systematic error) is estimated to be 7.0%. Relative uncertainties
between cases are &2%. Also given are the H(x+, pp) cross sections [2] at the nominal beam energy
(IEP) and at the beam energy reduced by the deuteron binding energy in He (FEP). The results,
after multiplication with a FSI correction factor of 1.41, can be compared with the total cr,b, ——

68+15 mb.

"Case"

B
C
D
E
F
H(x+, pp) at 114 MeV (IEP)
H(x~, pp) at 90 MeV (FEP)

Data
m188E

(MeV)

( 12( 12
30

( 100( 12
30

regions used

&m;;

(MeV/c)

( 250
oo

( oo

( 200( 200

Extrapolation
factor

5.74
5.43
4.63
4.43
6.47
5.51

Extrapolated
2NA-u

(mb)

25.74
30.26
32.77
38.55
24.88
25.85
11.67
9.59

cross section is predicted by the QDA-MC simulation and
only about half of it by the sum of all simulations. The
excess yield above that predicted by MC [counts above
the solid curve of Fig. 8(c)j has a distribution similar to
that of Fig. 8(a), a strong suggestion that a large part of
these events are closely connected to QDA. Indeed, the
angular distribution of the experimental data in Fig. 8(c)
has the same strong angular dependence as observed for
2NA.

These observations suggest that a considerable fraction
of these events are related to the 2NA channels, while the
final state cannot contain an intact recoiling deuterium
due to the amount, of missing energy. While a small frac-
tion of 2NA might involve the excitation of the spectator
deuteron to about 40 MeV, the most simple explanation
is t,hat these events originate from a two-step process in

which 2NA is combined with a FSI or initial state in-

teraction (ISI) which breaks up the spectator deuteron.
Our DWIA calculations (Sec. II E) indicate that there is

a considerable probability for FSI. Thus it is very likely
that a substantial part of the events in the tail region
originates from 2NA with subsequent FSI. The next sec-
tion will provide a quantitative comparison. Apart from
sequential FSI it is also possible that more complex pro-
cesses not involving 2NA have angular distributions sim-
ilar to that of QDA and give a significant contribution to
these yields.

F. Tables of cross sections

Tables I and II contain the integrated cross sections
for 2NA at 114 and 162 MeV, respectively, extracted
from the experimental data using the QDA-PWIA-MC
simulation for interpolation and extrapolation into the
unmeasured regions of phase space (see Sec. II D) based
on different selections of the data (cases A through F).
The uncertainties of &2.0%%uo between values in each ta-
ble are dominated by uncertainties in the energy calibra-

TABLE II. Cross sections for the He(x+, pp)d reaction at T =162 MeV. The FSI correction
factor is 1.45 and o b,- ——63+15 mb at this energy. Further details are described in the caption of
Table I.

"Case"

(MeV) (Me V/c)

Data regions used
F. k

Extr apol a,tion
factor

Extrapolated
2NA-cr

(mb)

A
B
C
D
E
F
'H(x+, pp) at 162 MeV (IEP)
H(x+, pp) at 138 MeV (FEP)

12( 12
30( 100( 12
30

( 250
oo
oo
oo( 200( 200

11.70
10.95
8.46
7.56

13.91
10.52

20.97
27.33
30.04
42.64
20.13
20.95
10.99
12.28
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tions; the combined statistical errors from the experimen-
tal and MC data are (0.5%%uo. The relative uncertainty be-
tween Tables I and II, estimated to be less than +4%, is
mainly due to uncertainties involving punch-through pro-
tons. An overall normalization uncertainty of +7%%uo due to
systematic errors in target thickness, incident beam fiux,
corrections for nuclear reactions in detectors, uncertainty
of the deuteron momentum distribution in He, and ge-
ometry of the experimental setup has to be applied to the
absolute values. As an independent confirmation of the
absolute normalization, the (low statistics) 4He(n. +, ir+ )
elastic scattering data from this experiment have also
been extracted by using an elastic scattering Monte Carlo
simulation of this process. The results are 7'%%uo higher than
cross sections from an interpolation of recent 110 and 130
MeV data [32] (which have a systematic uncertainty of
abou t 7%) .

Also given in Tables I and II are the extrapolation
factors which represent the ratio of total MC events gen-
erated to events accepted by the data analysis procedure.
These factors are 5.7 at 114 MeV and 11.7 at 162 MeV
for case A. The value for 162 MeV is larger due to fewer
protons being fully stopped by the detectors, which re-
duces the acceptance. These factors have to be compared
with extrapolation factors in previous experiments which
are orders of magnitude larger, reflecting mainly the dif-
ferences in solid angle coverage. In fact, the present ex-
periment, samples a much larger fraction (about 68'%%uo)

of all possible difkrent phase space elements than the
extrapolation factors indicate (although with less than
100% efficiency) since all angles around the beam axis
are equivalent. About half of the remaining angle com-
binations give negligible contributions to QDA.

In the determination of the cross sections in Tables I
and II possible contributions from 3NA and 4NA have
been ignored. For cases A, B, and E (E;„(12MeV) in
the tables such contaminations should be very small as
indicated by the MC simulation in Fig. 7(a). A ppd final
state with a deuteron that is not just a spectator should
have mostly larger k~;» than accepted in cases A, E,
and F. It cannot be completely excluded that a non-2NA
process with an unexpected distribution in phase space
might peak in the acceptance of these gates, such that
even a low cross-section process yields some contribution.
However, overall, the restrictive gates and the shape of
the angular correlations and distributions make it very
likely that any such contributions are very small and that
2NA dominat, es for cases A and E.

Note that all cross sections inherently assume QDA
kinemat, ics via the MC simulation. This is appropriate
also for 2NA on a T=l np pair (Sec. II C), but any addi-
tional cross section extracted which originates from pro-
cesses other than 2NA can only be used for qualitative
comparisons.

The cleanest representation of the 2NA cross section
is provided by the experimental data with E;„below
about 12 MeV (see Fig. 7) and k;„below 250 MeV/c
(see Fig. 8), i.e. , case A in Tables I and II. The proper-
ties of the data within the gates of case A are, in general,
in very good agreement with the QDA-MC simulation
results as can be seen in Figs. 7—9. Comparing the re-

suiting experimental yields with those obtained from a
QDA-MC simulation analysis under identical conditions
results in a 2NA cross section of 25.7 mb at 114 MeV and
21.0 mb at 162 MeV. This is the 2NA cross section where
the deuteron is left as a spectator in (or near) its ground
state and recoils according to its Fermi momentum distri-
bution. The major part of this 2NA cross section should
be QDA (T=O np pairs) while 2NA on a T=l np pair
should only constitute a fraction of about 5% of the to-
tal (5% has been found for ir absorption on pp pairs [5,
19]).

The same analysis without the restriction on k
(case B) results in an increased value for the cross section
of 30.3 mb (27.3 mb) for the 114 (162) MeV data refiect-
ing the excess of experimental over MC simulation data
above 250 MeV/c of k;„(Fig. 8). The additional cross
section of 4.5 (6.4) mb, compared to case A, indicates
the presence of significant yield for ppd events with high
k;„which have the same final state as QDA but which
are not consistent with our PWIA-QDA model. As dis-
cussed in Sec. III B these events may indicate either the
need for modifications of the QDA model or the pres-
ence of additional, more complicated reactions with the
same final state as 2NA. If only the model is inadequate,
then the case B cross section would be a close represen-
tation of the pure 2NA yield. In this situation one would
expect that the fraction of cross section in the high mo-
mentum region is independent of beam energy. However,
when comparing cases A and B, we find the additional
"cross section" to be quite different, amounting to 18%
and 28% of the case A values for 114 and 162 MeV, re-
spectively. This makes it rather likely that additional,
non-QDA processes with a, different, energy dependence
dominate the high momentum region. For instance, ca}-
culations by Oset et at. [33] for ' C predict a. strong pion
energy dependence for the 3NA process.

Relaxing the conditions on the data one step further
by including 30 MeV of the low energy tail in Fig. 7 (case
C) in the comparison of experimental and MC data, one
obtains an additional 2.5 mb (2.7 mb), representing 10'%%up

(13%) at 114 MeV (162 MeV) of the pure 2NA cross sec-
tion of case A. This region still excludes more than half
of the 3NA and 4NA phase space [see Fig. 7(a)], but may
contain a large fraction of 2NA+FSI events. An even
stronger suppression of 3NA and 4NA phase space is ob-
tained when comparing cases E and F, which exclude
the high k;„data; for this a 4'%%uo increase in cross sec-
tion is found. It was observed previously in Sec. III E in
the discussion of Fig. 8(c) that the excess counts in this
region of the tail have properties very similar to those
of QDA. However, they require a four-body final state
which could originate from 2NA+FSI. The values for the
increased cross section for E;„(30MeV (comparing
cases B and C) of 10 to 13% can easily be accommodated
by a correction factor of 1.4 (=40%) for FSI predicted by
our DWIA calculations (Sec. II E). The fraction of events
experiencing FSI increases slightly with energy based on
our DWIA calculations (29% at 114 MeV compared to
31% at 162 MeV). This is compatible with the exper-
imental observations. The combined evidence suggests
that a considerable fraction of events undergoing FSI can



F. ADIMI et al. 45

experimentally be found in the low E~;„ tail region of
the peak in Fig. 7 (the remainder would be expected in
other regions of the four-body phase space). Any 2NA
that goes directly to unbound excited states of the resid-
ual deuterium would contribute to this E~;„region as
well.

For t, he cases without restriction on k~„, (cases B, C,
D), a substantial amount (20—

50%%up of the additional data)
is experimentally accompanied by a third observed parti-
cle (a proton, neutron, or deuteron). While some of these
are recoiling deuterons with energies above our detector
threshold of about 24 MeV or 300 MeV/c, the remaining
events give direct evidence for the existence of a non-
2%A process with a ppd final st, ate. Events with a third
proton or neut, ron are to be expected for 3NA or 4NA as
well as for 2NA accompanied by ISI or FSI. Such events
demonstrate the existence of processes other than pure
2NA in the high momentum region of Fig. 8.

Cases D and E in Tables I and II explore further the
limits that one might impose on the accepted data. If
there exist any reactions other than 2NA then at least
part of their yield can be expected to be included in the
limits of case D. From our data we do expect about 50%
of the total absorption cross section to be found in other
channels (see below). However, any distribution in space
different from the one used in the QDA model will make
the additional computed "cross section" values meaning-
less. Case E is more restrictive on the recoil momenta
accepted than the "ideal" case A. Even though we con-
sider any data below 250 MeV/c to be representative
of 2NA, the result that the cross sections for case E are
reduced by 3 to 4'%%up as compared to case A is just a reflec-
tion of the observation that the MC curves in Figs. 8(a)
and 8(b) are merely good representations of the experi-
mental data, not perfect ones. This discussion of cases A

through E also demonstrates the range of results one can
obtain if the kinematics of the reaction is not suKciently
defined.

For comparison with Ref. [19], identical regions in en-

ergy and k;„were applied to our 114 MeV data (case
F in Table I). Under these conditions our data yield
25.9+1.8 mb for the 2NA cross section, which is 30%%

smaller than previously reported (36.9+8.9 mb) at the
slightly higher beam energy of 120 MeV. Only about a
No increase in cross section can be expected to be due
to the higher energy. The remainder of this difference,
as well as their large uncertainty of 24'Fo, may be a con-
sequence of the comparatively small solid angle coverage
in Ref. [19] resulting in much larger extrapolations as
compared to the present work. Also, due to its impact
on the angular correlations, any uncertainty in the shape
of the recoil momentum distribution [e.g. , defined by kz
in Eq. (1)] can lead to large cross-section errors, if only
part of the out-of-plane angular correlations are covered
as is the case in Ref. [19).

IV. SUMMARY AND CONCLUSIONS

In summary, the current He(7r+, pp) experiment, di-
rectly identifies 25.7 mb (at 114 MeV) and 21.0 mb (at
162 MeV), with an overall systematic uncertainty of +7%%uo

and a relative error of +4%%uo, of pure 2NA cross sec-
tion which is substantially less than previously reported
[19]. Approximately 95'%%uo of this should originate from
QDA. These values require that the spectator deuteron
is left near its ground state. These cross sections are
2.2 (1.9) times the H(7r+, pp) cross sections, o'~H [2], at
114 (162) MeV and do not. directly support the idea that,
two-nucleon pion absorption in He can be accounted for
by simple isospin counting of three proton-neutron pairs
in He with the deuterium quantum numbers [18]. Our
DWIA calculations indicate that at 114 (162) MeV only
71 (69)% of the initial QDA events survive the reaction
undisturbed by FSI. This provides an estimate for a pri-
mary QDA absorption cross section before FSI of 36.3
(30.4) mb or 3.10'~H (2.8a'~H) at 114 (162) MeV. (Note
that these values are close to the ones quoted in Ref. [19],
although in that work no corrections for the "hard" FSI,
discussed in the current paper, have been used. )

Even though finding about 3.0 times the deuterium ab-
sorption cross section in our reaction is very suggestive,
considering the three quasideuterons in He from isospin
counting, the cross-section ratios are based on the (ar-
bitrary) reference to the cross section of 114 (162) MeV
pion absorption on real deuterium. This approximates
the "initial energy prescription" (IEP) of Ref. [30). Al-

ternatively, one can use the "final energy prescription"
(FEP), approximated by subtracting the reaction Q value
from the incident pion energy, as a substitute for taking
oA'-shell effects into account, in the absorption process.
The FEP would require using o~H at 91 (141) MeV in-

stead of the nominal value of 114 (162) MeV (cr~H are
given in the tables). This results in the FS1 corrected
cross sections of 3.8o.H (2.5o.H), giving an excitation
function of QDA in He very different from the one in

deuterium. ln contrast, the IEP with 3.1o2H (2.8o2H)
yields an excitation function much more similar to the
one in deuterium. Thus, it is likely that off-shell effects
are small or have a weak energy dependence.

These results do not indicate any drastic modifications
of the 2NA cross section due to the higher density of He
as compared to deuterium. However, a direct cross sec-
tion comparison does not take into account any ISI of the
pions or attenuation of the pion flux through the nucleus
due to shadowing by nucleons, which may counteract an
intrinsically increased cross section per pn pair.

Combining the present results, corrected for FSI ef-

fects, with total absorpt, ion cross sections of 68 mb and
63 mb (+ 15 mb) at 114 and 162 MeV, respectively,
we find that about 53% and 48'%%uo of the total absorp-
tion cross section is due to 2NA on pn pairs in He
at these energies. (The total absorption cross sections
have been extracted from the calculations of Thies [34,
35] which provide a good average representation of the
experimental values [35].) We obtain similar results at
both energies: about 50% of the absorption cross section
is due to 2NA or QDA, about 35% is unmodified by two-

step processes and is directly observed experimentally.
These percentages weakly support the expectations that
the non-2NA cross section increases with energy ([33],
Sec. IIIF), which would imply that the 2NA cross sec-
tion fraction decreases with energy. However, the large
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uncertainties of the total absorption cross sections do not
allow to draw any definite conclusions.

Our results for He can be compared with results for
2NA on pn pairs in other nuclei. For He about 70 to 80%
of the 7t.+ absorption cross section has been identified as
2NA [5], the remainder as 3NA. This result is nearly
independent of beam energy up to 165 MeV [5]. For sLi

[7] and 0 [11—13,26] the fraction of 2NA decreases from
close to 100% at low pion energies to approximately 50%
at 165 MeV. At 115MeV the fraction is about 60% for sLi
and about 75% for ts0. Unfortunately, all these values
for nuclei with A )3 suffer from the large uncertainties
in the knowledge of the total absorption cross sections.
However, the combination of all these results suggests
that the addition of one nucleon in going from He to He
increases the cross sections for absorption channels other
than 2NA considerably. Surprisingly, adding even more
nucleons ( Li, ' 0) does not seem to increase the non-
2NA fraction in the 4 resonance region. In fact, at low

pion energies those channels might even be suppressed
again. Clearly, it would be very desirable to also have
reliable results for 2NA on He at lower energies.

The large coverage of available phase space in this
experiment allowed us to verify expectations about the
shape of the angular distributions and correlations for the
QDA process, the dominant contribution to the measured
2NA process. We find that they are reproduced nearly
quantitatively by our QDA-PWIA-MC simulation. From
this observation we conclude that, the QDA model used is
applicable to a high degree of accuracy and that distor-
tion effects have very little impact on the distributions of

the cross section for our reactions. However, the primary
cross section is reduced significantly (about 30%) by exit
channel distortions even for this light nucleus. We find
evidence for some of this missing 2NA cross section in
the tail region of Fig. 7(a) as postulated previously [7].
The present data are compatible with a certain amount
of 3NA and 4NA cross section [Figs. 7(a), 8(a), 9(a)].
More complete multinucleon coincidence data have been
taken in this experiment and are being analyzed. These
will allow a more quantitative determination of the non-
2NA channels which may contribute the remaining 50%
of the absorption cross section in 4He, much more than
previously anticipated [19,20].
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