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Neutron capture in ' ' '*' Te: Critical test for s process studies
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The neutron capture cross sections of ' ' ' ' " Te were measured in the energy range from 10 to

200 keV at the Karlsruhe Van de Graaff accelerator using gold as a standard. Neutrons were produced

via the 'Li(p, n)'Be reaction by bombarding metallic Li targets with a pulsed proton beam. Capture

events were registered with the Karlsruhe 4~ barium Auoride detector. Several sets of measurements

were performed under different experimental conditions to study the systematic uncertainties in detail.

The cross section ratios 0.(Te)/o. (Au) were determined with an overall uncertainty of —1%. This is an

improvement by about a factor of 5 compared to existing data. Maxwellian-averaged neutron capture

cross sections were calculated for thermal energies between kT=10 and 100 keV by normalizing the

cross section shape up to 600 keV neutron energy reported in literature to the present data. These stellar

cross sections were used in an s process analysis. With the classical approach the abundances of the

three s only isotopes ' ' ' Te could be reproduced within the experimental uncertainties of —1%.
The accuracy of the present data also allowed us to derive constraints for the existing stellar models with

respect to the effective neutron density. Furthermore, the p process abundances for the tellurium iso-

topes are discussed.

PACS number(s): 25.40.Lw, 27.60.+j, 98.80.Ft

I. INTRODUCTION

The nucleosynthesis of the heavy elements by succes-
sive neutron captures in the so-called s process (s for slow
neutron capture) is one of the topics in nuclear astrophy-
sics that can be addressed in detail by laboratory experi-
ments. The most important quantities in these investiga-
tions are the isotopic abundances, N„and the stellar neu-

tron capture cross sections, (cr ), averaged over a
Maxwellian velocity distribution for a typical s-process
temperature of -3X 10 K corresponding to thermal en-

ergies around kT = 30 keV. Model descriptions [1]
showed that the product ( cr )N, is a smooth function of
mass number A.

Most important for characterizing the dependence of
( cr )N, ( A ) on mass are those isotopes which are pro-
duced only in the s process, since they are shielded from
the r process (r for rapid neutron capture) by stable iso-
bars. In these cases, the s process abundances, N„are
identical with the solar abundances, N& (apart from
minor p process contributions, see Sec. VII). The solar
abundances are derived from the composition of primi-
tive meteorites [2] and from the solar spectrum [3]. In
certain mass regions it is possible to determine elemental
abundance ratios with an uncertainty of —2% (Refs.
[4,5]). Of special interest in s-process studies are those
eight elements (Kr, Sr, Te, Xe, Ba, Sm, Gd, Os) with two
or three s only isotopes, since the abundance ratios of
these isotopes are simply the isotopic ratios that are
known with typical uncertainties of 0.1% (Ref. [6]).
Therefore, these examples represent the most sensitive
probes for details in the s process environment.

Information on the physical conditions during the s
process, e.g., neutron density, temperature, and electron
density, can be deduced from the analysis of branchings
in the s-process path [1]. The branchings result from the
competition between neutron capture and beta decay
whenever an unstable isotope is encountered by the s-
process path and that beta decay rate, A,&=ln2/t, r2, is
comparable to its neutron capture rate, A,„=n„vr(cr).
In these expressions, t, &2 is the half-life, n„the s-process
neutron density, Uz- the mean thermal neutron velocity,
and (0 ) the stellar neutron capture cross section. The
competition between beta decay and neutron capture
defines the branching factor f„=l,„/(l,„+A.&) for the s-

process flow. The branching factor depends on the neu-
tron density, n„,and/or on temperature, T, or mass den-

sity, p, if the beta decay half-lives are sensitive to the stel-
lar conditions. Stringent constraints on these parameters
can be obtained from branchings that are defined by two
s-only isotopes of the same element. The six branchings
of this type are compiled in Table I and are illustrated in
Fig. 1 by the example of the tellurium isotopes. Branch-
ings at ' 'Sn and ' Sb cause part of the s-process flow to
bypass ' Te and ' Te. In first approximation, the eft'ect

of these branchings is expressed by

1 f„-=(0)N, (' T—e)/(cr )N, (' Te) .

The uncertainty of this ratio is completely determined by
the uncertainty of the cross sections. In a recent mea-

surement by Macklin and Winters [7], an uncertainty of
+5% was obtained. Since f„is expected to range be-

tween 0.01 and 0.05 according to estimates with the clas-
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TABLE I. Branchings in the s-process path that are defined by two s-only isotopes of the same element.

s-only isotopes

80, 82KI
122, 123, 124T

128, 130X

134, 136B

148, 150Sm
152 154Gd

Branching point

"Se
n'

127T 128I
7

133X 134Cs
7

Pm '4 Pm7

152Eu
7

Branching factor

0.50+0. 12
0.01+0.05'
0.01+0.25'

0.02+0. 15'

0.10%0.05
0.95+0.05

Sensitive physical
parameter

temperature
neutron density
electron density,
xenon abundance
temperature and
neutron density
neutron density
electron density

'Estimates from classical model much smaller than current experimental uncertainty.

122 123 124 125 126m m

121
2. 1d

120
1.1d

123

122 124

r--PROCESS

FIG. I. The s-process path in the region of the tellurium iso-
tppes. The g-only isotppes ' ' ' Te are shielded from the r
process by the stable isobars ' ' Sn and ' Sb. The unstable
nuclei ' 'Sn and ' Sb are possible branching ppints.

sical approach and by stellar models, considerably more
accurate cross sections are required for a quantitative
analysis of these branchings.

A similar example is the branching at 3 =147, 148,
which is defined by the two s-only isotopes ' Sm and

Sm. This case is most suited for the determination of
the neutron density, n„.In a careful experiment [8] using
a conventional technique the cross section ratio was
determined with an uncertainty of -4%. In the branch-
ing analysis, this uncertainty represents the dominant
contribution to the +40% uncertainty of the deduced
neutron density. Hence, also for this branching a
significant improvement can be expected from more accu-
rate cross sections.

The aim of the present experiment is to apply a new
method, which allows to determine cross section ratios
with an uncertainty of —1/o. With such data on hand, it
will be possible to improve our knowledge on the
(cr )N, ( A) curve, and to check on the one percent level
the prediction of the classical s-process model of a "local
approximation, " i.e., that the product (cr )X, is constant
for neighboring isotopes. Moreover, these data are the
prerequisite for detailed analyses of the branchings listed
in Table I, which will lead to significantly improved pa-
rameters for the physical conditions during the s process.
This information will then allow us to improve the con-
straints for stellar models.

The most interesting candidates to start with are the
isotopes of tellurium. Tellurium is the only element in
nature with three s-only isotopes (see Fig. 1). From the

classical model a very weak branching is predicted.
Therefore, tellurium provides the only possibility for
checking the accuracy of the local approximation for a
chain of three neighboring isotopes. The unique fact
that one of the s-only isotopes has an odd mass number
and thus is not produced by the p process (see Sec. VII)
even allows the exclusion of the possibility that a weak
branching is masked by a corresponding p-process contri-
bution, an ambiguity that has to be discussed for all other
branchings. In addition, the data are expected to yield an
upper limit for the neutron density as a constraint for
current stellar models, and to allow for an estimate of the
p-process contribution to the even tellurium isotopes.

In the following, we describe the experiment and data
evaluation in Secs. II and III. The differential cross sec-
tions are presented in Sec. IV, while the uncertainties are
discussed in Sec. V. Section VI is devoted to the deter-
mination of stellar cross sections, and the implications for
the classical s-process approach are given in Sec. VII. A
detailed discussion of the consequences for current stellar
models will be the topic of a forthcoming publication.

II. EXPERIMENT

A. Experimental method

The neutron capture cross sections of the tellurium iso-
topes 122 to 126 were measured in the energy range from
10 to 200 keV using gold as a standard. The experimen-
tal method has been published in detail in Refs. [9] and
[10]. Therefore only the essential features are presented
here with emphasis on the peculiarities of the present
measurement and on the changes and improvements that
were introduced since our first experiment on Nb, Ta,
and Rh (Ref. [10]). Neutrons were produced via the
Li(p, n) Be reaction by bombarding metallic Li targets

with the pulsed proton beam of the Karlsruhe 3.75 MV
Van de Graaff accelerator. The neutron energy is deter-
mined by time of flight (TOF), the samples being located
at a flight path of 78 cm. The important parameters of
the accelerator are pulse width —1 ns, repetition rate 250
kHz, and average beam current 1.5—2 pA.

The neutron beam was collimated to 25 mm diameter
at the sample position. The neutron flight path through
collimator and detector was evacuated in order to elimi-
nate background from neutrons scattered in the air.
Since rather small sample masses are used in the present
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experiment, the scattering background due to the 50 cm
flight path in air through the detector (see below) would
have been comparable with the scattering effect of the
samples. Two thin stainless steel tubes closed by 20 pm
thick Kapton foils were installed along the flight path
leaving only a gap of —1 cm for the samples. The central
part of the collimator was evacuated, too.

In three different runs, the energy of the proton beam
was adjusted 10, 30, and 100 keV above the reaction
threshold of the Li(p, n) Be reaction at 1.881 MeV. This
yields continuous neutron spectra in the energy range of
interest for s-process studies, i.e., 10-70, 3—100, and
3-200 keV, respectively. The use of different spectra al-
lowed us to optimize the signal to background ratio in
different neutron energy regions (see Sec. III). The thick-
ness of the metallic lithium targets was chosen so as to
reduce the energy of the proton beam just below the
threshold of the (p, n) reaction in order to minimize the
intensity of gamma rays produced by inelastic scattering
(E =478 keV) on Li, and by the Li(p, y) reaction
(Er =16 and 19 MeV). For the maximum energy loss of
100 keV, a lithium layer of —1 mg/cm was sufficient.

The Karlsruhe 4m barium fluoride detector was used
for the registration of capture gamma-ray cascades. This
detector (a comprehensive description is given in Ref. [9])
consists of 42 hexagonal and pentagonal crystals forming
a spherical shell of BaF2 with 10 cm inner radius and 15
cm thickness. It is characterized by a resolution in
gamma-ray energy of 7%%uo at 2.5 MeV, a time resolution
of 500 ps, and a peak efficiency of 90% at 1 MeV. Cap-
ture events are registered with -95% probability.

The main advantages of this experimental method are
the following: The entire capture cascade is detected with
good energy resolution. Thus, ambiguities in the detec-
tion efficiency due to different cascade multiplicities are
avoided. Capture events are concentrated around the
binding energies of the respective isotopes ( -6 MeV) and
thus well separated from most gamma-ray background
( ( 3 MeV). Background due to capture of sample scat-
tered neutrons appears mainly at -9 MeV (see Sec. III).
The subdivision of the detector into many individual
modules allows for a further separation of capture events
and background by the event multiplicity. The short pri-
mary flight path and the inner radius of the detector

guarantees that part of the TOF spectra is completely un-
disturbed by background from sample scattered neutrons
(see Sec. III). This range with optimum signal to back-
ground ratio can be used to normalize the cross section.
The high detection efficiency allows the use of small sam-
ples avoiding large multiple scattering corrections. Final-
ly, the Li(p, n) reaction yields neutrons exactly and ex-
clusively in the range of interest for s-process studies.

B. Samples

Metallic, isotopically enriched samples have been used.
The relevant parameters of the eight samples mounted
simultaneously in the sample changer are compiled in
Table II. The tellurium samples were pellets pressed
froID metal powder. Their weight was selected according
to the expected cross sections in order to obtain similar
capture yields per sample. The sample masses of the
main isotopes, ' ' ' Te, are lower in weight by factors
of 3 to 14 compared to the samples used by Macklin and
Winters [7]. Hence, sample-related uncertainties, i.e., for
multiple scattering and self-shielding corrections, are
significantly reduced. The heavier isotopes, ' Te and

Te, were included in the measurement to correct the
data of the other samples for isotopic impurities.

The exact characterization of the sample is a severe
problem for accurate cross section measurements [11].
This was particularly difficult in the case of tellurium,
due to the oxygen afBnity of this element. Another prob-
lem is a possible contamination with hydrogen in the
form of water or of a hydride [12]. Therefore, the materi-
al was carefully analyzed to detect contaminations of
these two elements. The sample material was stored in a
glove box under argon atmosphere, the samples were
welded into thin polyethylene foils during the experiment
to avoid oxygen absorption, and their weight was con-
trolled before and after the measurement. These precau-
tions were necessary since dummy samples from natural
tellurium powder showed an increase in weight of 0.3%
per week when stored in air. The unwanted hydrogen
introduced in this way results in a transmission of the foil
of 0.9984, and in a slightly moderated neutron flux at the
position of the sample. However, this effect cancels out
to a large extent in the present experiment since samples

TABLE II. Compilation of relevant sample data.

Sample'

(1) Au
(2) Graphite
(3) ' Te
(4) 123Te

(5) 124T

(6) '2'Te

(7) No sample
(8)

Thickness
(mm)

0.8
1.3
2.4
1.2
5.0
2.2

4.0

Thickness
( 10 atom/b)

4.3427
10.579
6.5889
2.2831

13.181
5.5059

10.257

Weight
(g)

1.11556
0.165 72
1.059 07
0.417 94
2.155 49
0.921 25

3.91742

Oxygen content
(%)'

0
0
0.72

12.1
0.98
2.48

3.17

Impurity
(%)'

& 0.01

& 0.03
& 0.03
& 0.03
& 0.02

& 0.02

Neutron binding
energy (MeV)

6.513

6.933
9.424
6.571
9.120

6.290

'Samples of 10 mm diameter except "Te (15 mm diameter).
"For samples 3—8 sum of all Te isotopes (oxygen not included).
'% of weight.
Impurity of other elements except oxygen.
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and reference sample are affected in the same way due to
their similar cross section shapes.

The sample material was checked via gas analysis of
solids using the method of vacuum hot extraction. For
this purpose, 10 mg powder was molten under vacuum in
a graphite container together with a bath material (2 g ul-
trapure Sn) at a temperature of 2300'C. The tellurium
metal forms on alloys with the bath material. Hydrogen,
either in the form of a hydride or absorbed as water, is
released into the gaseous phase. The same happens to ox-
ygen impurities, which react with the graphite to form
CO. The hydrogen is detected in the gaseous phase by
measuring the heat conductivity and the CO by infrared
absorption. The apparatus is calibrated by gases with
well defined composition. The method was optimized
and checked using natural tellurium oxide. Two (and in
case of ' Te three) independent measurements have been
performed for each sample material to prove the reprodu-
cibility of the method and the homogeneity of the
powder. The results —compiled in Table II—showed
that the "metallic" ' Te powder supplied by ORNL was
strongly oxidized. The other isotopes, which we had on
loan from the USSR, were better defined, but in any case,
data analysis simply adopting the specified metallicity of
the suppliers would have led to disasterous errors in the
cross sections. Hydrogen was not detected in the sample
material. It should be stressed that such problems with
unexpected sample impurities may well be one of the
reasons for the discrepancies in neutra1 capture cross sec-
tion measurements that can be found in literature.

The isotopic composition was redetermined at KfK
with two thermion mass separators, one with a 90' mag-
netic sector field, and the other with an electric quadru-
pole analyzer. The results are compiled in Table III to-
gether with the data provided by the suppliers. In gen-
eral good agreement is found, the only significant
differences being observed for the isotopes 122 and 123 in
the ' Te sample (see Sec. V).

The diameter of the samples was 10 mm. In case of
Te, the sample mass of 4 g made it necessary to in-

crease the diameter to 15 mm. As can be seen from Table
II, the thickness of some samples is relatively large and
the transmission is only 0.92. Since accurate data for the
total cross section of the tellurium isotopes were not
available from literature, the spectra measured with the

neutron monitor at 260 cm flight path did not allow us to
check the normalization of the neutron flux as in our first
measurement (Ref. [10]).

C. Measurements

The samples were moved cyclically into the measuring
position by a computer controlled sample changer. The
data acquisition time per sample was about 10 min, and
the time for completion of one cycle about 1.5 h. From
each event, a 64 bit word was recorded on magnetic tape
containing the sum energy and TOF information together
with 42 bits indicating those detector modules that have
contributed. As mentioned above, three measurements
for each sample were performed using neutron spectra
with 200, 100, and 70 keV maximum energy, respectively.
In one run, the threshold in the sum energy spectrum was
lowered to 1.9 MeV, while in the other runs it was fixed
at 2.4 MeV. This threshold determines the recorded
event rate, which was —1 kHz for the lower and 500 Hz
for the higher threshold. In total, -200 high density
tapes of data containing roughly 30 Gbyte of information
were recorded during this experiment. The spectra of the
two neutron monitor detectors were stored on disk.

III. DATA EVALUATION

The procedures of data evaluation have been described
in detail in Ref. [10]. For the present experiment, the de-
tails of data evaluation, calculation of correction factors,
and the results of individual runs and evaluation methods
are given in Ref. [13]. All events stored on magnetic tape
were sorted into two-dimensional sum energy versus TOF
spectra according to event multiplicities (evaluation 1).
In evaluation 2, this procedure was repeated by rejecting
those events for which only neighboring detector modules
contributed to the sum energy signal in order to reduce
background from the natural radioactivity of the BaF2
crystals and from capture of scattered neutrons in the
scintillator material. These two-dimensional spectra were
normalized to equal neutron flux using the count rate
from the lithium glass monitor, which was 1ocated close
to the neutron target; these normalization factors are in
general well below 1% (see Sec. V). In the next step, the
spectra measured without sample were subtracted to re-

TABLE III. Comparison of the isotopic enrichments of the tellurium samples (%}as quoted by the suppliers and measured at
KfK.

Sample

122T

123T

124T

125T

128T

120

&0.01
& 0.01
& 0.02
& 0.01
& 0.002
& 0.01
& 0.006
& 0.01
& 0.026
& 0.01

122

91.2
91.86
0.54
0.48
0.07

& 0.2
& 0.006
& 0.05
& 0.026
& 0.02

123

1.23
0.61

89.39
89.58
0.07

& 0.1
& 0.006
& 0.03

0.08
& 0.01

124

1.91
1.77
1.59
1.52

92.4
92.61
0.88
0.90
0.09
0.07

Isotope
125

0.80
0.78
1.24
1.24
4.06
4.03

93.9
93.88
0.16
0.17

126

1.57
1.58
2.72
2.68
1.59
1.55
3.61
3.55

98.4
98.58

128

1.91
1.98
2.53
2.51
1.06
1.07
1.06
1.07
0.93
0.85

130

1.38
1.42
1.99
1.99
0.75
0.74
0.55
0.60
0.34
0.34

USSR
KfK

ORNL
KfK

USSR
KfK

USSR
KfK

USSR
KfK
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FIG. 2. The different steps of background subtraction in the two-dimensional sum energy vs TOF spectra. Events with multiplici-

ty m & 2 are shown for the s-only tellurium isotopes measured in the run with 100 keV maximum neutron energy. (The original reso-
lution of 128 X 2048 channels was compressed in the plots into 64X 64 channels. )

move the sample-independent background. The remain-
ing time-independent background was determined at very
long flight times ( —3.9 ps), where no time-correlated
events are expected. Examples of these procedures are
shown in Fig. 2, where the two-dimensional spectra of the
run with 100 keV maximum neutron energy containing
all events with multiplicity )2 are given.

At this point, the spectra contain only events that are
correlated with the sample. The next correction to be
made was for isotopic impurities. In contrast to neutron
capture experiments without resolution in gamma-ray en-

ergy [8], the contribution to isotopic impurities has to be
eliminated from the measured spectra before evaluating
the correction for scattered neutrons or determining a
capture yield. This is important, since the respective
events are located at different sum energies. Therefore,

the spectra of the impurity isotopes were subtracted after
normalization such that they account for their respective
isotropic abundance. The coefficients are compiled in
Table IV. The isotopes ' Te and ' Te, not covered by
the present experiment, were treated as ' Te, since this
isotope has about the same binding energy. The cross
section ratio was assumed to be energy independent and

scale as 1:0.5:0.2 for Te: Te: Te according to
Ref. [14]. The impurities of these isotopes are in the per-
cent range and their cross sections are small. Therefore,
this assumption does not affect the results. The worst
case is ' Te, where according to Table IV the corrected
spectrum is calculated by

As the sample masses are selected to give equal capture

TABLE IV. Matrix for the isotopic correction (%), using the approximation cr(' Te) =0.5o.(' Te) and g (' Te) =0.2o.(' Te).

Corrected
spectrum

122T

123T

124T

125T

126Te

122T

100
—0.1817

123T

—1.966
100

Measured spectrum

124T

—0.9450
—0.2799

100
—0.4050
—0.1297

125T

—0.8805
—0.5137
—10.2678

100
—0.7451

126T

—0.7932
—0.4223
—1.1833
—1.0078

100

Corrected
sample thickness

( 10 atom/b)

6.0523
2.0451
12.2016
5.1664
10.1601
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FIG. 3. Sum energy spectrum measured with the graphite
sample, showing capture events in the different barium isotopes
of the scintillator. The shaded boxes indicate the regions that
were used to normalize the corresponding backgrounds for the
odd (left) and even (right) tellurium isotopes, respectively.

yield, this relation seems to imply that the ' Te yield is
reduced by —10%%uo. Actually, the reduction is less than
4% as most of the count rate in the ' Te spectrum is lo-
cated near the binding energy of 9 MeV, a region that is
not used for evaluation of the ' Te cross section at all
(binding energy 6.6 MeV).

In the corrected spectrum calculated, e.g., for ' Te,
from the five measured spectra and using the matrix ele-
ments given in Table IV, not only the isotopic impurities
of ' Te to ' Te are eliminated, but also the effect of the
main isotope is reduced. This is because the spectra mea-
sured with the other samples contain ' Te as an impuri-
ty. In the final analysis, this was considered by a correct-
ed sample thickness, which is given in the last column of
Table IV.

After the correction for isotopic impurities, the back-
ground due to capture of sample scattered neutrons was
removed from the spectra by means of the data measured
with the carbon sample. The scattered neutrons are cap-
tured mainly in the barium isotopes of the scintillator.
This is shown in Fig. 3, where the sum energy of the
events recorded with the graphite sample is plotted. The
binding energy of the even tellurium isotopes being below
7 MeV, capture events in ' ' Ba are well separated by
their sum energy from the true capture events in the sam-
ple. The energy range from 8 to 10 MeV (shaded box on
the right in Fig. 3) is used to normalize the carbon spec-
trum for subtraction of the sample scattered neutron
background. This normalization is calculated dependent
on the TOF, which is very important for the accuracy of
the experimental method. After subtraction, the spectra
contain true capture events only (lower part of Fig. 2),
and can be used to determine the cross section.

For the odd tellurium isotopes, this procedure is not
applicable since their binding energy is -9 MeV. In this
case, the correction for sample scattered neutrons had to
be normalized at the peak due to capture in ' Ba and

Ba (see shaded box on the left in Fig. 3), which was in-
tegrated for several TOF intervals. This method, howev-
er, leads to systematic uncertainties at very low neutron
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FIG. 4. TOF spectra measured with the ' Te sample in runs
with different maximum neutron energy. The background due
to capture of sample scattered neutrons is shown separately.
The signal to background ratio at 30 keV increases from 4.0 to
S.7 and 7.4 by lowering the maximum neutron energy. The
TOF region used for the absolute normalization of the cross sec-
tion is shown by the shaded box.

energies because of the reduced signal-to-background ra-
tio. For the odd isotopes the cross section was, therefore,
evaluated only above 15 keV neutron energy.

In Fig. 4, the TOF spectra of the ' Te sample are pro-
jected from the two-dimensional data using only the sum
energy region with optimum signal to background ratio
near the binding energy (see below). The background due
to capture of sample scattered neutrons is shown sepa-
rately. The data are given for the three experimental
runs with 200, 100, and 70 keV maximum neutron ener-

gy, illustrating that the signal to background ratio at 30
keV increases from 4.0 to 5.7 and 7.4 in these cases, re-
spectively. At low neutron energies, the signal to back-
ground ratio is rapidly decreasing. In view of the com-
parably small cross sections of the isotopes investigated
here, it is, therefore, not possible to extend the evaluation
below 10 keV with suScient statistical accuracy.

After background subtraction, the TOF spectra shown
in Fig. 4 were used to determine the shape of the cross
section. For normalization, the two-dimensional spectra
were projected onto the sum energy axis in the region of
optimum signal to background ratio as indicated by shad-
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ed boxes in Fig. 4. The result is shown in Fig. 5 where
the events with multiplicity &2 are plotted for all iso-
topes.

In Fig. 6, the sum energy spectra of ' Te and ' Te are
shown as a function of the detector multiplicity. A mul-
tiplicity ~ 5 is observed for -40%%uo of the events in the
even and for ~ 60% in the odd tellurium isotopes.
Gamma-ray background affects mainly the spectra with
multiplicity 1 and 2 below -4 MeV (channel number 45)
giving rise to large statistical fluctuations. The figure
demonstrates the potential of the detector as a multiplici-
ty filter which separates capture events with high multi-
plicity from gamma-ray background with low multiplici-
ty.

The cross section ratio of isotope L relative to the gold
standard is then
o;(X) Z, (X) QZ(Au) gE(X) m (Au) F F

o, (Au) Z;(Au) gZ(X) QE(Au) m(X)
(1)

In this relation, Z; is the count rate in channel i of the
TOF spectrum, gZ is the integral TOF count rate in the
interval used for normalization (see Fig. 4), gE is the to-
tal count rate in the sum energy spectrum for all multipli-
cities summed over the normalization interval (see Fig.
6), and m is the sample thickness in atoms/b. The
correction factor F, is the ratio of the capture events
below the threshold for sample and reference sample
(Table V), and F2 the respective ratio of the multiple
scattering corrections (Table VI).

The fraction of unobserved capture events, f and the
correction factor F, , were calculated as described in de-
tail in Ref. [10]. For this purpose, two items of informa-

tion are necessary: the individual neutron capture cas-
cades and their relative contribution to the total capture
cross section as well as the detector efficiency for
monoenergetic gamma rays in the energy range up to 10
MeV.

The capture cascades and capture gamma-ray spectra
of the involved isotopes have been calculated according
to the statistical and optical model [15], details being
compiled in Ref. [13]. The 20 most probable cascades
yield 25 —35% of the cross section, but up to 1000 were
used in evaluating F, in order to cover 95% of the cross
section. The average multiplicity of the cascades ranges
for the different isotopes from 3.2 to 3.8.

The efficiency of a BaF2 shell for monoenergetic gam-
ma rays was calculated in Ref. [16]with different assump-
tions for multiple Compton events, resulting in an op-
timistic and a pessimistic estimate for the peak efficiency,
SW(MAX) and SW(MIN). The data given in Ref. [10]
were used to calculate the fraction f of unobserved cap-
ture events (see Table V). In the actual measurements,
we used a threshold in the sum energy of 1.9 MeV in one
run and of 2.4 MeV in the two others. Accordingly, the
efficiency of the detector was 97—98% for the odd and
93—95%%uo for the even isotopes. It has to be noted that
for the present experimental method it is not necessary to
know the absolute efficiency of the detector, which de-
pends on the efficiency for monoenergetic gamma rays.
As can be seen from Table V, differences of the order of
1% are observed for the different assumptions SW(MAX)
and SW(MIN). Since sample and standard are measured
with the same detector, the final correction factors F, are
quite insensitive to the assumed detector efficiency. For
the even isotopes, which are close in binding energy to

16 — 122
12-
8 THRE

2. 4

Me V - 123

124. MeV 125
T 9. 1 MeV

19 MeV

I 1 I I I I I I I I I I

0 20 40 E'0 80 100 120 0 20 40 60 80 100 120

CHRNNEL NUMBER
FIG. 5. Sum energy spectra of all isotopes measured in the run with 200 keV maximum neutron energy containing all events with

multiplicity & 2. These spectra were obtained by projection of the two-dimensional spectra in the TOF region below the maximum
neutron energy as indicated for the ' Te sample in Fig. 4.
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FIG. 6. Sum energy spectra from ' Te and ' Te in depen-
dence of detector multiplicity (the same data as shown in Fig.
5). The regions used to determine the cross section shape are in-
dicated by arrows. The relative intensity of the capture events
is given in percent.

the gold standard, the correction is very small and only
for the odd isotopes differences in efficiency of several
percent are found.

In Fig. 7, the calculated sum energy spectra are shown
separately for the two different assumptions of the detec-
tor efficiency. Comparison with the experimental results
given in Fig. S demonstrates that they are indeed between
these two extremes.

The correction for multiple scattering and self-
shielding in the sample was calculated by the SESH code
[17]. Recently, the code was changed by the author to
consider the more accurate formula for the level density
as described in Ref. [10]. The parameter of nuclear tem-
perature was replaced by the pairing energy 6 which was
taken from Ref. [18]. Now, the level spacing of p and d
waves is calculated by the program. The main problem is
to find sets of parameters that reproduce not only the
capture cross section but, in addition, the total cross sec-
tion of each isotope as well. It turned out, that experi-
mental results on the total cross section were not avail-
able in the energy range considered. Data were published
only above 200 keV in the work of Musaelyan and Skor-
kin [19]. Therefore, the calculations were made in three
different ways in order to find the most reliable results
and to study the sensitivity on the input parameters.

In the first calculation, we started from the parameters
given by Mughabghab [20]. These data were changed
such that the total cross section of the Joint Evaluated
File (JEF) evaluation [21] was reproduced within an un-
certainty of -3%%uo and the capture cross sections of
Macklin and Winters [7] within —10%. The respective
input parameters as well as the results for the total cross
sections are compiled in Ref. [13]. In the second step, a
detailed resonance analysis was performed using the pos-
sibilities of the Bologna group, i.e., analysis of the cumu-
lative number of neutron width distributions, of the cu-

TABLE V. Calculated fraction of unobserved capture events, f (%), and the corresponding correc-
tion factors, F&, for the cross section ratios.

Sample 1.5 1.9 2.0 2.4

Threshold in sum energy (MeV)

2.5

Assumption for
gamma-ray
efficiency

Solid angle 94%%uh,

f(Au)
f (122Te)

f'( 123Te)

f (124Te)

f (125Te)

f (126Te)

f(Au)
f (122Te)

f ( 123Te)

f ( 124Te)

f ( 125Te)

f( Te)

gamma-ray threshold 50
3.66
3.07
1.27
3.15
1.00
3.16
4.08
3.63
1.48
3.70
1.14
4.02

keV
5.25
5.22
1 ~ 89
5.10
1.48
6.72
6.19
5.89
2.50
5.87
1 ~ 82
7.45

7.78
6.88
3.30
6.93
2.27
8.85
8.99
8.95
3.81
8.40
2.63
9.93

SW(MAX)

SW(MIN)

F (' Te/Au)

F, (' Te/Au)
Fl ( Te/Au)
FI (

' Te/Au)
F) ( Te/Au)

0.995
0.975
0.996
0.971
0.997

0.997
0.967
0.997
0.962
1.010

0.998
0.964
0.998
0.959
1.015

0.996
0.953
0.993
0.943
1.012

0.995
0.950
0.992
0.939
1.011

—,'SW(MAX)
+ —'SW(MIN)
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TABLE VI. Correction factors for neutron multiple scattering and self-shielding, MS. The correc-
tion for the cross section ratio is given by F, =MS(Au)/MS(X).

Energy range
(keV)

5—10
10-15
15-20
20-30
30-40
40-60
60-80
80-100
100-120
120-150
150-200

Au

0.997
1.020
1.031
1.037
1.038
1.036
1.034
1.031
1.029
1.026
1.023

122T

0.952
0.975
0.985
0.991
0.995
0.998
1.000
1.002
1.002
1.003
1.003

123T

0.997
1.007
1.009
1.010
1.011
1.010
1.010
1.010
1.009
1.009
1.008

MS
124T

0.933
0.950
0.956
0.961
0.967
0.974
0.979
0.983
0.986
0.988
0.990

125T

0.965
0.986
0.995
1.002
1.005
1.007
1.008
1.008
1.008
1.009
1.009

126T

0.960
0.968
0.972
0.975
0.976
0.979
0.983
0.985
0.988
0.991
0.995
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FIG. 7. Calculated sum energy spectra of the 4~ BaF2 detec-
tor as obtained under different assumptions on the detector
efficiency. These spectra were used to derive the correction F,
for unobserved capture events.

mulative number of resonances, of the reduced neutron
widths, the reduced neutron width sampling analysis, the
truncated Porter-Thomas distribution, and the missing
level estimator method. These studies led to a recom-
mended set of parameters [13] which gave significantly
larger total cross sections. This input was only slightly
modified in order to reproduce the capture cross sections.
Finally, the total cross sections were measured for the s-
only isotopes in the energy range from 10 to 80 keV in a
separate experiment [22] together with the shape of the
capture cross section which was determined down to 1

keV. In this experiment, good agreement was found with
the JEF data for ' Te and ' Te, while for ' Te the cross
section was significantly larger. Therefore, a third calcu-
lation was performed for this isotope increasing the So
strength function. In case of ' Te, oxygen was included
in the calculation. The contamination of 12.1 %%uo in
weight (see Table II) leads to a contribution of 1.06 oxy-
gen atoms per tellurium atom, which causes a significant
increase of the total cross section. The correction factors
MS(X) adopted in the final evaluation are compiled in
Table VI; the results for the individual calculations which
are necessary to estimate the uncertainty of this correc-
tion can be found in Ref. [13].

The comparatively small sample masses used in the
present experiment lead still to sizable corrections up to
-5%. In the work of Macklin and Winters [7], which
was carried out with samples that were up to 14 times
heavier, no data are given for this correction. Though
much larger corrections are expected in that experiment,
their determination was facilitated by the fact that
resolved resonances could be fitted at low energies.

The determination of the neutron energy could be
checked by means of the ' Te resonances which were
resolved at low neutron energies. On average, the agree-
ment with the resonance energies given by Macklin and
Winters [7] is better than 100 eV.

IV. RESULTS FOR THE NEUTRON
CAPTURE CROSS SECTIONS

The neutron capture cross section ratios of the telluri-
um isotopes relative to ' Au are listed together with the
respective statistical, systematic, and total uncertainties
in Table VII. The individual data for the three runs and
the two evaluations discussed in Sec. III are given in Ref.
[13]. The values of Table VII are weighted averages of
the three runs, the weight being determined by the in-
verse square of the statistical uncertainties. As in our
first experiment [10], the results of evaluation 2 were
adopted as the final cross section ratios. The uncertainty
in the cross section ratio is of the order of 1% and even
the sma11 cross section of ' Te could be determined with
-2% accuracy. This is a significant improvement com-
pared to other experimental techniques. The energy bin-
ning chosen is fine enough that systematic uncertainties
in the calculation of Maxwellian-averaged cross sections
(see Sec. VI) are avoided.

The experimental ratios were converted into absolute
cross sections by means of the gold cross section of
Macklin [23] after norinalization by a factor of 0.989 to
the absolute value of Ratynski and Kappeler [24]. If
these data, given in Table VIII, are used in further work,
their uncertainties can be calculated from the uncertainty
of the cross section ratio by adding quadratically the
1.5% uncertainty of the standard.

Figure 8 shows a comparison of the present results for
the s-only isotopes with the data of Macklin and Winters
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[7]. On average, the agreement in the energy interval 20
to 100 keV is better than 2.5%, well within the quoted
uncertainties. The shape of the ' Te cross section is
slightly different. At 100 keV, the present data are lower
by -2% while they are higher by -4% at 20 keV. An
exception is ' Te, where the cross section found in the
present experiment is systematically lower by —15%. In
view of this generally good agreement, the comparison to
the older data of Bergman and Romanov [25] and Mack-
lin and Gibbons [26] can be taken from Ref. [7].

V. DISCUSSION OF UNCERTAINTIES

The determination of statistical and systematic uncer-
tainties of the present experimental method has been de-
scribed in Ref. [10]. In the following we consider mainly
new aspects that were inherent to the present experiment
on the tellurium isotopes. The individual uncertainties
are compiled in Table IX.

(i) Background subtraction. The subtraction of the
background due to sample scattered neutrons in the odd
tellurium isotopes as described in Sec. III may lead to
systematic uncertainties in the very low neutron energy
range. There, the signal to background ratio is poor and
the accuracy of the peak area around 6.9 MeV due to
capture in ' Ba and ' Ba is not sufficient for a reliable
background subtraction. For this reason, we hesitated to
quote the data below 15 keV. The correlated uncertainty
in the energy range above 15 keV was estimated to be
well below the statistical uncertainty and was therefore
neglected. This is con6rmed by the fact that for ' Te no
systematic deviations from the data of Macklin and
Winters [7] are observed at low neutron energies (see Fig.
8). In case of ' Te the situation is not so clear. For this
isotope, the shape is slightly different up to 100 keV,
which can certainly not be explained by this effect.

(ii) Flight path. The liight path was measured several
times during the experiment and was found reproducible

Energy Uncertainty

TABLE VII. The final neutron capture cross section ratios of ' Te, ' 'Te, "Te, ' 'Te, and "Te relative to ' 'Au together with the
statistical and systematic uncertainties in (%%uo) (energy bins as used for the calculation of the Maxwellian-averaged cross sections).

~i'"Te)
Uncertainty ]97 ]97 Uncertainty~('"Au) cr(' Au)

(keV)

5—7.5
7.5 —10
10-12.5
12.5-15
15-20
20-25
25-30
30-40
40-50
50-60
60-80
80—100
100-120
120-150
150-175
175-200

0.3846
0.4461
0.4179
0.5711
0.5996
0.5551
0.5239
0.5427
0.5589
0.5072
0.5325
0.5202
0.5136
0.5232
0.5369
0.5621

stat

8.0
5.3
3.1
2.3
1.3
1.1
0.9
0.7
0.7
0.8
0.7
0.8
1.0
0.9
1.0
1.2

sys

0.8
0.8
0.8
0.8
0.8
0.8
0.8
0.8
0.8
0.8
0.8
0.8
0.8
0.8
0.8
0.8

tot

8.0
5.4
3.2
2.4
1.5
1.4
1.2
1.1
1.1
1.1
1.1
1.1
1.3
1.2
1.3
1.4

1.4292
1.5767
1.5567
1.5575
1.6283
1.6214
1.5739
1.5608
1.4695
1.4706
1.4035
1.2607

stat

1.6
1.2
1.0
0.8
0.7
0.8
0.7
0.8
1.1
1.0
1.1
1.3

sys

0.8
0.8
0.8
0.8
0.8
0.8
0.8
0.8
0.8
0.8
0.8
0.8

tot

1.8
1.4
1.3
1.1
1.1
1.1
1.1
1.1
1.4
1.3
1.4
1.5

0.1966
0.2596
0.1969
0.2851
0.3167
0.2977
0.2758
0.2742
0.2772
0.2798
0.2599
0.2755
0.2763
0.2730
0.2904
0.2879

stat

11.1
6.4
4.6
2.9
1.6
1.4
1.2
1.0
1.0
1.0
0.9
1.1
1.3
1.2
1.3
1.5

sys

0.8
0.8
0.8
0.8
0.8
0.8
0.8
0.8
0.8
0.8
0.8
0.8
0.8
0.8
0.8
0.8

tot

11.1
6.4
4.7
3.0
1.8
1.6
1.4
1.3
1.3
1.3
1.2
1.4
1.5
1.4
1.5
1.7

Energy

(keV)

5-7.5
7.5-10
10-12.5
12.5 —15
15-20
20-25
25-30
30—40
40-50
50—60
60-80
80—100
100-120
120-150
150-175
175-200

( 125Te )

cr(' Au)

0.8850
1.0192
0.9338
0.8681
0.8673
0.7440
0.6467
0.6077
0.5312
0.5009
0.4707
0.4687

stat

1.4
1.1
0.9
0.7
0.7
0.7
0.7
0.9
1.1
1.0
1.2
1.4

Uncertainty

sys

0.8
0.8
0.8
0.8
0.8
0.8
0.8
0.8
0.8
0.8
0.8
0.8

tot

1.6
1.4
1.2
1.1
1.1
1.1
1.1
1.2
1.4
1.3
1.4
1.6

~( 126Te)

cr('"Au)

0.1210
0.1218
0.1603
0.1531
0.2174
0.1522
0.1448
0.1356
0.1412
0.1500
0.1321
0.1362
0.1385
0.1395
0.1405
0.1455

stat

17.1
13.2
5.3
5.0
2.4
2.6
2.2
1.8
1.8
1.8
1.7
2.0
2.4
2.3
2.4
2.6

Uncertainty

sys

1.0
1.0
1.0
1.0
1.0
1.0
1.0
1.0
1.0
1.0
1.0
1.0
1.0
1.0
1.0
1.0

tot

17.1
13.2
5.4
5.1

2.6
2.8
2.4
2.1

2.1

2.1

2.0
2.2
2.6
2.5
2.6
2.8
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TABLE VIII. The neutron capture cross section of ' Te, ' Te, ' Te, ' Te, and ' Te calculated from the experimental ratios us-
ing the gold data from literature [23,24].

Energy
(keV)

5 —7.5

7.5—10
10-12.5
12.5-15
15-20
20-25
25-30
30-40
40-50
50-60
60-80
80—100
100-120
120-150
150-175
175-200

o.(' Au)
(mb)

1726.7
1215.7
1066.7
878.0
738.8
600.0
570.8
500.4
433.3
389.6
349.4
298.3
290.1

274. 1

263.7
252.6

o(' Te)
(mb)

664.1

542.3
445.8
501.4
443.0
333.1
299.0
271.6
242.2
197.6
186.1
155.2
149.0
143.4
141.5
142.0

( 123T

(mb)

1055.9
946.1

888.6
779.4
705.6
631.7
549.9
465.6
426.3
403.2
370.0
318.4

( 124T

(mb)

339.5
315.6
210.1
250.4
234.0
178.6
157.5
137.2
120.1

109.0
90.8
82.2
80.2
74.8
76.6
72.7

o(' 'Te)
(mb)

653.8
611.5
533.1

434.4
375.8
289.9
226.0
181.3
154.1

137.3
124.1

118.4

o ( 126Te)

(mb)

209.0
148.1
171.0
134.4
160.6
91.3
82.7
67.9
61.2
58.5
46.2
40.6
40.2
38.2
37.1

36.8

10CG—
=I RESEtJ

',, 0F'~'

within an accuracy of +0. 1 mm. In spite of the fact that
the thickness of the samples varied between 0.8 and 5
mm, the mean Qight path of the samples agreed within
+0. 1 mm. Therefore, the uncertainty of O. l%%uo quoted in
Ref. I10j was found to be a reasonable estimate for the
present experiment, too.

(iii) Sample mass The .uncertainty in the sample mass
is dominated by the accuracy of the oxygen content,
which is +0.04%%uo in case of samples with low contamina-
tion (see Table II) and +0.1% for ' Te. These results
were confirmed in repeated measurements, and are, there-
fore, representative for the powder material. The final
samples were prepared and weighed at the same time
when the oxygen content was determined to made sure
that no changes in stoichiometry took place. Actually,
the weight of the samples increased in the time between
preparation and canning by 0.2 mg in spite of the fact

that they were always kept in an argon atmosphere.
After canning in a thin polyethylene foil, the weight in-
creased during the seven months of the measurement by
0.6—1.7 mg/sample corresponding to less than O. l%%uo of
the weight. Again, the situation was different for the

Te sample that showed an increase of 3%. The addi-
tional mass is supposed to be due to further absorption of
oxygen. While this does not affect the uncertainty of the
mass determination, it increased the uncertainty of the
multiple scattering correction (see below).

Impurities by other elements in the sample material
were analyzed by the suppliers and found to be below the
detection limits between 0.05% and 0.005%. It is not ex-
pected that these impurities can affect the sample mass
beyond the uncertainty of 0.1% given in Table IX.

(iu) Isotopic enrichment. In the measurement of the
isotopic composition performed at KfK, abundances of
5%%uo could be determined with an uncertainty of ~1%%uo

and abundances of 0.5% with an uncertainty of 3%%uo.

From these values, an uncertainty of 2% can be interpo-

TABLE IX. Systematic uncertainties (%%uo).

600 —.
I

E'

200—
A

0
0

L
24

100 '200
N~' ~TR™'~ ENERGY t I: E''.t i

FICs. 8. The neutron capture cross section of the s-only tellu-
rium isotopes in the energy range from 10 to 200 keV (open
bars) in comparison with the data of Macklin and Winters [7].

Total
systematic
uncertainties

o.( ' Te)/o-(Au)
o (

' Te)/o. (Au)
~('"Te)/~(Au)
o (

' Te)/o (Au)
~('"Te)/~(Au)

Flight path (cross section ratio)
Neutron flux normalization (cross section ratio)
Sample mass (tellurium isotopes)
Isotopic enrichment (tellurium isotopes)
Multiple scattering (Au)

( 122Te)

( 123T

( 124Te)

( 125Te)

(
126T

)

Unobserved events (cross section ratio)

0.1

0.2
0.1

0.2
0.3
0.3
0.2
0.3
0.3
0.7
0.6

0.8
0.8
0.8
0.8
1.0
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lated for a typical isotopic impurity of 2% (Table III).
Since the samples are enriched to 90% or more, the 10%
impurities were determined with an average uncertainty
of 2%. This leads to an uncertainty of 0.2% for the main
isotope which was taken as the systematic uncertainty.
This is a reasonable estimate according to the differences
between our results and those of the suppliers.

The only remarkable discrepancy is the ' Te content
of the ' Te sample, where a difference of 0.6% was
found. The sum of the isotopes 122 and 123, however,
agrees to better than 0.1%. This leads to the idea that a
limited mass resolution prevented a complete separation
of the weak intensity of isotope 123 from the strong 122
component in one of the measurements. The mass
separators used at KfK have a mass resolution of 500. It
implies that for a mass around 100 the full width at tenth
of the maximum of a peak in the mass spectrum is a fac-
tor of five smaller than the distance to the next isotope.
Thus an incomplete mass separation can be excluded in
our analysis and our data were assumed to be correct.

(v) Isotopic correction. The uncertainty discussed
above causes an uncertainty in the number of atoms in
the sample m (X) [see Eq. (1)]. An additional uncertainty
comes from the fact that part of the count rate Z; is re-
moved to account for the other isotopes as described in
Sec. III. Fortunately, in the present experiment this
correction is small. For the even isotopes it is dominated
by the impurities of odd isotopes as they have larger cross
sections. But as they have higher binding energies, too,
the spectrum is changed essentially in the sum energy re-
gion around 9 MeV that is not used for the evaluation of
the even isotopes at all. On the other hand, the correc-
tion for the odd isotopes is small since the even isotopes,
which dominate the impurities, have significantly smaller
cross sections. In the TOF spectra (see, e.g., Fig. 4) used
for the determination of the cross section shape, the
reduction in count rate by the isotopic correction was
only 1 —2% with maximum values of -4% for the ' Te
sample. This correction is known with a systematic un-
certainty of 2'Fo, yielding a negligible uncertainty of less
than O. l%%uo.

The corrections (i v ) and ( u) partly compensate for each
other, the combined effect being smaller than if they are
treated independently. Thus even the 0.6% discrepancy
in the ' Te content of the ' Te sample would not change
the final cross section by more than 0 4%.

(vi) Dead time and pileup Systematic . uncertainties
correlated with these effects were discussed in Ref. [10]
and were found to be negligible.

(uii) Ãormalization to equal neutron flux. In the
present experiment only the count rate of the neutron
monitor close to the neutron target was used for normali-
zation. Therefore, we slightly increased the correspond-
ing uncertainty for the cross section ratio to 0.2%. This
seems rather conservative since the corrections them-
selves are smaller than 1% (see Ref. [13]).

(uiii) Spectrum fraction The system. atic uncertainty of
the fraction of unobserved capture events F, [see Eq. (1)]
was discussed in detail in Ref. [10], where a systematic
uncertainty of 0.6%%uo was found. This discussion is still
valid for the present experiment but part of the uncer-

N =QZ(Au)QE (X) gZ (X)QE(Au) (2)

and F& [see Eq. (1)], but their product should remain un-

changed. The respective values are given in Ref. [13].
Both evaluations differ on average by -1%, but this
difference can fully be explained by the statistical uncer-
tainty of N and the systematic uncertainty of I', . A
larger systematic uncertainty in F, should show up im-
mediately for the odd isotopes for which the correction is
a factor of ten larger than for the even isotopes. In our
final results given in Table VII the higher threshold was
used in this run, too, since the statistical uncertainty is
smaller for that choice.

(ix) Multiple scattering. The multiple scattering and
self-shielding correction was calculated with different in-
put parameters to study the systematic uncertainties. It
turned out that this correction is most sensitive to the to-
tal cross section. For the odd isotopes the size of the
correction is generally small because of the small sample
mass and because multiple scattering (MS) and self-
shielding compensate each other. The effect of the total
cross section is much larger for the even isotopes. Espe-
cially the small capture cross section of ' Te and the
large sample mass had the consequence that MS is
strongly dependent on the total cross section. The uncer-
tainties given in Table IX were derived from the assump-
tion that the total cross section was reproduced within
+5% in the calculation.

The oxygen content had to be considered in the sys-
tematic uncertainty, too. The calculations for the ' Te
sample showed that a contamination of 12% changes the
correction by 0.008 on average. This result was used to
estimate the systematic uncertainties caused by neglect-
ing the initial oxygen content of all samples except for

Te and by the increase in mass observed during the ex-
periment.

These estimates of the systematic uncertainties are
correct for most of the energy range covered, but it seems
somewhat optimistic for the values derived for ' Te and

Te at 10 keV. The assumption on the total cross sec-
tions of ' Te that were mainly based on the systemat-

tainties are not relevant for the tellurium isotopes and
affect only the gold spectrum. All cascades up to multi-
plicity 6 were included in the calculations. The variation
of the energy threshold between 0 and 100 keV is ir-
relevant for capture in ' ' ' Te since no transitions
below 100 keV are observed in the compound nucleus.
Thus the quoted uncertainty of 0.6%%uo is still acceptable
for the cross section ratio of the tellurium isotopes rela-
tive to the gold standard. In our s-process studies (see
Sec. VII), where only the cross section ratios
cr(' Te)/cr(' Te) and o(' Te)/o(' Te) are important,
the uncertainty in the cross section ratio is even smaller
because the uncertainty due to the gold spectrum cancels
out.

The calculation of the fraction of unobserved capture
events was checked by evaluating the run with 100 keV
maximum neutron energy for a threshold in the sum en-
ergy of 1.9 and 2.4 MeV. This difference affects only the
normalization factor
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TABLE X. Maxwellian-averaged neutron capture cross sections of the tellurium isotopes 122 to 126. The uncertainty of 1.5% of
the gold standard is not included in the quoted uncertainty since it cancels out in most applications of relevance for nuclear astrophy-
sics (see Sec. VII).

kT
(keV)

10
12

25
30
40
50
52
60
70
80
90
100

122T

(mb)

541.1+6.2
488.7+5.2
367.9+3.6
325.6+3.1

295.4+2.7
255.2+2. 3
230.3+2. 1

226.4+2. 1

213.6+ 1.9
201.8+1.9
193.1+1.7
186.0+1.7
180.2+ 1.6

123T

(mb)

1436.1+16.6
1310.3+14.0
1017.2+9.8
910.8+8.5

831.5+7.7
718.9+6.6
641.2+5.9
628.2+5.8

583.4+5.4
538.3+4.9
501.7+4.6
470.9+4.3
444.3+4. 1

124Te

(mb)

288.8+3.5
259.9+3.0
194.6+2. 1

171.0+ 1.8
154.6+ 1.6
133.3+1.4
120.4+ 1.3
118.2+ 1. 1

111.5+1.1

105.6+1.0
101.0+ 1.0
97.5+0.9
94.5+1.0

125T

(mb)

815.2+ 10.9
745.0+8.8
560.4+5.5

486.8+4.7
431.2+4.0
353.4+3.3
302.2+2.8
294.1+2.6
266.6+2.4
240.5+2.2
220.6+2. 1

204.6+ 1.8
191.4+1.7

126'

(mb)

152.1+2.9
138.0+2.6
103.0+ 1.8
90.3+1.5
81.3+1.4
69.5+1.1

62.2+1.0
61.0+1.0
57.3+0.9
53.9+0.9
51.4+0.8

49.4+0.7
47.7+0.7

ics of the other isotopes may also be criticized. But with
the detailed information given in Ref. [13] it should be
possible to derive revised values for this correction if new
data for the total cross sections become available that
differ significantly from the adopted ones.

UI. MAXWELLIAN-AUERAGED CROSS SECTIONS

The Maxwellian-averaged cross sections were calculat-
ed in the same way as described in Refs. [10] and [27].
The neutron energy range from 0 to 600 keV was divided
into four parts I, to I4, according to the cross sections
from different sources. The contribution I, at low neu-
tron energies is calculated from resonance parameters,
while I3 covers the range of the present experiment. In
parts I2 and I4 above and below, respectively, the cross
section shape was taken from literature and normalized
to the present data. The individual contributions are tab-
ulated in Ref. [13]. The values I3 were calculated using
the cross sections in the energy binning given in Table
VIII, which is fine enough to make the correlated sys-
tematic uncertainty negligible. For the three s-only iso-
topes ' ' ' Te, I& had to be calculated from resonance
parameters [20] only in the interval from 0 to 1 keV. For
part I2 we used the data of Xia et al. [22] that were nor-
malized to the present data in the overlapping energy
range. This procedure was applicable since the cross sec-
tion shapes were practically identical. The energy inter-
val from 200 to 600 keV that contributes only very little
to the Maxwellian average at typical s-process tempera-
tures was covered by the data of Macklin and Winters [7]
normalized in the same way. For the isotopes ' ' Te
the data of Ref. [7] had to be used in the low energy
range, too, and I& was extended from 0 to 3 keV. The
uncertainties of the individual parts, 6I„,are discussed in
Ref. [13].

The systematic uncertainty of the Maxwellian-
averaged cross section is the uncertainty of the cross sec-
tion ratio (see Table VII) which has to be assigned to the
summed intensity I2+I3+I4. The 1.5% uncertainty of
the gold standard was not included since it cancels out in

most applications of relevance for s-process studies (see
Sec. VII). The Maxwellian-averaged cross sections to-
gether with their total uncertainty are given in Table X.
For temperatures in excess of kT =20 keV it is dominat-
ed by the systematic uncertainty.

We note that in determining ratios, as, e.g. ,
(o )(' Te)/(o )(' Te), it is not allowed to add the un-
certainties given in Table VII quadratically, because they
are highly correlated. For example, the statistical uncer-
tainties of the cross section ratios are partly determined
by the count rate in the gold spectra
[Z, (Au), QZ(Au), QE(Au) in Eq. (1)], which cancels out
in the cross section ratio of two tellurium isotopes. The
same holds for the systematic uncertainties for multiple
scattering and for the spectrum fraction of the gold sam-
ple. The exact uncertainty of the ratio of Maxwellian-
averaged cross sections of two tellurium isotopes is com-
plicated to determine and will be discussed in detail in
Sec. VII. As an estimate, the larger value of the two
cross sections involved in the ratio could be used, since
statistical and systematic uncertainties of the gold sample

Isotope

116S

117S

118S

119S

120S

121S m

122S

'2'Sb
123Sb

122Te

123T

124T

(o ) (mb)'

93.6+5
409+78
64+12
251+48
32.5+1.4
194
23+5
541+15
309+9
300.5+2.7
845.7+7.8
157.2+ 1.6

Reference

Beer et al. [34]
Bao and Kappeler [14]
Bao and Kappeler
Bao and Kappeler
Schanz [33]
Holmes et al. [35]
Bao and Kappeler
Schanz
Schanz
Present work
Present work
Present work

'Maxwellian-averaged cross sections at kT= 29 keV, extrapolat-
ed according to 1/v from the data given for kT =30 keV.

TABLE XI. Input data for the stellar neutron capture cross
sections used in the calculations according to the classical mod-
el.
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TABLE XII. s-process production ratios of ' Te, ' Te, and ' Te relative to solar abundances (nor-
malized at ' Te).

Isotope
Classical model

Present work Macklin'
Low mass stars

Present work Macklin'

122T

123Te

124Te

0.984+0.012
1.003+0.012
1

1.032+0.057
1.021+0.051
1

0 91+0 01
0.94+0.01
1

0.96+0.06
0.96+0 05
1

'Capture cross sections from Macklin and Winters [7].
Error bars due to uncertainty of the capture cross section of tellurium isotopes. An additional uncer-

tainty of -0.01 comes from the cross sections of the unstable isotopes ' 'Sn and ' Sb.

and the tellurium samples are similar.
If we compare the present results with the data of

Macklin and Winters [7] for kT=20 —30 keV, good
agreement is found for the isotopes ' ' "' Te. A little
bit surprising is the result for ' Te, where a 6%
difference is obtained which is not expected from the
good agreement of both data sets in the neutron energy
range from 20 to 100 keV. At kT=10 keV even larger
discrepancies are found. The largest differences are ob-
served for ' Te.

VII. IMPLICATIONS FOR THE CLASSICAL
s-PROCESS AND FOR STELLAR MODELS

The classical concept of the s process dates back to the
basic paper by Burbidge et al. [28] and simply assumes
the irradiation of a certain fraction 6 of the observed

Fe abundance by a suited neutron exposure. This ap-
proach has been detailed by Seeger, Fowler, and Clayton
[29], who showed that the observed s-process abundances
can be described by means of an exponential distribution
of neutron exposures ~,

GNo
p(r) = exp( r lro), — (3)

7 p

~ being the time integrated neutron flux.
This assumption on the type of neutron exposure is

characterized by only two parameters, the fraction 6 of
the observed Fe abundance and the mean neutron expo-
sure, ~p,

' it allows one to solve analytically the set of cou-
pled differential equations describing the abundances of
the entire neutron capture chain from iron to bismuth.
However, this solution requires two simplifications, i.e.,
that the neutron density and the temperature are con-
stant throughout the duration of the s processes. Then,
the characteristic quantity describing the s-process flow,
the product (o. )N, of the stellar cross section, (o. ), and
the s-process abundance, N„can be expressed as a func-
tion of mass number [30]:

)N("Z) =g("Z)( )N(" 'Z), (5a)

with the propagator

a least-squares fit of the ( cr )N, ( 3 ) curve to the empirical
(cr)N, values of those nuclei, which are produced ex-
clusively by the s process. A detailed description of the
classical s-process approach is given in Refs. [1]and [31].

In deriving Eq. (4), it was additionally assumed that the
neutron capture rates should be either much faster or
much slower than the beta decay rates of the unstable iso-
topes produced. In other words, possible branchings of
the neutron capture path due to competition between
beta decays and neutron captures were neglected. The
proper treatment of branchings in the framework of the
classical approach was formulated by %Pard, Newman,
and Clayton [32] and is given in Ref. [31]. The strength
of a branching can be described by the branching factor
f„orfft (see Sec. I). In the following we use the factor
ft3=A&/(A&+A, „)instead of f„in order to keep the for-
mulas simpler.

The s-process path in the region of the tellurium iso-
topes is shown in Fig. 1. There are two possible branch-
ing points at the unstable isotopes ' 'Sn and ' Sb. The
situation is complicated by the fact that neutron capture
in ' Sn may lead either to the ground state or the isomer-
ic state in ' 'Sn, that have to be treated independently
[33]. The fraction of capture events to the isomer is
defined as IR. In case of neutron capture in ' 'Sb there is
an isomeric state, too, but as both ground state and iso-
mer have about the same half-life they can be treated as a
single isotope. For this branching, however, one has to
consider the possibility of P+ decay or electron capture
(EC) to ' Sn, giving rise to the branching factors
fEC p+ =AEc p+/(Ap +A, p++A,„)and f =A, /
(A& +A, &++A,„).In this relation XEc and A, + are the
decay rates for the respective decays defined in the same
way as the decay rate for P decay (see Sec. I).

Equation (4) can also be written as a recursive formula:

GN"'rr 1+
( );, (4) (5b)

which depends only on the Maxwellian-averaged neutron
capture cross sections, (o );, along the neutron capture
chain. The two parameters, 6 and ~p, are determined by

If "Z is a branch point, the propagator g has to be re-
placed by
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(( Z)= (6)
P decay is then given by

(o. )N("(Z+1)}= g("(Z+1)}(o)N("Z) .
1 ft1—

to calculate the (cr )N value in the neutron-rich part of
the branching. The contribution to the isobar Z+1 via

The s-process path from " Sn to ' Te is described by
the following equations [33]:

(o. )N(' Sn)=g(' Sn)(o )N(" Sn),

(o )N(' '(Sn )=IRg(' 'Sn )(cr )N(' Sn),

f ( 122Sb )
(o )N(' Sn}=g(' Sn) (o )N(' 'Sn )+ ' (o )N(' Sb)f ( 122Sb) f ( 122Sb)

P EC P+

121S m

(cr)N(' 'Sb)=g(' 'Sb) (1 IR)(o—)N(' Sn)+, , (o )N(' 'Sn )
1 ft3(' 'S—n )

(g )N(' Sb)=g(1 Sb)(g )N(' 'Sb)

(o )N(' Sb)=g(' Sb)[(o )N(' Sn)+(o. )N(' Sb)],

f (122Sb)
(o )N(' Te)=g(' Te) (o )N(' Sb),f (122Sb) f (122Sb)

P ECP

(g )N(1 Te)=g( Te)(g )N( Te)

(cr )N(' Te)=g(' Te)[(cr )N(' Te)+(o )N(' Sb)] .

(9)

(10)

(12)

(13)

(14)

(15)

(16)

This set of equations was solved to determine the s-
process abundances of the isotopes ' ' ' Te which can
then be compared to the abundances observed in the so-
lar system. For this purpose a variety of input parame-
ters are necessary.

Neutron capture cross sections. The neutron capture
cross sections for the s-only isotopes were taken from the
present investigation. Three of the other involved iso-
topes have recently been measured at KfK using the ac-
tivation technique [33], the others were taken from litera-
ture [14,34,35]. The actual values are compiled in Table
XI.

Neutron density and temperature. The parameters that
are required to calculate A,„andA,p were adopted from an
evaluation of all important branchings [31]:

n„=(3.4+1.1)X 10 cm

IcT=29+5 keV, T =(3.3+0.5) X 10 K .

Mean neutron irradiation. The isotopes under investi-
gation are completely formed by the main component of
the s-process Aow, which is characterized by a mean neu-
tron exposure [31]:

co=0.295+0.009 mb

Beta-decay rates. The beta-decay rates of unstable iso-
topes may be drastically changed under stellar condi-
tions. In the present investigation such an enhancement
can be expected for the beta decay of ' 'Sn. According to

the calculations of Takahashi and Yokoi [36] the decay
rate is increased by a factor 2.9 at a temperature of
3.3X10 K. This enhancement, however, is valid only
for a thermal equilibrium between ground state and iso-
mer. As discussed in Ref. [33], which followed the pro-
cedure recommended by Klay et al. [37], thermal equilib-
rium is not reached in ' 'Sn. This means that the isomer-
ic state is slowly depopulated to the ground state, result-
ing in a situation of approximate decoupling between
these states.

With the parameters compiled above, the abundances
N, of the s-only isotopes ' ' ' Te were calculated and
the ratio to the solar abundances, N, /No, was deter-
mined. The results were normalized to unity at ' Te
since this isotope experiences the entire mass Aow. This
procedure allows us to use the isotopic abundances given
with an accuracy of about 0.1% in Ref. [6] [' Te 2.603
(3), ' Te 0.908 (1), and ' Te 4.816 (3)]. The results are
compiled in Table XII. For a perfect model, all values
should be unity. Obviously, the classical approach comes
very close to this ideal case. For the first time, the pre-
diction of the classical model of the "local approxima-
tion, " i.e., that the product ( o )N, is constant for neigh-
boring isotopes, could be checked on the 1% level for a
set of three s-only isotopes. The neutron density of the
classical model is sufficiently low that the branchings at
' 'Sn and ' Sb remain inefficient. Within the experimen-
tal uncertainties, a very weak branching of at most —1%
would be possible if one considers the (o )N, values of
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Te and ' Te only (for ' Te see below), corresponding
to an upper limit for the neutron density of

n„(6.0X 10 cm

The uncertainty of the predicted s-process abundances is
completely dominated by the uncertainty of the ratios:

(o )N, (' Te}/(o )N, (' Te}

and

these investigations is underlined, if the above s-process
studies are repeated using respective data of Macklin and
Winters [7]. In this case, the significant difference be-
tween the classical approach and the stellar model is
completely masked by the larger uncertainties of -5%.
Obviously, the new experimental technique allows for a
much more detailed discussion of the information con-
tained in the observed abundances, and, hence, represents
a significant step towards a deeper understanding of the s
process and of the helium burning stages in stellar evolu-
tion.

The abundances being known with a negligible uncertain-
ty of 0.1% implies further that the uncertainty is deter-
mined by the cross section ratio only. This uncertainty
cannot be calculated from the values given in Table X
(see Sec. VI} since the uncertainties related to the gold
sample cancel out in the ratio. Therefore, a thorough
correlation analysis was performed yielding the uncer-
tainties for the Maxwellian-averaged cross section ratios
that are given in Ref. [13]. An uncertainty of —1.2%
was evaluated for the cross section ratios
(cr)(' Te}/(o )(' Te}and (cr)(' Te}/(o )(' Te}.

The present results for the classical model allow also
for a discussion of limits for the p-process abundances of
the tellurium isotopes. There is agreement among
current p-process models [38,39] that the odd isotope

Te is not produced in the high temperature regime of
the p-process. In this case, the equality of the (0 )N,
values of ' Te and ' Te has the consequence that the p-
process contribution to ' Te is also zero. Therefore, it is
not possible that a weak branching may be compensated
by p-process contributions to ' Te and ' Te. It has to
be noted that the tellurium isotopes provide for the only
branching with three s-only nuclei including an odd iso-
tope where such a test is possible. Hence, the abundance
ratio of 0.984 derived for ' Te could be interpreted as a
1.5% p-process contribution. Given the experimental un-
certainties, this is not a quantitative assignment, but it
appears quite reasonable if it is compared to the abun-
dance of the pure p nucleus ' Te, which is -3% of the

Te abundance.
The cross sections obtained in the present experiment

were also used to calculate the s-process abundances in
the Te region with a stellar model. At present, the most
successful approach is the stellar helium burning in low
mass stars (Gallino et al. [31,40]},that allows for a quan-
titative description of the abundance pattern of the main
component. Adopting the profiles for neutron density,
temperature, and mass density from this model [41], the
s-process flow through the mass region 110& A (130was
followed with the network code NETz [42]. Preliminary
results are included in Table XII, indicating that this
model predicts significant branchings at A =121,122,
which cause -6% of the How to bypass ' Te and ' Te.
This is mostly due to the higher neutron density implied
by the stellar model compared to the classical approach.
A detailed discussion of this discrepancy and its astro-
physical implications will be presented in a forthcoming
publication [43].

The importance of using very accurate cross sections in

VIII. CONCI. USIONS

A new experimental setup was used to determine the
neutron capture cross sections of the tellurium isotopes in
the energy range from 10 to 200 keV. The essential
features of this experiment are high efficiency and good
energy resolution for the detection of capture gamma
rays as mell as good time resolution and low sensitivity to
sample scattered neutrons. Furthermore, the short pri-
mary flight path could be used to discriminate the back-
ground due to capture of sample scattered neutrons in
the detector via time of flight. This unique combination
allowed us to determine the cross section ratio of the tel-
lurium isotopes to the gold standard with an uncertainty
of —1%, which represents an improvement of a factor of
five compared to conventional techniques.

Accurate cross sections are essential for detailed stud-
ies of the element production in the s process. For ob-
taining the stellar cross sections, the measured energy
range was extended to thermal and to 600 keV by nor-
malizing the cross section shape from literature to the
present results. In this way, it was possible to determine
the stellar values for astrophysical applications with
—1% uncertainty, too.

With these data it could be shown for the first time
that the classical s-process model describes the solar
abundances of s-only nuclei at least locally very well, i.e.,
that the "local approximation" ( ( o )X, =const for
neighboring isotopes) is valid with an uncertainty of 1%.
It was also possible to derive limits for the p-process con-
tributions of the s-only isotopes of tellurium. Preliminary
calculations with a stellar model confirmed that the accu-
rate data are essential for deciphering the information in
the observed abundances, and to derive true constraints
for the stellar environment.

The present experiment begins a series of measure-
ments for a systematic investigation of those branchings
in the s-process path that are characterized by two s-only
nuclei, with the next examples being the pairs
1 8S y150S 134gdy136B 128X y130X d 1 2Gdy1

These results will allow us to analyze known branchings
with improved accuracy and to check for possible weak
branchings presently presumed by model predictions. In
this way, the (cr )N, curve can be defined very accurate-
ly, and rather stringent predictions may be expected for
the physical conditions during the s process. These inves-
tigations, complemented by other new experiments, e.g.,
cross section studies for the radioactive branch point iso-
topes, will allow us to use the s process as a diagnostic
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tool for the stellar plasma, yielding improved insight in
the mechanisms of helium shell burning in red giants.
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