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Total cross sections, angular, and mass distributions for the reaction m p —+m. m n have been measured
for p (lab) =7—140 MeV/c above threshold. The threshold amplitude was used to determine a value

for the chiral-symmetry-breaking parameter, g, of —0.98+0.52. The ~m scattering lengths at for isospin
I=0 and 2 are derived from this result, together with a current-algebra sum rule. The results are
ao =(0.207+0.028)m ' and a2 =( —0.022+0.011)m '. These values are consistent with chiral symme-
try broken by the Weinberg mm interaction and the effects of the fo(975) scalar meson.

I. INTRODUCTION

Chiral symmetry is an important feature of
elementary-particle dynamics. In the low-energy region,
quantum chromodynamics (QCD) becomes nonperturba-
tive and satisfactory calculational methods do not exist.
Here chiral symmetry, implemented in the theories of
current algebra and the partially conserved axial current,
provides a basis for the calculation of many low-energy
properties of strongly interacting systems. These
methods have been applied extensively to m.m and m.N sys-
tems and have shown impressive agreement with experi-
ment. In addition, chiral symmetry is of interest in its
own right as a rather good fundamental symmetry,
relevant to both weak- and strong-interaction physics and
relating phenomena in these areas.

Chiral symmetry must be broken to some extent, as is
evidenced most directly by the mass of the pion, which
would be zero in the chiral limit. However, the details of
the chiral-symmetry-breaking terms are not well known
(see, for example, the papers by Weinberg [1],Schwinger
[2], and Qlsson and Turner [3]). The topic is discussed in
detail in review articles by Pagels [4], Scadron [5], and
Gasser and Leutwyler [6]. Qlsson and Turner [3] have
shown that, on rather general assumptions, the form of
the chiral-symmetry breaking can be characterized for
sufficiently low energies by a single parameter g'. Howev-
er, there certainly are corrections to their model, and it is

not clear at what energies higher-order terms become im-
portant.

The nature of chiral-symmetry-breaking terms can be
studied by measurements of the mm scattering amplitudes
at zero relative momentum, which vanish in the chiral
limit. Experimentally, mm scattering can only be mea-
sured indirectly, for example, by the pion production re-
actions mN ~+AN, which are dominated at low momenta
by single-pion exchange. The mm. interaction at zero
momentum, where theoretical predictions are least ambi-
guous, is related to the amplitude for m.N~mmN at
threshold, and to be of use, measurements must be made
as close to threshold as possible. However, in this region,
the yield is low and the detection of outgoing particles is
difficult.

A summary of the data available in 1984 is given by
Manley [7]. Since Manley's paper appeared, several oth-
er measurements have been published or are in progress.
The Omicron group have published data for [8—10]
m p ~a+~ n, m p ~m ~ p and ~ p ~~ m+n. Ex-
periments on the channel m p~m. +m n have been car-
ried out at the Paul Scherrer Institute [11]and are in pro-
gress at TRIUMF [12]. The channel vr+p~m+~ n has
also been studied at TRIUMF [13]. Measurements on
n.+p~n. +n. p are being carried out at Los Alamos [14].
The present paper reports the first measurements close to
threshold for the reaction m p —+~ m n. This channel is
the only one with all neutral particles in the final state,
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which removes possible ambiguities from Coulomb
corrections and enables the outgoing particles to be
detected closer to threshold than for charged particles.

II. EXPERIMENTAL METHOD

Since the m decays rapidly to two photons, observa-
tion of the m p~~ ~ n reaction involves the detection
of four y's from ~ p interactions. In the present experi-
ment, this was achieved using a large NaI-detector array.
Events from the reaction m p ~~ n, which has two y's
in the final state, were also recorded. The cross sections
for this reaction are well known, and the cross sections
for ~ m n could be obtained most accurately by normali-
zation to those for m n.

The experiment was carried out at the LESB2 separat-
ed beam line of the Brookhaven Alternating Gradient
Synchrotron. After passing through two beam-defining
counters, a momentum-analyzed m beam was incident
on a liquid-hydrogen target. The target was 18 cm long
X 20 cm diameter and was located at the center of the
"crystal box, " a 396-element array of NaI detectors
[15,16]. The NaI crystals cover four sides of a cube, pro-
viding coverage of approximately 2~ sr for detection of y
rays from the target. There are 90 crystals, each
6.3X6.3X30.5 cm, on each of the four faces. An addi-
tional nine crystals, 6.3X6.3X63.5 cm, are situated at
each corner to catch energy leaking from the faces. The
arrangement is shown in Fig. 1. To reject events with
charged particles in the final state, two stages of charge-
veto detectors were used between the target and the NaI.
The first of these was a set of scintillator strips, inside the
vacuum vessel, around the outside and downstream end
of the target. The second stage consisted of four rec-
tangular scintillators covering the faces of the NaI detec-
tors. Precautions were required to maintain the gain sta-
bility of the detector elements. The whole of the crystal

FIG. 1. Arrangement of NaI crystals in the crystal box.

box and its phototubes were contained in a thermostati-
cally controlled enclosure. To monitor changes in the
phototube gains, Aashes from a light pulser were fed via
optical fibers to each photocube.

Pulse pileup is a potential hazard, especially with the
very low cross sections anticipated near threshold. As a
check for pileup, the signal from each NaI-detector ele-
ment was fed to two analog-to-digital converters
(ADC's). One of these was gated with a 200-ns gate to
sample the whole of the pulse, while the other sampled
the leading portion with a 50-ns gate. During analysis,
piled-up pulses were rejected by imposing a condition
that pulses in each pair of ADC's be in the correct ratio.

To improve the data-taking rate, LeCroy model 4300
fast encoding and readout ADC's were used, and only
ADC's that were at least one channel over pedestal were
read out. Further, the data from each event were
buffered in two LeCroy CAB preprocessors before being
transmitted to the PDP-11 on-line computer. The entire
detector, electronic, and data-acquisition setup was quite
similar to that used previously for a study of the weak ra-
diative decay of the A; this experiment has been de-
scribed in detail elsewhere [17,18].

In order to record selectively events from the
~ p —+m. n. n reaction in the presence of a much larger
event rate from the charge-exchange ~ p —+m. n process,
the main trigger required significant energy deposition (at
least 30 MeV) in at least three of the four faces of the
crystal box. All events satisfying this criterion and pro-
ducing signals in the beam counters and not in the veto
counters were written to tape for analysis off line. An ad-
ditional trigger, requiring energy in just two faces of the
crystal box, recorded charge-exchange events from
m p~vr n. which were used for normalization of the
m p~m. amon cross section. A sample of about 1% of
these events was written to tape.

The beam momentum was determined primarily by the
last dipole magnet in the beam line. In addition, a scintil-
lator hodoscope in the beam just upstream of the target
measured the beam-particle position in the dispersion
plane of this magnet, providing additional momentum
analysis of the beam. The field in this dipole was moni-
tored both by measurement of the current and by a Hall
probe located in the magnet gap.

Measurements were made for nine field settings of the
dipole magnet, one of which corresponded to a momen-
tum below the threshold for ~ p —+m. m. n of 265.7
MeV/c. At each magnet setting, the data were divided
into up to five momentum bins according to the momen-
tum determined by the hodoscope. At beam momenta
below 300 MeV/c, the momentum difFerence between
consecutive hodoscope sections was about 4 MeV/c.
Runs were made at beam momentum settings spaced at
intervals of 10 MeV/c, thus providing an overlap in
momentum between data from different settings of the di-
pole magnet. The momentum range from just below
threshold to about 410 MeV/c was covered in the experi-
ment. At each momentum setting, runs were also taken
with the target empty.

Energy calibration of the NaI-detector elements was
determined by observing monoenergetic 129.4-MeV y
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rays from the process m p~yn at rest. For this pur-
pose, sufficient Cu degrader was inserted in the m beam
to cause pions to stop in the liquid-hydrogen target. Two
such calibration runs were carried out during the experi-
ment.

III. RESULTS

A. Data analysis

All events were checked off line to ensure that pulses in
the beam-line counters corresponded to a single pion,
that there was only one particle in the hodoscope, and
that there was no signal in any veto counter. In any NaI
detector with more than 2.5 MeV, the correct ratio was
required for the two ADC signals with different gate
widths. Additional checks were applied to time-to-digital
converters (TDC's) on each of the beam-line counters and
groups of NaI detectors in the crystal box. However,
these cuts were redundant since, although out-of-time
events were visible in the raw data tapes, none survived
the ADC cuts; all were found to be pileup events giving
the wrong ratio for at least one pair of NaI ADC's.

A single y ray typically showers into about six crystals
in the crystal box. Therefore, the signals in the individu-
al NaI elements were grouped into "clumps, "each clump
supposedly corresponding to a single y ray. The method
used to achieve this was derived from a procedure
developed at Los Alamos for the crystal box [15,16]. For
each event, the highest-pulse-height crystal (HPHC) was
searched for. Then the total energy was summed in the
group of crystals, called the "neighborhood set, "centered
on this HPHC. The neighborhood set was chosen so as
to include, as far as possible, all crystals into which a sin-
gle y ray could shower. For crystals in one of the four
faces, not close to an edge, the neighborhood set was tak-
en as the group of 25 crystals centered on the HPHC.
When the HPHC was close to a corner or was one of the
corner crystals, the neighborhood set was defined in an
analogous way to contain the shower. When the HPHC
was in an upstream or downstream edge crystal, i.e., an
edge crystal not adjacent to a group of corner crystals, no
satisfactory neighborhood set could be defined because of
loss of energy from the edges of the crystal box. Events
containing such a HPHC were rejected.

The total energy in the neighborhood set was taken as
a measure of the y-ray energy. The procedure was re-
peated by searching for the highest pulse height in crys-
tals not already used in the first neighborhood set. This
process was continued until no crystal with more than 5
MeV remained in that event. Reference 16 describes the
procedure in more detail.

Our procedure is identical to that used at Los Alamos,
except for some minor changes in the definition of the
neighborhood set. These changes were suggested by ex-
arnination of the shower distribution in both data and
simulated events.

This method has two obvious limitations. First, if two
y rays are close enough that their neighborhood sets
overlap, the method may apportion the energy incorrect-

ly between the two y rays and may even fail to recognize
the presence of the second y ray. To minimize errors
from this source, the rms size of each clump was calculat-
ed. Monte Carlo studies showed that this quantity is usu-
ally much larger for clumps containing two overlapping
y rays. A cut was therefore applied on the rms clump
size during the analysis, which reduced the problem of
overlapping clumps to the point where it could be reli-
ably calculated in the Monte Carlo simulation. A second
problem with the procedure is that the total energy of a
clump is always less than the y-ray energy, since there is
inevitably some energy leakage out of the sides or back of
the crystal box. The extent of this leakage depends on
the location of the clump in the crystal box, in particular,
how close the HPHC is to an edge. Again, this effect was
calculated in simulation studies, and based on the results
of this, the energy of each clump was corrected to yield
the full y-ray energy.

The spectra from the stopping ~ runs were used to
calibrate the gains of all elements of the crystal box. For
this purpose, a Monte Carlo program was used to trace
the shower development and energy deposition in the
NaI resulting from monoenergetic 129.4-MeV y rays pro-
duced in the target by ~ p~yn at rest. The Monte Car-
lo spectrum for each crystal was then compared with the
observed spectrum, and the set of 396 gain parameters
was treated as the variable parameters in a least-squares
fit of the entire set of spectra. With gains determined this
way, the resolution of the crystal box was about 8% full
width at half maximum (FWHM) at 129.4 MeV.

The data from the in-Bight pion interactions were then
analyzed for events with a y multiplicity of 2 or 4, re-
spectively, for the triggers requiring energy in 2 or 3
faces of the crystal box. Pairs of y rays with a mass of a

were then selected and the event missing mass was cal-
culated. To do so requires a knowledge of the vertex po-
sition. The lateral vertex position was deduced from the
hodoscope information. No information was available on
the vertical and longitudinal vertex coordinates, which
were therefore taken to be those of the target center.
Some spectra of missing masses, after subtraction of
target-empty background, are shown in Fig. 2. For the
y-multiplicity-4 events, the missing-mass spectra were ex-
ceptionally clean, even close to threshold, and show a
clear peak at the neutron mass. Measurements taken at
beam momentum settings below threshold showed no
events in the neutron-mass region. For the y-
rnultiplicity-2 events, a significant target-empty back-
ground was found, but after subtraction of this target-
ernpty background, the spectra were nevertheless free
from events away from the neutron-mass peak. During
the analysis, it was found that the acceptance was quite
sensitive to the energy threshold used to determine the
number of faces of the crystal box containing energy.
Therefore, rather than rely on the somewhat unstable cut
provided by the hardware discriminator, a threshold of
50 MeV was imposed in the off-line analysis.

Electron contamination of the m beam was usually
small, but somewhat variable. There was no evidence
that electrons could give triggers that satisfied all the cuts
on the events. Also, their presence in the beam did not
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disturb determination of the absolute cross sections, since
this relied only on the ratio of the m ~ n to ~ n event
rates, not on the absolute m Aux. The only indirect
effect of electron contamination was in the relative nor-
malization of the target-full and target-empty runs,
which was based on the integrated m Aux for these runs.
Their effect is therefore present in the contribution to the
error of the target-empty subtraction.

The crystal box has some sensitivity to neutrons. The
neutron detection eKciency has been measured in a
separate experiment [17] to be about 6%. This number is
too small and not sufticiently well known for neutron
detection to be useful in improving the definition of m m. n
events by requiring that the neutron be identified. In any
case, the spectra in Fig. 2 suggest that the events are
cleanly identified from the y's alone. Neutrons are a po-
tential problem in that if a neutron is misidentified as a y
or vice versa, a valid event will be lost because the y mul-
tiplicity will be counted wrongly. Neutrons tend to leave
most of their kinetic energy in a single NaI crystal, and a
clump was taken to be a neutron if ~ 95% of the energy
was contained in a single crystal. This criterion has been
shown to fail to identify a neutron in about 50% of cases.
However, the effect of this on the extracted cross sections
would be ~4% if the error were ignored. In fact, these
properties of neutron and y clumps are, of course,
modeled in the simulation (see below), and so no error
would be introduced if the simulation program describes
them accurately. In practice, the errors from neutron
misidentification are probably reduced to well below 1%.

B. Simulation

The Monte Carlo simulation program GEANT [19]was
used to calculate the acceptance of the apparatus. Events

were generated in the target volume and reaction prod-
ucts were tracked through all veto counters and other
materials into the NaI, where the resulting shower was
also tracked. Calculations were made for the signal chan-
nel m p ~~ m n and for the normalization channel
vr p~m n. In addition, the channel m p~m m p was
simulated because a background source arises from this
channel when the m stops in liquid hydrogen and the re-
action m p~a n ensues. No simulation of the incident
beam was required since the cross sections were deduced
from the ratio of two reactions measured in the same run,
and so knowledge of the absolute m Aux was not needed.

The angular distributions for the m p~vr n reaction
were taken from the phase-shift analysis sA.ID of Amdt,
Ford, and Roper [20]. For the production reactions
m p~~ m. n and ~ p~~ m. p, angular distributions
were taken to be isotropic in the center of mass for the
neutron and isotropic in their rest frame for the two
pions, and the mass distributions were taken to follow
phase space between the kinematically allowed limits.

It was found that the acceptance was quite insensitive
( ~ 1%) to the lateral position of the beam particle on the
target. Therefore, it was not necessary to model the
beam-spot shape with any great accuracy. However, the
missing-mass resolution was found to depend on the
beam-spot shape, and as a result, different missing-mass
cuts were needed in the data and simulation spectra. The
acceptance is not sensitive to these cuts provided they are
set wide enough to include all events.

An experimental problem arose in that the efficiency of
the veto counters surrounding the target was not well
known. These counters had long, thin light guides and
the efficiency may have fallen below 100%, especially at
the ends. It was found that the acceptance for
m p~+ n and m. ~ n did not depend significantly on the
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e%ciency of these counters, but that for m p~m. m p
did. The correction of the cross section for contamina-
tion from this reaction varies with beam momentum be-
tween 0% and 3%. We take the cautious view that the
veto counters operate with 100% efficiency, but take the
difference in the derived cross sections for 0% and 100%
eKciency as the uncertainty from this source of back-
ground.

The acceptance was found to depend sensitively on the
energy threshold for the summed energy in each face,
used to determine how many faces of the crystal box con-
tained energy. Raising this threshold above 50 MeV
caused the numbers of both simulated and data events to
fall. Even when each of these numbers changed by a
significant factor, the ratio of them remained constant
within the statistical accuracy. We conclude that the
effect of this threshold is accurately described by the
simulation.

As mentioned above, the m. p —+~ m n events were
generated assuming isotropic angular distributions and
phase-space mass distributions. The data depart from
this assumption in one important respect: There is a pro-
nounced enhancement in the m spectrum at high mm

masses, especially at high beam mornenta (see Sec. III D
and Fig. 5). For beam momenta above about 320 MeV/c,
this effect is suKciently strong to affect the calculated ac-
ceptance, and it was necessary to weight the Monte Carlo
events to fit the observed m spectrum. The effect of
this on the acceptance is negligible for beam momenta
below 320 MeV/c and rises to reach 12% at 400 MeV/c.
Various weighting functions were tried. The calculated
acceptance did not depend on the functional form provid-
ed it reproduced, at least approximately, the observed
m spectrum. The overall acceptance found for
m petr unvaried . from -5% at threshold to —1.5%
at the highest momentum studied.

C. Beam momentum

Since the cross section varies rapidly with incident
momentum near threshold, an accurate determination of
the beam momentum is important. Calculations were
made using the Monte Carlo program DECAY TURTLE

[21], which traces the trajectories of particles through
beam-line elements. The positions and fields of all ele-
ments from the production target to the hydrogen target
were set to the values used during the experiment. The
effects were then studied of displacing all beam-line ele-
ments except the final dipole D2 from the surveyed posi-
tions and measured currents. Changes of ~ 5% in
current, 10 cm in longitudinal position, and 2.5 cm in
lateral position were investigated. All of these displace-
ments are much greater than the accuracy with which the
positions and fields are known. The results showed that,
in all cases, the change in calculated beam momentum
was (0.3%. To this accuracy, therefore, the beam
momentum depends only on the effective length and cen-
tral field of D2.

DECAY TURTLE was also used to determine the momen-
tum dispersion of D2 and hence the momentum as a
function of beam position on the hodoscope. The disper-
sion was found to be similarly insensitive to the settings
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of the beam-line elements.
During the running, this field was monitored with a

Hall probe and the current was measured. After the run,
a NMR probe was installed at the center of the magnet
and the field was measured for a series of currents. The
relationships between the field, current, and Hall voltage
were found to be linear and reproducible to about 0.2%,
and a repeat of this calibration 6 months later established
the long-term stability to be better than 0.1%.

The effective length of D2 had been measured in earlier
experiments from magnetic-field measurements [22] and
also during Brookhaven experiment E701 [23] in which
the range of a pion beam that had been momentum ana-
lyzed by D2 was measured. These two determinations
gave effective lengths of 87.9+0.9 and 87.8+0.9 cm, re-
spectively.

These data enable the beam momentum to be deter-
mined to about 1%. In fact, the behavior near threshold
of the cross sections measured in the present experiment
provides an additional determination of the beam
momentum. As described below (Sec. IVB), this turns
out to be consistent with the two previous determinations
and improves on the accuracy.

Because of the rapid variation of cross section with
momentum, not only the mean beam momentum, but



~ p~~ m n NEAR THRESHOLD AND CHIRAL SYMMETRY BREAKING 961

also the momentum pro61e is important in interpreting
the results. The momentum profile of the beam leaving
D2 was calculated using DECAY TURTLE. This was com-
bined with the momentum loss to the target center and
the momentum spread due to the target thickness to yield
the overall momentum profile.

D. Cross sections

The cross sections were extracted from the numbers of
events in the missing-mass plots such as those in Fig. 2,
together with the prescale factors, the known cross sec-
tions for m p~m n measured by Bugg et al. [24], and
the acceptances calculated from the simulation program.
For each setting of the D2 Geld, the data could be
separated into ten different beam momenta corresponding
to the ten elements of the beam hodoscope. In fact, data
from several hodoscope sections were combined in such a

way as to provide more closely spaced points in the re-
gion where the cross section changes most rapidly. The
calculated contribution from n. p ~m m p (see Sec.
IIIB) was subtracted from the data. This correction is
negligible at the lowest and highest momenta and reaches
a maximum of 3% at about 300 MeV/c. The threshold
for m m p is 4.5 MeV higher than that for m m n, and so
this background is zero at the lowest-momentum point
measured.

Since the cross section varies over the range of momen-
ta spanned by the beam momentum resolution and target
thickness, the effective momentum was calculated for
each data point. The effective momentum is defined as
the momentum of a monoenergetic beam which would
have the same cross section as for the actual momentum
pro61e. Thus, if the experimental momentum distribution
is f (p), the effective momentum p,s is given implicitly by
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ff (p)~(p)dp

f f(p)dp

TABLE I. Cross sections from the present experiment for
~ p~m ~ n. The cross sections given are subject to an addi-
tional systematic error of +6%.

Obviously, this is an iterative process since to calculate
p ff the momentum dependence of the cross section must
already be known. However, this momentum depen-
dence is given mainly by phase space and known kine-
matic factors, especially near threshold. In the next sec-
tion, we show that there is, in addition, a mild momen-
tum dependence of the amplitude; this was included in
the evaluation of the integral. Fortunately, this momen-
tum dependence is so weak that a single iteration is ade-
quate.

The cross sections are shown in Fig. 3(a) and are listed
in Table I. The errors shown are statistical, together with
such nonstatistical errors that vary with momentum.
These arise mainly from uncertainties in the target-empty
subtraction ( + 5%), the acceptance ( ~ 5%), and the veto
counter eKciency ( ~ 3%). Uncertainties in the cross sec-
tion for ~ p ~m. n from interpolating in the data of Ref.
[24] contribute up to 3%. In addition, there is an overall
systematic error of 6%, not included in Fig. 3(a), which

Beam momentum
(MeVyc)
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286.9
285.7
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399.9

Cross section
(~b)

0.382+0.096
0.59+0.14
1.18+0.22
2.06+0.35
3.33+0.64
2.31+0.65
3.81+0.81

8.1+1.3
8.5+1.0
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arises mainly from uncertainties in the cuts on mass spec-
tra and in the sampling factor for the charge-exchange
events.

Also shown in Fig. 3(a) are four data points from previ-
ous work [25—27] below 400 MeV/c. The agreement is
good and the present data extend much closer to thresh-
old than earlier work. The lowest point in Fig. 3(a) is
within 5 MeV in total center-of-mass energy of threshold.

The dependence of the cross section on other kinemat-
ic variables is illustrated in Fig. 4. The yield is plotted as
a function of angles of the neutron (8„,$„)in the overall
center of mass, the m ~ relative motion in the m m rest
frame, and the m m and ~ n invariant masses. The data
plotted in Fig. 4 are the combined data from the two
highest-momentum points in Fig. 3(a). The curves in Fig.
4 show the predictions of simulation calculations in
which the events were generated with isotropic angular
distributions and phase-space mass distributions. The an-
gular distribution curves therefore represent the accep-
tance of the apparatus. All variables are well fitted by
these simulations except for the m m mass, for which the
data are displaced toward higher masses. Similar plots
for lower beam rnomenta show the same characteristics
except that the enhancement at high m ~ masses is less.
This is illustrated in Fig. 5, where the data and sirnula-
tion for m „are compared for a range of beam mornenta.
Apart from the m distribution, the data are consistent,
over the range covered by the experimental acceptance,
with the isotropic angular distributions and phase-space
mass distributions assumed in the simulation.

The apparent discrepancy in Fig. 4 between the
cos(8 ) distributions for data and simulation is not real,
but is a consequence of the dependence of the acceptance

on m„and the fact that the data do not follow the
phase-space m distribution used in the simulation. The
dependence on m is shown in Fig. 6, where the
cos(8 ) distribution of Fig. 4 is separated into four
ranges of m „and each is compared with simulation for
the corresponding range. The agreement for each range
of m is good.

IV. INTERPRETATION OF THE DATA

A. m m. mass spectrum

The enhancement seen in the m m mass spectrum
shown in Fig. 5 has been observed previously [8] in the
m+m channel, but not in the m m or m+m+ channels
[9,10]. Thus the effect presumably has isospin I =O. At
Grst sight, the effect is suggestive of m.~ resonance with a
mass of about 400 MeV. However, no set of resonance
parameters could be found which fit the data with a sin-
gle resonance plus a phase-space contribution; the mass
extracted from such a fit appears to vary with the in-
cident ~ mornenturn. Exactly the same effect was found
in several previous studies, for example, by Saxon, Mul-
vey, and Chinowsky [28] in their study of m p~m mn.
at 450—550 MeV/c. They analyzed their data with a
model which includes a parametrized form of the ~m
phase shift together with m.m and mX resonances. They
found good fits to all measured kinematic variables in-
cluding the m+m mass spectra. However, they em-
phasize that the observed enhancement is not directly a
resonance, but arises from other effects, in particular the
peculiar behavior of the s-wave ~m. phase shift.

It is tempting to associate the enhancement with the
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J =0+ o. meson which forms a basic ingredient of the o.

model as a realization of chiral symmetry [4,5]. The o.

meson may well be responsible for the rather large m.m.

phase shift at —100—200 MeV above threshold. Howev-
er, although it may have a significant effect on the ~~
mass spectrum, the width predicted and, apparently, ob-
served [29] for the o meson is far too large to generate by
itself the observed behavior.

We conclude that this enhancement is not directly
relevant to the chiral-symmetry properties of the m~ sys-
tem.

B. Total cross sections

From the point of view of chiral symmetry, the most
important quantity to be extracted from the total cross
sections is the amplitude at threshold. To do this, we ap-
proximate the three-body phase space by treating the
final-state particles nonrelativistically. The total cross
section then takes the form

7 42
o =24.994 ~a(~ vr n)~ S,

W

where Q is the center-of-mass momentum of the incident
m, 8' is the total center-of-mass energy, and T* is the
total center-of-mass kinetic energy in the final state. The
dimensionless amplitude is a(n. m n) and S =

—,
' is a sta-

tistical factor resulting from the identity of the final-state
pions. With Q, W, and T in MeV, o is in microbarns.

The momentum dependence of the amplitude
~a (~ mn)

~

ca.nnot be predicted on general grounds. Pre-
vious analyses [7—10] of np ~~~N data have taken a to
be either constant or linear in T' or quadratic in +T'.
There has been no convincing evidence for any mornen-
tum dependence other than linear in T* and, hence, in
the total center-of-mass energy F. Initially, therefore,
the present data were fitted with the linear form

~

a(m'~'n ) ~

= ~a, (~'~'n) ~+br',
for the amplitude. Since errors in the beam momenta
would cause a bad fit near threshold, all beam momenta
were scaled by a common factor which was varied in the
fit. It was found that the two highest-momentum points
contributed unduly to the g for the fit. This is presum-
ably a result of inadequacy of the linear form for
~a(n vr n) ~. Since the main object of fitting the data was
to extract the threshold amplitude, these highest two
points were dropped from the fit, thus reducing the g by
4.4.

The fit gave a y of 19.2 for 16 data points and 3 varied
parameters. The fitted amplitude is plotted as a function
of T' in Fig. 3(b), which also shows the experimental
points after the phase-space and kinematic factors have
been divided out. The fitted value of the momentum scal-
ing factor gives an effective length for the D2 magnet of
88.5+0.3 crn, which is consistent with the previously
measured values (see Sec. III C).

The fitted value of the threshold amplitude is

( a ann)
~

=2.45+.0..16 .

The sign of ao(m nn) cannot be .deduced from the data.

Other parametrizations were tried for a(vr m n) as a
function of momentum, including terms in i/ T* and W .
None of these parametrizations gave as good a fit (in
terms of y /degree of freedom) as the linear fit, and the
values for the threshold amplitudes from all these param-
etrizations were reasonably consistent. Further, a linear
extrapolation to threshold is appropriate [1,30] for ex-
traction of the mm scattering lengths. Therefore, we
adopt the above value as the threshold amplitude for
m- p~~'m'n.

Olsson and Turner [3] showed that, using an almost
model-independent chiral Lagrangian, the effect of the
chiral-symmetry-breaking terms on threshold pion pro-
duction can be described by a single parameter g, and
they derive an expression for the threshold amplitude in
terms of g. Evaluation of this expression requires values
for the coupling constant G&z and for the combination
(M„„,i„„/G~z )(g„ /gi ), which is related by the
Goldberger-Treiman relation to the pion decay constant
f . Recent values for the parameters involved have been
discussed by Coon and Scadron [31]. They point out that
if values for 6&&„, gz, and M«,&„„are evaluated at the
chiral limit, the Goldberger- Treiman relation gives
f„=90.1 MeV, whereas the standard (on-shell) values
give 88.4 MeV. By comparison, the experimental value
off is 92.6 MeV. There is no obviously correct value to
use for f in this context, but we take the view that using
the value f =90. 1 MeV, evaluated at the chiral limit, is
appropriate for the present analysis. Chiral-symmetry
breaking is then included explicitly using the model of
01sson and Turner.

The threshold amplitude for the m. p ~m. m. n reaction
can be related to g through the expression [3,32]

ao(m ~ n)=2. 149—0.307$ .

With our experimental value for ~ao(m. m n)~, we find

g = —0.98+0.52, choosing the positive sign for
ao(m m n), or g= —15.0+0.5 for the negative sign.

No other experiment on m p~m m. n has produced
data sufficiently close to threshold to enable a value of g
to be extracted. Several experiments on other charge
states have yielded results for g. These are not particu-
larly consistent among themselves, but in general the
values of g are around zero or slightly negative. To this
extent, the present result, with the positive sign for
ao(men) is co. nsistent with most earlier experiments, but
the negative sign for ao(mar n) is exclude. d. One experi-
ment that differs from this is the Omicron result [10] for
n+p m+n+p, which gave g'=1.56+0.26+0.39. How-
ever, this is not consistent with other data [13] on the
same channel, which gave g= —0.20+0. 15. The result
obtained for g from a nN~m vrN experiment, however,
depends not only on the data, but also on the procedure
used to extrapolate to threshold. Also, the extraction of
g is sensitive to the choice of parameters and several
different approaches have been used in the past. A more
meaningful interpretation would result from a sirnultane-
ous analysis of data from all channels on a consistent
basis. An analysis along these lines is in progress [33].

Olsson and Turner [3] showed that the value of g is re-
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lated to the s-wave m~ scattering lengths, ai, for I =0
and 2, by

a2 /+2
ao —5g —7

'

This relation, together with our value for g, can be com-
bined with the current-algebra sum rule [1,30,34]

3m~
ao Sar 2

=0.526m„',4'f'.

to give values for the ~m scattering lengths. This pro-
cedure gives

ao = (0.207+0.028 )m

a2 =( —0.022+0.011)m

One of the earliest calculations of these scattering
lengths is the current-algebra work of Weinberg [1].
Weinberg's mn. interactio. n corresponds to a value for g of
zero. However, it has been pointed out by Jacob and
Scadron [34] that there is an important correction to
Weinberg's calculation from the contribution of the
fo(975) scalar meson. They argue that the fo(975) is the
most significant contributor since the o. meson is already

implicitly included in their chiral Lagrangian and the
effect of its radial excitation, the fo(1400), is small. Tak-
ing just the fo(975 ), then, Jacob and Scadron show that
the addition of this contribution changes the s-wave mm

scattering lengths from Weinberg's values of
ao =0.156m „', a2 = —0.045m „' to ao =0.201m
a

&

= —0.028m '. These are in excellent agreement with
the present experimental result.

Thus we conclude that our results are in good agree-
ment with chiral symmetry broken by the Weinberg m~
interaction together with the contribution from the
fo(975).
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