
PHYSICAL REVIEW C VOLUME 44, NUMBER 1 JULY 1991

Absolute measurement of the p +p analyzing power at 183 MeV

B.von Przewoski, H. O. Meyer, P. V. Pancella, S. F. Pate, R. E. Pollock, T. Rinckel,
F. Sperisen, and J. Sowinski

Indiana University and Indiana University Cyclotron Facility, Bloomington, Indiana 47405

W. Haeberli, W. K. Pitts, and J. S. Price
University of Wisconsin M—adison, Madison, Wisconsin 53706

(Received 4 April 1991)

The analyzing power A~ for p+p elastic scattering at O~,b=8.64'+0.07' (0, ,=18.1') and at a bom-
barding energy of 183.1+0.4 MeV has been determined to be A~ =0.2122+0.0017. The error includes
statistics, systematic uncertainties, and the uncertainty in bombarding energy and angle. This measure-
ment represents a calibration standard for polarized beams in this energy range. The absolute scale for
the measurement has been obtained by comparison with p +C elastic scattering at the same energy at an
angle where A~ is very nearly unity.

I. INTRODUCTION

The present measurement was motivated by the need
for a reaction of accurately known analyzing power, in
order to calibrate the beam polarization of 183 MeV pro-
tons in the Indiana Cooler Storage Ring. Currently, the
polarization of beams stored in the Cooler is determined
by detecting the asymmetry of protons scattered from a
thick carbon target which partly intercepts the stored
beam [1]. This method only yields relative values for the
beam polarization since the energy resolution to separate
single states, for which the analyzing power would be
known, is not available.

One of the reasons to use p+p scattering as a polariza-
tion standard is the ease with which scattering events can
be identified without requiring high detector resolution.
There are no open reaction channels, and in addition it is
possible to detect scattered and recoil protons in coin-
cidence for a clean identification ofp+p events. Further-
more, the analyzing power in p+p scattering varies only
slowly with energy and angle, so that the calibration ac-
curacy is easily maintained from one experimental envi-
ronment to another. Another reason for p+p scattering
as a polarization standard is its use in calibrating inter-
nal, polarized hydrogen targets. It has been shown [2]
that such targets are technically feasible with a thickness
which optimizes the luminosity for 200—300 MeV pro-
tons in a storage ring (about 10' atoms/cm ).

The p+p scattering angle for the calibration was
chosen as 0»b=8. 6' where the analyzing power is of the
order 0.2 (about two-thirds of its maximum value at this
energy). This is within the angular range of 2. 5 —10.5'
studied in a recent p+p experiment at the Indiana
Cooler in which analyzing powers were measured using
an internal gas jet target [3].

Since there is a lack of accurate proton polarization
analyzers for energies around 200 MeV, the present work
may be of interest for beam polarization calibrations at
other laboratories where either the polarization of an

external beam from an accelerator or of a circulating
beam in a storage ring is to be measured.

The present calibration was performed on an external
beam line of the Indiana University Cyclotron Facility
(IUCF), by comparing the p+p analyzing power at 8.6'
to the analyzing power of p +C scattering at 17.7 . As
discussed in the following section, proton scattering by
carbon at this energy and angle has an analyzing power
very close to unity, and can serve as a primary standard.

II. THE METHOD

A. Simultaneous observation of two processes

In the measurement described here, p+p scattering is
observed concurrently with p +C scattering, for which
the analyzing power is well known. The advantage of
this method is that the two reactions sample precisely the
same beam, so that all uncertainties from possible tem-
poral variation of the beam polarization are removed. In
addition, the usual method of suppressing instrumental
asymmetries by use of a left-right symmetric detector ar-
rangement is employed in this experiment.

B. Calibration deduced from p + ' C elastic scattering.

For scattering of spin- —, particles from nuclei without
spin it has been demonstrated [4] that the analyzing
power can be exactly unity for certain combinations of
the bombarding energy To, and the scattering angle 00.
Recently, it has been shown [5] that such a situation
[with A~(8o, TO)=+I] occurs in p+' C scattering at
To = 189+2 MeV, and Oo = 17.3'+0.3' (laboratory angle).

If one desires to make use of this absolute knowledge of
the analyzing power at energies and angles which are
close but not quite equal to I9o and To, the shape of
A (O, T) in the neighborhood of the A =1 point has to
be known. Sufficiently close to (go, To), 2 can be de-
scribed by
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tween both outgoing protons was required. For the pur-
pose of detecting the recoil protons [7], two silicon (so-
called "microstrip") detectors, 40 mm wide and 60 mm
high, were placed at symmetric locations to the left and
right (DL z), in such a way that they subtended about 1.5
times the recoil angle range associated with forward pro-
tons observed in the telescopes BI z.

Energy and time information for all detectors was
recorded event by event. In addition, the scaled beam
current integrator and discriminator counts for all detec-
tors were written to tape every 10 sec. When replaying
the data, it was thus possible to determine the time
dependence of the recorded rates. It was discovered that
the gain of a given NaI detector was related to the rate at
which the respective discriminator fired. For example,
increasing the rate of one of the inner NaI detectors from
750 to 1750 Hz caused an increase of 1.5%%uo in the ampli-
tude of the output signal (the rates quoted were those typ-
ically observed for spin down and up, the difference being
due to the p+C analyzing power). Over the range of
rates observed in a given run, the gain was found to be
linearly dependent on rate. This information was used to
apply a rate-dependent correction to the recorded energy
signals before any further processing. Examples of mea-
sured spectra, after correction, are shown in Fig. 3. The
FWHM width of the p +C ground-state peak is 1.5 MeV,
corresponding to a resolution of 0.8%%uo.

1+Pt A k('H)

1+Pg Ay g('H)
(5)

10

10

10
125 155 185 215

where the upper sign applies for k =I. and the lower for
k =R. Note that P& and P

&
are not assumed to be equal.

At this stage, the analyzing power for p +p scattering,
A~ k ( 'H ), can be determined either from the left or the
right telescope alone (k =L or R ) by solving

B. Measurements

Data were accumulated with the direction of the polar-
ization vector either up ( 1') or down ( $ ) with respect to
the scattering plane. The spin orientation was reversed
every 10 sec. Runs with two different CH2 targets, with a
carbon target, with diff'erent target orientations, with
diff'erent average beam intensities, and with the beam po-
sition displaced from the center position were carried out
to provide the database needed to assess the systematic
uncertainties of the measurement.

The result from a given run consists of nine numbers,
namely the accumulated number of p +p scattering
events B;I, with spin up or down (i = g, $ ) detected on the
left or right (k =L,R), the accumulated number of p+C
elastic-scattering events C;k, and the ratio g of the accu-
mulated beam charge for spin down divided by the same
number for spin up. If one assumes that the target thick-
ness during the spin-up part of the run was the same as
during the spin-down part, it is straightforward to prove
that the four parameters

ao '
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JQO

B)k C)k
bk =g, Ck =g (k =L,R)

Bgk Clk

1+Pt Ay(C)
1+-Pg A (C)

(4)

are independent of the integrated luminosities, the sub-
tended solid angles, and the detector effIciencies. Elastic
p+C scattering can now be used to determine the two
beam polarizations Pt, P $, averaged over the duration of
the run, using the relations

FIG. 3. Representative energy spectra. The spectrum of for-
ward protons from p+p scattering in the NaI scintillators at
8.6' (BL & in Fig. 2) is shown in (a). For these protons a coin-
cidence was required with the recoil protons detected with a mi-
crostrip detector (DL & in Fig. 2); the microstrip spectrum is
shown in (b). A spectrum obtained with a pure carbon target,
scaled to the same integrated luminosity, has been subtracted to
arrive at the spectrum shown in (a). The singles spectrum ob-
tained with the NaI scintillators in the outer telescopes (CL & in
Fig. 2) is shown in (c). A rate-dependent gain correction has
been applied to spectra (a) and (c). Note that the ground-state
peak is cleanly separated from the first excited state at 4.4 MeV.
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where again the upper and lower signs are for k =L, and
k =R, respectively. The final result is then the average
A ('H) between A ~('H) and A z('H), which is insens-
itive to left-right positioning errors, depending only on
the angle between the two inner telescopes, which has
been determined with special care (see Sec. IV B).

IV. SYSTEMATIC UNCERTAINTIES
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which a coincidence with the microstrip detector was re-
quired, contained unwanted events arising from p+C
scattering accompanied by an accidental pulse in the as-
sociated microstrip detector. Most of these events were
removed by applying a gate to the microstrip spectrum as
indicated in Fig. 3(b). Remaining background events (for
which the accidental pulse fell within this gate) were re-
moved by acquiring data with a pure carbon target under
otherwise identical conditions (including the gate in the
microstrip spectrum), and subtracting the result, properly
scaled with target thickness and accumulated beam
current, from the 8.6' spectrum obtained with a CH2 tar-
get. The spectrum resulting from this subtraction is
shown in Fig. 3(a). The remaining smooth component
outside the p +p peak is due to p +p events misplaced in
energy by reaction losses and outscattering. This ex-
planation is supported by the fact that A below [gate IV
in Fig. 3(a)] and above the p +p peak (0.207+0.003 and
0.24+0.03 respectively) is very close to A in the peak
(see Sec. V).

Carrying out the correction for the accidental back-
ground in the way described above lowered the analyzing
power by 0.005. The method used for background sub-
traction was tested by repeating it without a gate on the
microstrip spectrum; the background correction thus re-
lies entirely on the subtraction of a spectrum obtained
with a C target. The resulting 3 was within 0.0002 of
the value obtained with the microstrip gate applied.
Thus, it was felt that, in the uncertainty of the final re-
sult, the contribution from background subtraction was
negligible.

The integration limits used to determine the numbers
BL z of p+p protons are shown as gate II in Fig. 3(a).
The p +@ analyzing powers obtained when using either
gate I or III in Fig. 3(a) differed by 0.0003, demonstrating
that the result is insensitive to the exact choice of the in-
tegration limits. The 1imits used to obtain the number of
p+C events from the outer detectors were tested in a
similar way, with a change of 0.0002 in the p +p analyz-
ing power when using either gate I or II in Fig. 3(c).

Using the procedure outlined in Sec. IIIB, the p+p
analyzing power 2 ( H) was determined individually for
every run. The results are shown in Fig. 4. Different
symbols correspond to runs taken under different condi-
tions; they will be discussed in detail in the following sec-
tions.

FIG. 4. The left-right averaged p +p analyzing power
A~{ 'H) for individual runs. Open and solid symbols correspond
to the target orientations +45 and —45, respectively. Circles
indicate runs with displaced beam spot and squares those with
high beam current. Triangles are "normal" runs used to obtain
the final result.

B. Geometrical alignment and symmetry

Prior to the experiment an optical reference line was
established through the centers of two quadrupole lenses
3 m upstream of the scattering chamber. A beam align-
ment scintillator at the target location was centered on
this line. During the run, the beam was positioned on
target by the use of this scintillator. Individual telescope
angles were determined by triangulation with a precision
of +0.2'. The geometry was fixed during the experiment
and the position of all detectors was checked again after-
ward. The angle between the inner telescopes could be
measured more accurately since it is given by the distance
between the b,E detectors (known to +0.5 mm), yielding
a left-right average for the p +p scattering angle of
0=8.64'+0. 07 . From the known angle dependence
dA~('H)/d8&, &=0.011 deg ' at the angle and energy of
interest, one finds that this angular uncertainty contrib-
utes 6A =0.0008 to the final error.

An overall test of the symmetry of the setup is ob-
tained from a study of the difference of the p +p analyz-
ing powers A~L('H) and A z('H) determined from BL
and 8&, respectively. Such a difIerence could arise from
a displacement of the beam position on target (+1.5 mm
is the positioning accuracy of the beam on the target),
from a nonzero angle of the beam with respect to the op-
tical reference line, or from the breaking of the symmetry
of the setup by the target, inclined by 45 to the left or the
right. In principle, a spin-dependent beam shift is also
conceivable but such an effect has been shown to be small
[8] for an atomic beam source, as was used for the present
experiment, where RF transitions are switched for spin
reversal. The difference between 2 I ('H) and 2 z('H)
is shown in Fig. 5; the average difference for all data runs
(triangles) is 0.004+0.003. A possible small left-right
difference cancels to first order in the average 3 ('H),
shown in Fig. 4. In Figs. 4 and 5, the open (closed) sym-
bols denote runs with the target oriented at +45' ( —45').
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Runs with the beam spot on the target deliberately dis-
placed to one side by 3 mm are indicated by circles.

C. Other systematic elects
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The accumulated beam current during a run was mea-
sured by integrating the charge in a Faraday cup serving
as the beam stop. The digitized integrator output was
gated with the busy signal from the acquisition computer.
The same busy signal was used to determine the ratio of
the dead time during spin-up and spin-down runs. The
dead time (typically 3%%uo) was found to be equal to within
+0.001 for spin-up and spin-down runs, which translates
into a contribution of 521=0.0004 to the error of the
final result. Results from runs carried out with a beam
current of 10 nA (instead of the usual 5 nA) are indicated
by squares in Figs. 4 and 5. At this current the depen-
dence of the pulse heights in the NaI detectors on the
count rate was nonlinear, making a correction less reli-
able.

The method used in this analysis makes the assumption
that the target thickness is the same for spin-up and
spin-down beams. Only an inhomogeneous target in con-
junction with a spin-dependent beam shift could violate
this assumption. For this reason two different targets
were used during the experiment; no effect was found.

Possible contributions of beam halo scattered from ma-
terial near the beam were ruled out by taking data with
an empty target frame. No events in the regions of in-
terest were found when accumulating a similar beam
charge as for a run with target.

The experiment was carried out with natural carbon
targets which contain 1.1% ' C. The NaI detectors were
unable to resolve the 100-keV energy difference between
protons scattered from ' C and ' C. At 200 MeV it is
known [9] that scattering from ' C and ' C at a given lab-
oratory angle yields the same analyzing power within
0.05. It is reasonable to assume that the situation is simi-
lar at 183 MeV; thus, the ' C admixture has a negligible
effect on the final result.

A ('H) =0.2122+0.0017 . (6)

The quoted error has been obtained by quadratically
combining the uncertainties due to statistics
(5As =0.0013), the uncertainty in the angle of the inner
detectors (5A&=0.0008), the uncertianty in the current
integration (531=0.0004), and the error in the p+C
analyzing power [52c=0.2152 (C)=0.0004]. Also in-
cluded was an error 5AT=0. 0004 from the uncertainty
of the bombarding energy, deduced from the known
dA ('H)/dT=0. 0011.

When comparing the present result to previously avail-
able experimental information, we note that there is a
shortage of analyzing power data for p +p scattering at
medium energies, especially at small angles. Between 150
and 300 MeV only four experiments have reported
analyzing power data forward of 0, ,=30'. [10—13]
Three of these are more than 25 years old. The two mea-
surements that are closest in angle to the present result,
and bracket it in energy are A ('H)=0. 241+0.036 at
174 MeV and 8, ,=20. 8' (Ref. [10]), and
A ('H) =0.264+0.025 at 209 MeV and 8, ,= 18.9' (Ref.
[13]). Clearly, the present result constitutes a significant
addition to the database for p +p scattering. The conse-
quences with respect to the XX interaction that follow
from it will be discussed in conjunction with a measure-
ment of the A ('H) angular distribution at angles in the
Coulomb-nuclear interference region, carried out with
the Indiana Cooler; this will be the subject of a forthcom-
ing paper.

D. Uncertainty in p+' C reference point

The shape of the angular distribution of the p+ C
analyzing power at 183 MeV is shown in Fig. 1. Averag-
ing over the angular acceptance of 0.94 of the detector
telescope lowers the effective analyzing power by 0.001
from the maximum value. Thus, from Sec. II 8 one ob-
tains the value A (C)=0.997+0.002 for the p+C
analyzing power that enters the analysis of the present
experiment. From the shape of the angular distribution,
it is easy to see that the angular positioning error of the
outer detectors of +0.2', as well as the uncertainty of
+0.2' in the angle at which the extremum occurs, do not
contribute significantly to the error of A~(C).

V. Result and Discussion

The final result is obtained from averaging 17 individu-
al runs, shown as triangles in Fig. 4. The set of runs is
internally consistent: the y for the distribution of the in-
dividual measurements with respect to the mean was 0.96
per degree of freedom. Thus, the analyzing power for
p +p elastic scattering at a bombarding energy of
183.1+0.4 MeV and a laboratory scattering angle of
8&,b=8. 64+0.07' (8, ,=18.1 ) has been determined to
be

0 5 10 15
run numb er

20
ACKNO% LEDGMKNTS

FIG. 5. The difFerence A~ L('H) —
A~ z('H) between p+p

analyzing powers for individual runs determined separately with
the left and right detectors. The symbols are explained in the
caption for Fig. 4.
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