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Differential cross sections for inelastic scattering from ' Ce have been measured for excitation ener-

gies less than 3.3 MeV over a range of momentum transfer of 0.4 to 2.5 fm '. The data have been ana-

lyzed to extract transition charge densities. These densities are interpreted in terms of a quasiparticle-
phonon approach and finite Fermi system theory to disentangle the collective and noncollective modes
of excitation.

I. INTRODUCTION

Electron scattering is well suited for examining the
spatial properties of nuclear wave functions due to the
purely electromagnetic character of the reaction mecha-
nism and the well-understood relationship between the
measured cross section and the nuclear charge and
current densities. The charge and transition charge den-
sities of the nucleus provide the meeting ground theory
and experiment. Shape differences in these densities
make it possible to discriminate between collective and
noncollective modes of excitation for transitions of the
same multipolarity.

Early experiments [1] on inelastic electron scattering
from magic nuclei were instrumental in revealing the sur-
face nature of the low-lying collective states of natural
parity. Such behavior was predicted by structure calcula-
tions employing both the Hartree-Fock (HF) approach
with eff'ective forces [2], and the finite Fermi systems
(FFS) theory using the coordinate representation tech-
nique for calculation of the nuclear response function
[3—5].

There are several electron scattering measurements
presently available for the energetically lowest 2+ states
in semimagic and nonmagic spherical nuclei. Measure-
ments on the even-even Zn isotopes have been made [6],
and calculations carried out [7], using the same technique
as for magic nuclei but slightly modified for the case of
partially occupied levels. It has been reported that the
transition charge densities to the lowest two-neutron-
quasiparticle exciiations in Pb and Pb exhibit a re-
markable similarity to the lowest collective excitation of

the Pb. It is suggested in that paper that these collec-
tive excitations act as an important doorway in the dress-
ing of the lowest two-neutron-quasiparticle configu-
rations by an effective charge, and their proper descrip-
tion and inclusion in any core-polarization calculation
appears essential in achieving agreement between theory
and experiment. Efforts have been made to disentangle
the contributions of collective and noncollective modes of
excitation for transitions of the same multipolarity in the
%=50 region. A comparison of low-lying quadrupole ex-
citations in Sr, Y, and Zr established [9] the strong
single-particle nature of these states which had previously
been thought to be collective vibrations.

Recently, the nuclei in the rare-earth mass region have
been extensively studied by electron scattering with high
resolution. Charge and transition charge densities for the
ground-state rotational band (0+, 2+, 4+, and 6+) of

Sm were extracted from electron scattering cross sec-
tions and compared with Hartree-Fock-Bogoliuov calcu-
lations [10]. Transition charge densities for the first ex-
cited 2+ state in five samarium isotopes (144, 148, 150,
152, and 154) were obtained and studied in terms of the
interacting boson model [11]. The low-lying quadrupole
states in ' Nd have been investigated by inelastic elec-
tron scattering [12,13], and it has been found that the ex-
tracted transition charge densities indicate quite different
microscopic structure for these states. On the basis of a
quasiparticle-phonon approach, it has been shown that
this difference can be understood as arising from an inter-
play between collective and single-particle excitation
modes.

We present here the results of a high resolution elec-

1991 The American Physical Society



PROPERTIES OF LOW-LYING STATES IN ' Ce VIA HIGH. . . 2401

tron scattering experiment in which cross sections have
been obtained for the ground state and low-lying excited
states in ' Ce. In this mass region, low™lying excitations
for odd-even nuclides exhibit excitations with a large
single-particle component, while for the even-even nu-
clides such as ' Ce the lowest-lying transitions show
strong collectivity and significant pairing. To interpret
experimental transition charge densities, calculations em-
ploying two theoretical approaches have been performed.
The first is the quasiparticle-phonon approach (QPA)
[14—17], which has been successfully applied to the
description of the transition charge densities of the low-
lying 2+ states in ' Nd [12]. The second one is the finite
Fermi system (FFS) Theory [18] within which the shapes
of the transition charge densities for the first 2+ states
have been predicted for a wide range of isotopes.

II. EXPERIMENTAI. PROCEDURE

The data for this experiment were collected using the
energy-loss spectrometer system (ELSSY) at the
MIT —Bates Linear Accelerator Center consisting of a
900-MeV/c energy-loss spectrometer [19],with a nominal
solid angle of 3.3 msr and a momentum bite of +3%.
The beam energy was varied in the range of 100—370
MeV. Average currents of 25 —35 pA were used. Beam
current was measured to one part in 10 using the signals
from two toroids fed into integrating amplifiers.

The scattering angle ranged from 40' to 101', corre-
sponding to a range of effective momentum transfer q,z
between 0.4 and 2.5 fm ', where q,s.=q ( 1+3Ze /2ER )

and R is the nuclear RMS radius. One additional mea-
surement was performed at 155' and at a beam energy of
190 MeV (q,&=2.0 fm ') to investigate the transverse
contribution to the form factor. The transverse contribu-
tions to the form factor at forward angles are expected to
be negligible. The upper limits of the ratio in ~I' /F
where F and F are transverse and longitudinal form
factors, respectively, were observed to be 0.8% for the 2,+

state (E„=0.641 MeV), 0.7% for the 3, state (E =1.653
MeV), and 0.8% for the 4,+ state (E, =1.219 MeV). The
ratios for other excited states were 9% for the 3z state
(E„=3.060 MeV) and 5% for the 42 state (E„=2.043
MeV). This result is also confirmed by the recent NI-
KHEF electron scattering results [12,13] on ' Nd. At
the forward angles corresponding to the first minimum of
longitudinal form factor (q,&=1.0 fm '), the transverse
components of the cross section for the quadrupole states
of ' Nd were measured to be less than 2% of the longitu-
dinal form factor. Calculations with @PA have shown
that the transverse form factors of all the quadrupole
states reach their maximum value near the minimum of
the charge form factor. For the states of other multipo-
larities in ' Nd, QPA calculations [13]predict the trans-
verse contribution to be of the same order as for the
quadrupole states. We will therefore neglect the small
transverse components of the natural parity ' Ce states
in the analysis.

As part of the current experiment, effort was devoted
to a continuing program of energy resolution enhance-
ment, primarily through studies of beam tuning systemat-

ics and data acquisition software refinement. This pro-
gram resulted in attaining ultimate resolutions of
Ap/p =4X10 and routinely gave 6X10 . This was
essential for studying an excitation region with such a
high density of states.

The focal plane instrumentation consists of two verti-
cal drift chambers, the first of which is positioned ap-
proximately at the focal surface, two transverse arrays
connected in series, two Cerenkov detectors, and the as-
sociated readout electronics [20]. The instrumentation is
located outside of the spectrometer vacuum and is
separated from the spectrometer vacuum by a thin
Kevlar-reinforced Mylar window [21].

This experiment used ' Ce targets with thickness of
4.92 and 20.19 mg/cm, isotopically enriched to 92.11%.
Most of the impurity is ' Ce (7.89%). Additional data
were taken on either BeO or BeA1, ' C, and ' Ce to es-
tablish focal plane parameters and energy calibrations us-
ing excited states and differential recoil from the various
nulcides and to measure background. The ' C targets
were also used to establish normalizations.

III. DATA REDUCTION

A. Extraction of cross sections

Cross sections were extracted from the experimental
spectra using the line-shape fitting code ALLFIT [22]. A
typical experimental spectrum and the associated line
shape is shown in Fig. 1. The peak integrals extracted
from the spectra were corrected for straggling, brems-
strahlung, and Schwinger radiative effects according to
the prescription of Bergstrom [23]. In addition, on-line
diagnostic spectra were accumulated so that corrections
could be applied to compensate for the misidentification
of good events and instrumental dead time. For the for-
ward angle data, these corrections were normally of the
order of a few percent and were dominated by the dead-
time correction. At backward angles, where the counting
rate is low, instrumental dead time is negligible and the
correction is dominated by good event corrupted by
spurious background events. All the data were also
corrected for folding over the spectrometer acceptance
and for multiple scattering in the target.

Due to possible uncertainties in the effective target
thickness, in the incident electron energy, and in the
corrections applied to compensate for hardware head
time and software rejection of corrupted good events, it
was necessary to normalize each data set. Angular distri-
butions of the elastic form factor were obtained from the
measurements with four different beam energies. A nor-
malization was obtained for each incident energy using a
best fit of the measured elastic cross sections and the Bar-
rett moments obtained from results of muonic x-ray ex-
periments [24]. The normalization factors ranged from
0.81 to 1.08. The inelastic scattering cross sections mea-
sured were corrected using the same normalization factor
that was obtained from the fit to the elastic scattering
data.
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142FIG. 1. Spectrum and line-shape fit of 190-MeV electron scattered from ' Ce at 45 .

B. Transition charge densities

Cross sections extracted from the electron scattering
spectra were fit using distorted-wave Born approximation
(DWBA) phase-shift code [25]. A polynomial-Gaussian
(PG) model for transition densities was used to extract
structure information from the experimental cross sec-
tions. In the PG model the density is expressed as

2
zn + I [ "~'o ~p(r)= g A„(rlro)" e

n=1
—r2

This expansion produces terms which fall oA like e
at large r which is the same behavior as for harmonic-
oscillator wave functions. Up to five terms are used in
the polynomial and the radius parameter r~ can be fit.
Fast convergence properties of this expansion allow ex-
cellent fits and provide a reasonable method for the
reconstruction of nuclear transition densities.

IV. THEORETICAL DESCRIPTION OF
LOS('-LYING NUCLEAR EXCITATIONS

In this section we briefly outline the two theoretical
models we have used here for interpreting the experimen-

tal data, the QPA and FFS theories. Both approaches
have many common features since both are microscopic
theories starting from the quasiparticle basis. They diA'er

in the form of the quasiparticle interaction and in some
essential details. The FFS theory employs a realistic
form of the residual interaction between quasiparticles
with a single fixed set of parameters for difterent nuclei.
On the other hand, this theory does not treat in detail the
interplay between modes of excitation. This interplay is
consistently taken into account within the QPA, but this
approach deals with the more schematic form of the re-
sidual interaction with parameters adjusted to the experi-
mental data for each nucleus.

A. Qnasiparticle-phonon approach

In the quasiparticle-phonon approach (QPA) [14—17]
excited states in even-even nuclei are considered as a
combination of one-, two-, . . . , phonon states built on
the ground-state wave function 4, which is treated as a
phonon vacuum. Thus, the wave function of the state
with momentum J and projection M has the form

4,(JM)= gR;(Jv)QJM;+ g I'I; (Jv)[QI„;QI „; ]JM
LiL'i '

+ & & Ti';I'. ; (»)[[Ql.p, Ql. p"]JIB ~ ]JM+. g..
LiL'i ' J'I "i"

with the definition

[Q,'„Qt,„,, ], = y & 1.&1. „~~M &Q~t„, Q~t,„, ,
I

where Ql„, is the phonon creation operator with angular

momentum L, projection p, and the RPA root number i.
Phonons are constructed as a linear combination of pairs
of quasiparticle creation a and annihilation o; opera-
tors with the shell quantum numbers jm—:~n, 1,j,m ) as
follows:
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+( (4)

+ —g g I UL («)[QL„;QL, „;~ ]I.„QL,„;
L L"L"'"

P1

+H. c. ] .
(6)

The first term in Eq. (6) corresponds to the noninteract-
ing phonon approximation. The second one describes the
interaction between different parts of the wave function
in Eq. (2) with the exchange of one phonon. The explicit
expression for the matrix element UL, ,

' (Li) of the in-
teraction between one- and two-phonon components of

To obtain the phonon basis (i.e., excitation energies coL;

and structure coefficients g ' and P&z'), we solve the RPA
equations for each J with the effective Hamiltonian

~ =~s.p. +~pair +~res. int.

where the erst term describes the motion of independent
nucleons in the self-consistent average field U(r), the
second term represents the pairing interaction, and the
last term is the effective residual interaction between
quasiparticles. H„, ;„, is considered in QPA in separable
form, with the factor factor of the residual interaction
taken as 8 U(r) Idr. It is possible to show that for the col-
lective vibrations, this form factor gives a form close to
the residual interaction used in the FFS theory. Among
the phonon excitations there are both collective phonons
such as Qz+ =—Q2„& or Q3 phonons, and noncollective

1 1

phonons, even practically pure two-quasiparticle modes.
With the obtained phonon basis, Hamiltonian (5) can be
rewritten in terms of phonon operators,

g ~Li QLpi QLpi
Lpi

p (R)= QR, (Jv)p, (r)+ g PL;'(Jv)pL, L,;(r), (7)

where

the wave function in Eq. (2), in terms of the phonon am-
plitudes lli~z', p~~J, and matrix elements of the residual in-

teraction, can be found in Refs. [16] and [26], and they
are calculated by computer code aIREs [26]. Once the
phonon basis is introduced there are no free parameters
for the description of the phonon modes interaction.

In this paper we truncate the wave function of the ex-
cited states in Eq. (2), including only terms up to the
three-phonon term. After diagonalization of the Hamil-
tonian in Eq. (6) we obtain the energies of the states i)J
(v is the root number) and structure coefficients R, P, and
T. Since the phonon operators are not ideal bosons, the
commutation relations must take into account their fer-
mion structure in order not to violate the Pauli principle.
In our approach, the Pauli principle is taken into account
in the diagonal approximation, which is both sufhcient
for this kind of calculation and simplifies the calculation.
(For additional details, see Refs. [12,16,17,26,27].)

The wave function of the ground state %'g, is treated
as a phonon vacuum. This is correct if we are dealing
with noninteracting phonons. However, if we take into
account the interaction between them, ground-state
correlations appear. To estimate the role of the ground-
state correlations we have performed a so-called second-
RPA calculation, in which these correlations are accu-
rately taken into account, with the wave function of ex-
cited states including only one- and two-phonon terms.
We have found that in the case of ' Ce the role of these
correlations is negligibly small and they are not included
in the following calculations.

If the ground-state correlations are neglected, only
one-phonon transition density p, (r) and two-phonon
transition densities pL, L., (r) contribute to the densities

p (r) of the excited states in Eq. (2):

N Z uI+'
pJ(R)= g p,, (r) " (i',,'+iti~j ),

JJ

Nz I I ' J
pL;I; (r) = —g g p '(r)U" L f. ' ', .„'(g,' „i' „'+p ,

' „i' „' )., L. =v'2. L. +. 1. .
jj'j" LiL'i'

JJ JJ

The two-quasiparticle charge transition densities p ",(r) have a well-known form [29]
~ ~ r

p",(r)=( —1)J '~ i [1+(—1) + +J]e,(j ,'j ' —
—,'~JO)R*(r)R—'(r), (10)

where u ' O'Uj +uj Uj and Ujj ujuj Uj Uj aIe com-
binations of the coefficients uj vj of the Bogoliubov trans-
formation. R (r) is the radial part of the single-particle
wave function and e, is the nucleon effective charge. In
the present calculations, the effective charges used are
ez =N/A, eN = —Z/3 for J"=1, and ez = 1, eN =0
for the other J . The calculated transition charge densi-

ties p, (r) have been folded with the form factor of the
proton charge distribution [29].

For the singe-particle part of the Hamiltonian in Eq.
(5), we use the Woods-Saxon potential with the parame-
ters of Lanen [30] for protons and Ponomarev et al. [31]
for neutrons. The bound states and the narrow quasi-
bound states in continuum with the width of a few keV
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are included in the calculations; 28 level for neutrons and
29 levels for protons with j ~ 9. With this single-particle
spectrum, the model-independent energy-weighted sum
rule for J 4+ is well reproduced. Pairing correlations
are treated in the BCS approximation with the monopole
pairing interaction in the particle-particle channel. A
constant matrix element is chosen to reproduce the odd-
even mass difference of neighboring isotones. For the
H„, ;„, part of the Hamiltonian we use a separable mul-
tipole interaction in the particle-hole channel with a form
factor of the residual forces as a derivative of the central
part of the Woods-Saxon potential. The parameters of
the effective residual forces are chosen to reproduce the
experimental energies and the 8 (EA, ) values of the lowest
state for each J . The strength ratio for the isovector to

Jir J7r
the isoscalar forces is set at K& /Kp = —1.2 and the
difference in the obtained absolute values ~o &

for different
J is only a few percent. The wave function in Eq. (2)
was truncated to include all one-phonon states (even very
weak) with the excitation energy E ~ 4 MeV; two-
phonon states with E ~ 6 MeV constructed of phonons
with I =1,2+, 3, 4+, 5, and 6+; and three-phonon
states constructed of the low-lying collective phonons.
The calculations for the 2,+ state with the enlarged pho-
non basis was tested and confirms that the truncated
configurations did not strongly affect our results on the
low-lying states.

B. Finite Fermi system theory

The finite Fermi system (FFS) theory treats the interac-
tion between single-particle and collective modes as well
as between different collective modes without introducing
any additional parameters. Up until now such an ap-
proach was realized only for the case of weak interactions
between these modes. In the case the "one-phonon" ap-
proximation is a reasonable first step and the anharmonic
corrections may be taken into account via the perturba-
tion theory [32]. We review here briefly the FFS theory
of description of one-phonon states.

The coordinate (r) representation of the particle-hole
propagator [33,34] has been used previously for the case
of magic (nonsuperfluid) nuclei [5,35]. This technique
makes it possible to avoid any truncation of the shell-
model (A, ) basis, which proves to be very important for
describing the collective low-lying natural parity states
which are essentially surface vibrations. The reason for
this is that the corresponding transition densities have a
form close to the one given by the Bohr-Mottelson collec-
tive model pgM dpo/cA' where po stands for the
ground-state charge density. Therefore in the A, represen-
tation the sum

p'(r) = Xp~~NDr)0~(r)

contains a large number of components contributing in a
coherent way in the surface region. Here, p2 stands for
the single-particle wave functions with corresponding en-
ergies Ez. Any truncations of the A, basis may lead to er-
rors which must be carefully controlled.

For nonmagic nuclei the pairing correlations effects

should be taken into account. In Ref. [18] this was car-
ried out employing the mixed (r, A, ) representation tech-
nique. Here we sketch only the main ideas of this
method. For simplicity, we examine the case of
nonsuperAuid nuclei. In the FFS theory, the main equa-
tions are obtained using the Green-function technique.
Within the one-phonon approximations, the relation den-
sity may be found by solving the RPA-like integral equa-
tion which has the form

p, (r)= J A(r„r2, E, )V(r, , r 2)p, (r 2)dr, dr 2. (12)

Here V is the effective quasiparticle interaction and A
stands for the particle-hole propagator given by the ener-
gy integral of the product of two Green functions:

dc,~(ri r2, E)= G(I112 s+E)G(r2 ri
27Tl

(13)

where p is the Fermi energy and 6~0. Substituting one
of the Green functions in Eq. (13) by Eq. (14) we obtain
the finite sum

A(r„r2, E)

X nigpri)gk(r2)[G(ri r2 &2+E)

+G(r, , r2, E,—E)],
where the occupation numbers are given by

1, if c~(p
0, if c&)p .

(15)

Replacing G in Eq. (15) by the expar. ,ion equation (14),
one obtains once more the double sum over (A, , A, '). This
sum is infinite and is usually calculated by truncating the
single-particle basis. Instead of such an approximation
procedure, the exact expression for G(r„r2, E) is used in
the coordinate representation method. Separating the an-
gular variables in the usual way for the partial radial
components G,~(r i, r2, E), one has the exact expression

G„(r„r , )2=ey, (r &,e)y2(r&, E)/W[y, ,y2] . (17)

Here y, and y2 are two independent solutions of the
Schrodnger equation

[e—(H, )„.]y (r, E)=0 (18)

with different boundary conditions: yi(O, E)=0 and
y2( oo, E) is finite. Win Eq. (17) stands for the Wronskian
of the two solutions y 1 and y2. Substituting Eq. (17) into
Eq. (15) we obtain the exact expression for A which can
be easily evaluated numerically. Eq. (17) into Eq. (15) we

Solving Eq. (12) for each multipolarity J we obtain the set
of one-phonon excited states with excitation energies E,
and transition densities p, (r).

The Green function can be written in the multipole ex-
pansion form

G(r„r2, e)

= & maori)V ~(r2)/I E —E~+1&~(E~—V)] (14)
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Here, for example, A.
& are given by integrals of products

of different combinations of the Green functions G„F'",
and F' ', instead of the single propagator in Eq. (13). The
method outlined above cannot practically by applied in
the complete form; however, a simplification can be used
in this case [18]. The propagator Aoo may be written

A@):(ADO Ao)+Ao (20)

where Ao stands for the particle-hole propagator without
taking into account the pairing effects. The idea of mixed
(r, A, ) representation is based on the simple fact that the
pairing effects vanish rapidly when the single-particle en-
ergies are far from the Fermi energy (

~ ei —p ~
&& b. ,

~ Ei —p ~

&&b„b,—1 MeV is the pairing gap). Therefore
the term (Aoo —Ao) as well as other components A p
(af3&00) can be evaluated with high accuracy in the A,

representation with the use of a truncated X basis. The
next term Ao in Eq. (20) should be calculated with the
use of the coordinate representation as it is described
above. Explicit formulas can be found in Ref. [18].

In principle, Eq. (19) should be solved in a self-
consistent way, where the average nuclear field U(r) is
generated by the same effective interaction V(r, r') which
determines the transition densities. Then, for the mul-

tipolarity J = 1 one will automatically obtain the
"ghost" solution with zero energy and the "transition
density" p'h „= po/ r.

In fact, in Ref. [18] as well as in this section, a
simplified version of the FFS theory was used employing
the finite-range (Yukawa-type) effective force in combina-
tion with Woods-Saxon average field. One of the interac-
tion parameters is chosen so as to put the ghost 1 -state
energy to zero. This calculation scheme contains no free
parameters.

The Woods-Saxon single-particle levels deviate, as a
rule, by —1 —2 MeV from the experimental ones. Such
accuracy is insufficient for a consistent description of
low-lying collective states. To some extent, an exception
is presented by the energetically lowest 2,+ states, where
most of the collectivity gathers, and therefore have low
sensitivity to the details of the single-particle spectrum.
The main goal of Ref. [18] was to confirm the surface na-
ture of the first 2,+ states in superfluid nuclei. Thus the
use of the simplified treatment was reasonable. For a
quantitative description, such calculations should be con-
sidered preliminary. For the higher excitation states they
are of less significance. They are more or less reasonable
only for the cases when the state under consideration

obtain the exact expression for A which can be easily
evaluated numerically.

When dealing with superAuid nuclei, in addition to the
modification of the Green function G given by Eq. (14)
into its superfluid analogue G„ the two (Gorkov's) Green
functions F"', F' ' and the corresponding two new corn-
ponents of the transition density appear. Therefore the
single Eq. (12) is transformed into a system of three equa-
tions [18]. The matrix form of this system has the same
structure as Eq. (12):

(19)

may be considered as a one-phonon excitation. The FFS
densities for higher states are useful since the comparison
between densities with the experimental and QPA results
allow us to estimate the contribution of the one-phonon
component.

V. RESULTS

The experimental spectra were analyzed up to an exci-
tation energy of 3.3 MeV. Twenty-one levels were ob-
served in this experiment and for most levels spin and
parity assignments were confirmed or newly proposed.
Table I lists excitation energies with spin and parity as-
signment for all the observed states [36]. The excitation
energies and the B(EA, ) values of the low-lying states
with different J obtained in the QPA are presented in
the Table II along with corresponding FFS predictions
and experimental results.

Transition charge densities have been extracted for
many of these levels using a polynomial-Gaussian expan-
sion. This expansion introduces more model dependence
into the final densities than the Fourier-Bessel expansion
of Ref. [25], but allows a reconstruction of the shape of
the densities even though high-momentum-transfer data
were unavailable. Errors presented thus represent the
statistical uncertainty from the extracted cross sections
but not the uncertainty due to lack of high-momentum-
transfer data.

A. 2+ states

In this experiment five 2+ states have been observed.
The form factors with DWBA fits for these 2+ states are
shown in Fig. 2. The calculations within the QPA pre-
dict more 2+ states in the same energy region, but some
of them have rather small B (E2) values, and could not be
observed in the present experiment. The transition

IO

IO

~-)3
) O & i i i I c i i i I i & i i I i i i & 1 s

0.5

FICi. 2. Form factors for the 2+ states at 0.6413, 2.004, 2.364,
2.543, and 2.696 MeV. The curves show the DWBA fits.
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TABLE I. ' Ce observed levels with J and B (Ek) from this experiment.

E (MeV)

0.000
0.641
1.219
1.536
1.653
1.742
2.004
2.043
2.125
2.220
2.279
2.364
2.543
2.590
2.604
2.696
2.742
2.767
2.861
3.000
3.060
3.228

0+
2+
4+

3
5
2+
4+
5
6+
4+
2+
2+

2+
1

3

B(Eg) (e~ fm~~)

(4.61+0.21)x 10'
(2.45+0.52) x 10'

(2.33+0.12) X 10
(6.0+2.2) x 10'
(6.21+0.24) X 10
(2.43+0.09)x 10'
(1.53+0.20) X 10'
(1.80+0.66) x 10'
(2.29+0.39) X 10
(4.80+0.39)X 10
(5.10+0.47) X 10'

(5.0+1.8) x 10'
(1.20+0.28) X 10

(6.55+0.46) x 10'
(8.3+2. 1)X 10

Comments

Very weakly populated

J previously known as 4+ or 5

J previously unknown
J previously unknown

Previously unknown state
J previously unknown
Previously known as 1—

J previously unknown
J previously unknown

TABLE II. The excitation energies and the 8 (EA, i values of the low-lying states with difFerent J"obtained in the QPA along with
corresponding FFS predictions and experimental results.

1

2
1

2
3
4
5
6
7
8
1

2
3
4
1

2
3
4
5

6
7

9
1

2
3

1

2
3

5

QPA
E„(MeV)

2.51
4.71
0.59
1.62
2.09
2.22
2.35
2.57
3.14
3.32
1.64
3.24
3.34
3.53
1.33
1.95
2.14
2.26
2.31
2.38
3.08
3.31
3.66
2.15
3.10
3.29
3.49
1.83
2.22
2.28
2.70
3.38

B{Eg){e2fm2~)

2.52 X 10
1.19X 10
4.16X 10
1.05 x10'
5.47 X 10
1.69 X 10'
6.76 x 10-"-

2.31x10'
4.47 x10'
1.21x10'
1.27 X 10
4.87 X 10
5.92 X 10
4.36x10'
3.23 X 10
2.16X 10
2.14x10'
1.66x10'
4.31 X 10'
2.77 X 10
1.02 X 10
2.41 X 10
1.19X 10
1.28 X 10'
8.76x10'
2.08 x10'
3.99x 10'
5.63 X 10
2.73 x10'
2.40 X 10
8.25 X 10
2.43 x10'

FFS
E„(Mev)

0.664

1.658
1.917

2.710

1.578
3.735
3.735

1.306
1.672

2.539

1.795

B (Eg)(e fm ~)

3.00x10'

3.19X 10
7.33 x10'

7.61+10'

2.34 X 10

1.05 X 10

1.83 x10'
9.47 X 10

7.20 X 10

2.17x10'

Experiment
E (Mev)

2.742

0.641
1.536
2.004
2.543

2.696
2.364

1.653
3.060
3.060

1.219
2.043
2.279
2.279

2.125
3.228

2.220

B{EX){e'fm' )

(1.20+0.28) X 10

(4.61+0.21) X 10

(6.21+0.24) X 10
(5.10+0.47) x 10'

(5.0+1.8) x 10'
(4.80+0.39) X 10

(2.33+0.12) X 10

(6.55+0.46) x 10'

(2.45+0.52) X 10
(2.43+0.09) X 10'
(2.29+0.39)X 10

{1.53+0.20) X 10
(8.3+2. 1)X 10

{1.80+0.66) X 10
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charge densities of these states are presented in Fig. 3. In
this (and the following figures) we also present for com-
parison the densities obtained in the QPA calculations by
the solid curves and in the FFS theory calculations by the
dashed curves.

The erst 2+ state, at an excitation energy of
E =0.6413 MeV, has a strong surface peak with the
maximum at 5.8 fm. This is a very collective state and
both theories reproduce the position and the amplitude of
the exterior peak, although they overestimate the ampli-
tude of the peak in the interior. There are several reasons

! 2 ' I '
I

'
I

' I ' I

!42Ce 2+

0

142ce 2+

2 004 MeV

I s l

6 8 l0
r(fm}

l2

FIG. 4. Transition charge densities predicted in QPA for the
2.004-Me V state decomposed into the first, second, third,
fourth, and fifth one-phonon 2 configurations.

0.64 I MeV
I l s I I I I I I I a

MeV-

I l a I a I s I s I s

I I I I I I I I I I

MeV

I

I I s l a I a I s I a

I ' I ' I ' I

MeV

for the poorer description of the interior behavior of den-
sities, which are more sensitive to details of calculations
than is the surface behavior. The surface peaks for col-
lective states are produced as a result of coherent in-
terference of a large number of two-quasiparticle corn-
ponents, while in the interior the interference is mainly
destructive and the results may depend strongly on the
separate contribution of each component. One of the
most important sources of inaccuracy in the calculated
densities in both approaches are the uncertainties in the
single-particle level scheme.

The second 2+ state, known from the Nuclear Data
Sheets [36] to be at E, = 1.536 MeV, is very weakly popu-
lated in the present experiment. This state has a strong
two-phonon component, since the E2 transition from this
state to the 2~+ has the same value as from the 2&+ state to
the ground state. This is confirmed by the QPA calcula-
tions, since for the second 2+ state at E =1.62 MeV, a

I ~ I I
1

I t I I
1

I I 1 I I I I I I
1

I

lol

I e I I I I I I

96MeV-
O~ lO-'

IO

I s I I I I I ~ I

0 2 4 6 8 10 12

r(fm)
FIG. 3. Transition charge densities for the 2 states at

0.6413, 2.004, 2.364, 2.543, and 2.696 MeV. The solid curves
are the QPA calculations while the dashed curves are the FFS
predictions.

lO 7 & t t ) 1 ( t i i 1 i ( ) i I t t i ( I

0.5 l.5 2.5
q, f( (frn ~}

FICx. 5. Form factors for the 3 states at 1.653 and 3.060
MeV.



2408 W. KIM et al.

l2- ) I ) I ) I I I

142
C 3

l.655 MeV

I ) I ) I ) I ) I

) I ) ) ) ) I I ) I )

OMeV-

reason, the second 2+ state is not expected to be strongly
excited by electron scattering.

The second observed 2+ state has an excitation energy
of 2.004 MeV and the exterior peak of its density has the
maximum around 5.2 fm. Within the @PA, the state at
E =2.09 MeV has a very complex structure: the main
component (35%%uoj arises from the second one-phonon 2+
configuration, though the first, fourth, and fifth one-
phonon 2+ configurations give a visible contribution to
the density of this state. This is shown in Fig. 4, in which
these contributions are presented. The interference be-
tween these configurations causes the shift of the exterior
maximum to the 5.4 fm and the strong interior peak is
the result of coherent interference inside the nucleus.
This interior peak is not seen in the experiment although
it is also predicted by the FFS calculations. It should be
noted that in such cases with a very complicated struc-
ture of the excited states, the FFS theory within the one-
phonon approximation should be considered only in a
qualitative way.

2
0

I I I I I I I I ) I I

2 4 6 8 IO l2

r (fm)
142

FIG. 6. Transition charge densities for the 3 states at 1.653
and 3.060 MeV. The solid curve in 3.060 MeV represents the
sum of the calculated densities (QPA) of the 3.24- and 3.34-MeV
states.

49% contribution comes from the two-phonon
configuration [2,+2, +

]z+ and the difference between the
2&+ ~2t and 2&+ —+0+, transitions is only a few percent,
while the 2&+ —+0+, transition is much weaker. For this

) I ) I ) I ) I ) I )

I ' I ' t ' I ' l

MeV

I I i
) I ) ) I I ) I l I I ) ) ) ) f

I

O

) I ) I ) I ) I ) I )

) I ) ) I f I I I I I

2. 279 MeV

lO'

O 9 I I I I I I ~ ) I I I I I ) I I )
I

0.5 l. 5 2.5
qeff (fm 1)

FIG. 7. Form factors for the 4+ state sat 1.219, 2.043, and
2.279 MeV.

I ) I ) I ) I ) I )

2 4 6 8 IO 12
r(tm)

FIG. 8. Transition charge densities for the 4+ states at 1.219,
2.043, and 2.279 MeV. The solid curve corresponding to the
2.279-MeV level is the sum of two neighboring states at
E„=2.14 and 2.26 MeV calculated within the QPA.
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The third 2+ state detected in this experiment at
E =2.364 MeV has a spin and parity which is given in
Nuclear Data Sheets [36] as J =1—,but the form factor
for this states fits J =2+ very well. The density of this
state has as strong a surface peak at 5.8 fm as for the 2,+

state, indicating that this state is essentially collective.
The seventh 2+ state in the QPA with E„=3.14 MeV
(approximately 63%, comes from the fifth 2+ one-
phonon configuration) and the fourth 2+ state in the FFS
calculations with E =2.710 MeV correspond to this
state. Although the 2.364-MeV state is located in the cal-
culations at a higher energy, this state, like the first 2+
state, is rather collective. The fifth 2+ one-phonon
configuration is located in the QPA calculations at
E =3.41 MeV, but due to the interaction with complex
configurations it is fragmented and a strong fragment of
it is shifted to lower energies. It is possible that if a
larger number of complex configurations are included in
the calculation, it will shift the excitation energy closer to
the experimental value. However, the uncertainties in
the single-particle level s position, mentioned above, can
be another reason for the high value of E for this state.

The fourth and fifth detected 2+ states are rather weak
and both exhibit a great deal of structure in the nuclear
interior; that is reproduced by the theoretical calcula-
tions, together with the excitation energies. In the QPA
the fourth and sixth excited 2+states with E„=2.22 and
2.57 MeV, respectively, constructed from the noncollec-
tive second, third, and fourth 2+ one-phonon
configurations are the corresponding theoretical densi-
ties.

It is interesting to compare results for the low-lying 2+
states obtained here for ' Ce with those for ' Nd pub-

B. 3 states

Two 3 states were observed in the present experi-
ment. The form factors and transition charge densities
for these 3 states are shown in Figs. 5 and 6, respective-
ly. The first state has an excitation energy of 1.653 MeV
and the maximum of its density is located at 5.8 fm; the

I I & I & I l I I I I

0.8-
t

I

I

i 1

14
C

1.742 MeV—

I s I s I i I i I I

lished in Ref. [12]. Two additional neutrons above the
closed shell %=82 strongly enhance the interplay be-
tween different components in the wave functions of ex-
cited states in Eq. (2). The matrix elements for interac-
tion between one- and two-phonon configurations
UL. ,l (Li) are larger for nonmagic ' Ce than for half-
magic nucleus ' Nd. As a result, we obtain a rather
complex structure of many low-lying states in ' Ce while
the structure of low-lying states in ' Nd is determined
mainly by only one component of the wave function [12]
with the contribution of more than 90% for each state.

lo-'-
I I I I

I
I I I I

I
I I I I I I I i I

I
I

142( e

~ I ~ I g I i I I I g

2. 125 MeV
/ II

I I I I s I s I s I s

I I I } I I I I I

MeV

IO

0.5 l. 5

qeff (fm )

2.5
I i I t I c I s I s

0 2 4 6 8 10 12

r (fm)
FIG. 9. Form factors for the 5 states at 1.742, 2.125, and

3.228 MeV.
FIG. 10. Transition charge densities for the 5 states at

1.742, 2.125, and 3.228 MeV.
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maximum of the second state at E =3.060 MeV is shift-
ed to the interior and located approximately at 5.4 fm. In
the QPA three 3 states near 3.0 MeV are predicted.
The strength of the collective first 3 one-phonon term is
distributed mainly between the first (55%) and third
(32%) 3 states in QPA with E„=1.64 and 3.34 MeV, re-
spectively. The main contribution (86%) to the second
3 state in QPA with E„=3.24 MeV comes from the
noncollective second 3 one-phonon term. The experi-
mental position of the density maximum of the 3] state is
well reproduced by the theory. To compare the density
of the 32 we plot in Fig. 6 the sum of the calculated den-
sities of stats which are located very close together: the
second at E =3.24 MeV and the third E„=3.34 MeV in
QPA. The interference between the noncollective second
3 state (E =3.24 MeV) in QPA with a density max-
imum at 4 9 fm and the collective third 3 state
(E„=3.34 MeV) in QPA with a maximum at 5.7 fm pro-
duces a resulting density with its maximum at 5.5 fm,
close to the experimental value. In the FFS calculations
the shape and peak position for both states are well
reproduced. However, the 3, state is too collective,
while the collectivity of the 32 state is underestimated.

The form factors and the transition charge densities for
the 4+ states are presented in Figs. 7 and 8, respectively.
The first 4+ state is located at the excitation energy 1.219
MeV and the maximum of its density is near 5.9 fm.
Both theories overestimate slightly the collectivity of this
state, but the shape of density is well reproduced. In the
QPA the main contribution (50%) to the structure of this
state comes from the first one-phonon configuration,
though a visible contribution (25%) is coming from two-
phonon configuration [2,+S2l+ ]4~.

The second 4+ state, with an experimental energy of
2.043 MeV, has a more complex structure. Three main
configurations (the first and second one-phonon
configurations and the two-phonon configuration
[2,+2, +] +) give approximately the same contribution

(about 22% each) to the structure of this state. For this
reason, the FFS density for the 4&+ state in Fig. 8 can be
considered only qualitatively. The interplay between the
first and second one-phonon configurations explains ihe
shift of maximum of the 42+ state density to the interior
compared to the 4,+ density (in the experiment is shifted
from 5.9 to 5.4 fm and in the QPA calculations from 5.7
to 5.5 fm).

The structure of the higher 4+ states is even more
complex. Many one-phonon configurations contribute to
these states. For a comparison with the density of the ob-
served third 4+ state at E„=2.279 MeV we plot in Fig. 8

the sum of two close-lying states at E =2.14 MeV and
E =2.26 MeV calculated within the QPA. The density
of this state again exhibits the surface maximum, but for
this state this is not an indication of the state s collectivi-
ty but the result of a strong interplay between different
configurations in the wave function of excited state.

GO)& ) I I I 1 ) I I I I I ~ ) l I I I )
f

)

Ce6+-
2.220 MeV

1 0

b

IG

)G~
0.5 I.G ).5 2 0

'qeff (fl7l )

2.5

FIG. 11. Form factor for 6+ state at 2.220 MeV.

D. 5 states

2
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2 220 MeV

0 =
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0
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2 4 6 8 IO

r (fin)
12

FIG. 12. Transition charge density for the 6+ state at 2.220
MeV.

Three 5 states are observed in this experiment. Fig-
ures 9 and 10 show the form factors and transition charge
densities, respectively. The first state, with an excitation
energy of 1.742 MeV, was previously reported as a 4+ or
5 state [36]. The form factor obtained in this experi-
ment does not fit well to 4+, but is well described by an
assumption of J =5 . No calculation within QPA or
FFS predicts any state corresponding to this level.

A collective 5 state with the peak of its density near
6.0 fm (Fig. 10) has been observed at the excitation ener-

gy E =2.125 MeV. In both theories the first 5 state
has E„close to the experimental value, although the
structure of this state is different in the QPA and the
FFS. In the one-phonon approximation of the FFS
theory this is a one-phonon state, while the QPA predicts
a large contribution (47%) to the structure of this state
coming from the two-phonon configuration [2i+g 3i ]
Since the shape of the density is determined mainly by
the one-phonon configurations, the resulting density in
the QPA has the same features as in the FFS calculations.

The surface peak of the next 5 state at E„=3.228
MeV is located around 5.5 fm. This state does not appear
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FICr. 13. Form factor for the 1 state at 2.742 MeV.

K. 6+ states

We have detected a state at E =2.220 MeV which has
not been previously reported. Its form factors (Fig. 11) is
well described by an assumption of J =6+. The extract-
ed density (Fig. 12) has its maximum at 5.6 fm. Both
theories predict a 6+ state in this energy region with a
shape rather similar to the observed density.

4-

E 2-

I ' I ' I

142C
I

2.742 MeV

-2-

-4- 10

I s 1 i 1 i I a I s

2 4 6 8 10 12
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FICx. 14. Transition charge density for the 1 state at 2.742
MeV. The solid curve is the QPA prediction multiplied by ten.

in the FFS calculations and the reason is clear if we ex-
amine the structure of the second 5 state (E„=3.10
MeV) in the QPA. The main one-phonon component in
the structure of this state is the same as for the first 5
state (E, =2.15 MeV) in the QPA, however, due to the
interaction with complex configurations, the strength of
the first one-phonon component is distributed between
these two 5 states. This also explains why the shapes of
densities of these states are quite similar —the shift of the
surface maximum from 5.7 fm of the first 5 state
(E =2.15 MeV) to 5.5 fm of the second 5 state
(E, =3.10 MeV) in QPA is caused by the weak contribu-
tion coming from the second one-phonon configuration
to the structure of the second 5 state in QPA.

The lowest-lying 1 state detected in the experiment
(Fig. 13) has the excitation energy 2.742 MeV and a rath-
er special shape of its transition density, presented in Fig.
14. If we turn to the QPA calculations, the first 1 one-
phonon configuration is located at E =7.33 MeV, while
the lowest 1 configuration at E =4.08 MeV has the
two-phonon origin [2i+S3i ], . This two-phonon

[2i+S3i ], configuration strongly interacts with three-

phonon terms in the wave function of excited states. Due
to this interaction 71% of its strength is pushed down to
the excitation energy 2.51 MeV. The contribution of the
one-phonon configurations to the first 1 state is less
than 1%, the rest (28%) comes from the three-phonon
terms of the wave function (the largest contribution is
from the configuration [[2i+3i ] 2i+], -about 25%).
In the present calculations the "ghost" 1 state is exclud-
ed in the one-phonon approximation only, but the correc-
tions due to the more complex configurations taken into
account will be small. The shape of the density proves to
be in qualitative agreement with the experimental one,
while the 8 (El) value and the amplitude of peaks are
strongly underestimated by theory. The reason for such
large disagreement is not clear. The oscillating shape of
1 state was also observed in Pb [37].

VI. SUMMARY AND CONCLUSIONS

In this experiment, electron scattering cross sections
for the low-lying states of '" Ce have been measured for
excitation energies up to 3.3 MeV. The excellent energy
resolution made it possible to separate the form factors of
21 low-lying states. For 15 of these states accurate tran-
sition charge densities were extracted by means of
DWBA analysis using polynomial-Cxauss model to model
the transition density. For most levels, spin and parity
assignments were confirmed or newly proposed. A previ-
ously unreported level has been found with an excitation
energy of 2.220 MeV and J =6+. The diversity of the
data, with multipolarities ranging from 1 to 6+, allows
a systematic investigation of the modes of excitation of
these low-lying states.

In this work, special attention has been given to the in-
terplay between single-particle and collective degrees of
freedom. To this end, the experimental results were com-
pared with calculations in the framework of the
quasiparticle-phonon approach and finite Fermi system
theory. In this nonmagic nucleus, the interaction be-
tween one-, two-, and three-phonon components is rather
strong. The largest matrix elements of interaction are be-
tween collective 2, , 3&, 4&+ one-phonon components and
two-phonon components constructed from these collec-
tive phonons. Due to this interaction, pure one-, two-,
and three-phonon states which we would have if the in-
teraction between these components is not taken into ac-
count, are fragmented over the states and the excitation
energies of collective states are shifted by more than 1

MeV to lower energies where they are detected experi-
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mentally. The comparison of ' Ce with ' Nd indicates
that the two additional neutrons above the closed shell
N=82 strongly increase the interplay between different
components in the wave functions of excited states.

In general, the agreement between the experimentally
extracted transition charge densities and theoretical cal-
culations is quite good. The poorer description of the in-
terior behavior of densities can be attributed to the des-
tructive nature of the interference. For the second and
higher-lying states, the FFS theory within a "one-phonon
approximation" is reasonable only for the cases when the
state under consideration is manly the one-phonon one.
A more refined self-consistent calculation in terms of FFS
theory is in progress now, and we hope that this will pro-
vide a more consistent description of the low-lying collec-
tive states.
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