PHYSICAL REVIEW C

VOLUME 44, NUMBER 5

NOVEMBER 1991

Covariant Feynman rules at finite temperature: Time-path formulation

R. J. Furnstahl*
Department of Physics and Astronomy, University of Maryland, College Park, Maryland 20742

Brian D. Serot
Physics Department and Nuclear Theory Center, Indiana University, Bloomington, Indiana 47405
(Received 10 June 1991)

A path-integral (time-path) formulation is used to derive Feynman rules for relativistic many-body
systems at finite temperature and density. The generating functional of propagators is written in a form
that involves evolution along contours in the complex time plane. Controversies regarding the factoriza-
tion of this generating functional into separate contributions from real and imaginary times are resolved.
The time paths are generalized to manifestly covariant form, and the distinction between evolution in
the canonical and grand-canonical Heisenberg pictures is discussed. This unified path-integral approach
produces manifestly covariant Feynman rules for both real and imaginary times, which were applied to
hadronic field theories of hot, dense nuclear matter in an earlier paper.

I. INTRODUCTION

To interpret data from ultrarelativistic heavy-ion col-
liders, such as the existing Super Proton Synchrotron
(SPS) Facility at CERN and the proposed Relativistic
Heavy Ion Collider, and to study astrophysical systems,
such as neutron stars, one needs an accurate description
of hadronic matter under extreme conditions of tempera-
ture and density. This description requires a consistent
microscopic treatment of strongly interacting, relativis-
tic, quantum-mechanical systems, whether the degrees of
freedom are hadrons or quarks and gluons.

In a previous paper [1], we studied hot, dense nuclear
matter using a unified approach to relativistic many-body
systems at finite temperature and density. This approach
incorporated both real- and imaginary-time formalisms
and emphasized Lorentz covariance. In particular, co-
variant real- and imaginary-time Feynman rules were
presented and used to calculate nuclear matter properties
at the one-baryon-loop level. We obtained manifestly co-
variant expressions for the energy density, baryon densi-
ty, and other thermodynamic observables. In the present
work, we complete the development by deriving the co-
variant Feynman rules using path integrals, which pro-
vide a natural framework for a unified treatment.

At zero temperature, there is little practical difference
between the Feynman rules for Minkowski and Euclidean
Green’s functions. At finite temperature and density,
however, the distinctions are significant. Thus there are
two basic approaches to finite-temperature field theory:
the imaginary-time (Euclidean) formalism and the real-
time formalism (also known as the time-path method
or thermofield dynamics). Practitioners of finite-
temperature field theory (both relativistic and nonrela-
tivistic) are often familiar with only one approach and ap-
ply it exclusively. In fact, there are advantages and
disadvantages to each, and the choice between them
should be based on the problem under consideration.
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(See Ref. [1] for further discussion on this issue.) In some
cases, applying both real- and imaginary-time methods is
appropriate, to check calculations or to resolve ambigui-
ties that can arise at finite temperature and density [2].
The thermodynamic consistency of various approxima-
tions to the relativistic nuclear many-body problem can
also be assessed. We therefore present a unified treat-
ment.

We develop the finite-temperature Feynman rules using
path integrals along contours in the complex time plane.
A contour running from ¢=0 to t= —if (the so-called
Matsubara contour) produces a generating functional for
the familiar imaginary-time Green’s functions. However,
as Mills [3] and later Niemi and Semenoff [4] pointed out,
a different contour with segments along and parallel to
the real ¢ axis leads to a generating functional for real-
time Green’s functions. This construction ultimately re-
sults in real-time propagators with a 2X2 matrix struc-
ture. Nevertheless, since the two approaches differ only
in the choice of time contour, both real- and imaginary-
time formalisms can be discussed within the same basic
framework. Most of this paper will be devoted to con-
structing the generating functionals and the implied
Feynman rules.

Our goal is to provide a self-contained introduction to
these methods for nuclear physicists and to clarify some
subtle aspects of the time-path approach (e.g., factoriza-
tion, off-shell momenta) that have led to controversies in
the literature. By concentrating on the basics, we hope to
establish a framework in which consistent microscopic
approximations can be developed for strongly interacting,
relativistic, many-body systems. We follow the motiva-
tion in Ref. [1] and apply our methods to a hadronic field
theory of nuclear matter; nevertheless, the formalism dis-
cussed here can also be applied to QCD and QED, as well
as to more phenomenological models, and should there-
fore be useful to a more general audience. Since we
derive the results in some detail, it should be possible to
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see how to modify our Feynman rules for more phenome-
nological approaches.

We emphasize in particular a covariant treatment of
the finite-temperature formalism, which has been con-
sidered elsewhere only in a cursory manner and only for
real-time Green’s functions [2,5]. We discuss the impli-
cations of covariance for both real- and imaginary-time
propagators and show how to generalize the path-integral
constructions.

A covariant formulation allows calculations to be car-
ried out directly in any convenient reference frame. This
may be useful for describing the collision of two heavy
ions, for which there is no frame in which all the matter
is at rest. A covariant description also incorporates in-
formation that would be obscured by working in a fixed
frame, such as the role of the fluid velocity and the
momentum density as conjugate thermodynamic parame-
ters [6]. Furthermore, by calculating covariant Green’s
functions, one can clearly identify the correct Lorentz
structure and associated invariant functions. The impor-
tance of a covariant formalism in finite-temperature QED
is stressed in Ref. [7].

As in Ref. [1], we specialize our discussion to the
Walecka model [8] (also called QHD-I). This is a renor-
malizable relativistic quantum field theory that describes
the nuclear system using a local Lagrangian density con-
taining baryons and neutral scalar and vector mesons. It
incorporates some basic elements of hadronic theories of
nuclei and has been widely applied at the mean-field level
with much phenomenological success [9]. This model
provides a self-contained framework that can be used to
study general features of the relativistic nuclear many-
body problem at finite temperature and density. For ex-
ample, one can investigate the importance of maintaining
conservation laws and causality in various approxima-
tions to the underlying field theory. Moreover, this mod-
el illustrates the path-integral methods in sufficient detail
that much of our discussion can be generalized or carried
over directly to other theories, such as QED or QCD.

The outline of the paper is as follows. In Sec. II, we re-
view some basic elements of covariant thermodynamics
and introduce our model Lagrangian. Since most of the
subtleties of the time-path formulation are distinct from
the issue of covariance and are present with any Lagrang-
ian, we first consider the simplest case: a self-interacting
scalar field in the rest frame of the heat bath (the comov-
ing frame). The generating functional for this problem is
introduced in Sec. III, and the form of the noninteracting
scalar propagator is derived. In Sec. IV, we show how to
make the generating functional and propagator manifest-
ly Lorentz covariant. The construction is generalized to
include massive vector mesons and baryons in Sec. V, and
the finite-temperature Feynman rules for QHD-I are de-
rived. Section VI has some final comments and a sum-
mary.

II. PRELIMINARIES

We begin by briefly reviewing some concepts that will
be central to our discussion of strongly interacting, rela-
tivistic, many-body systems: the covariant formulation of
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thermodynamics and statistical mechanics, the relativis-
tic hadronic model of interest, and the definition of
finite-temperature propagators for both real and imagi-
nary times. Much of this material has been discussed
more fully elsewhere [2,10]; in particular, covariant ther-
modynamics is considered in Refs. [6] and [11]. Our pur-
pose is both to define the notation and to introduce vari-
ous ingredients that will be referred to repeatedly in the
subsequent development.

A. Covariant thermodynamics

In a covariant treatment of thermodynamics [11], the
primary thermodynamic functions for a system in equi-
librium are the energy-momentum tensor 7#%, the entro-
py flux vector S¥, and the baryon current density vector
B*, which involve no specification of a particular refer-
ence frame. These quantities are generally functions of
six variables: the baryon thermal potential , the inverse
temperature f3, the fluid four-velocity u*, and the volume
%Y. (The volume is taken to infinity at the end to define
the “thermodynamic limit” and restore invariance under
translations.) The variables a and 3 are Lorentz scalars
defined by

I S
B=T,> a= T, »

where T’ and u’ are the temperature and baryon chemi-
cal potential in the comoving frame, where the fluid
three-velocity v is zero. (When we refer to a quantity
that may be defined by an observer in any frame, the
“proper” value taken in the comoving frame will be
denoted with a prime.) We also define a timelike thermal
four-vector

(2.1)

B“z—Bu"ELu" .

2.2
T’ (2.2)
Our conventions are those of Ref. [10], with a metric
gtv=diag (+,—,—,—), and we use natural units with
fi=c=kg=1.

The secondary thermodynamic functions are defined in
the comoving frame and are thus Lorentz scalars. They
are the pressure p, the proper energy density &', the
proper entropy density o', the proper baryon density pj,
and the scalar density p,. In the thermodynamic limit,
these secondary quantities are functions of a and S (or u’
and T') only. The secondary thermodynamic functions
can be used to construct the primary functions in any
frame:

TH=(&"+plutu”—pgh”, (2.3)
St=cg'u*, (2.4)
Bt=phut . 2.5)

In the thermodynamic limit, the primary quantities are
functions of a, B, and u*, or equivalently a and B*.

To compute the thermodynamic functions in terms of
ensemble averages of quantum-mechanical operators, a
grand partition function Z and a four-vector thermo-
dynamic potential ®*(a,3”) are defined through
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Z =exp [— fdA#CD“(a,BV)]

=Trexp |~ [dA (8,0 "—aB "], 2.6)

which are manifestly Lorentz-invariant expressions.
Here A is a spacelike hypersurface on which the fields
and composite operators (e.g., T+ and B# are quan-
tized. In the comoving frame, with dA,=d 3x'8#0, Eq.
(2.6) reduces to the familiar result

Z=Trexp[—B(H—1B)], 2.7

where A is the Hamiltonian and B is the baryon number
operator. Ensemble averages are computed from

A=CAN=2"'"Tr{Aexp |~ [dABT™

—abm] ] ,

(2.8)

where 4 is any operator built from the fields of the
theory.

B. The model

The relativistic field theory QHD-I, including scalar
meson self-couplings, is defined by the Lagrangian densi-
ty [10]

L=9y (i3 —g, V")~ (M —g$) [¥+1(3,40"¢p —m]¢?)
—4F F¥+imlV, VE—V($)+8L . (2.9)

Here F,,=9,V,—d,V,, 8L contains renormalization

counterterms that will be suppressed, and

S ST g
Vig) 3 ¢+ 4!¢ . (2.10)
In Ref. [6], the (renormalized) scalar self-couplings were
chosen to be zero (k=A=0), but here we will consider the
more general case. The field equations from this La-
grangian are

(3,3 +m2)p+ §¢2+%¢3=gs12¢ ) 2.11)
(8,8"+m2)Vr=g Py"y , (2.12)
[v(i8,—g,V,)— (M —g$)1$=0 . (2.13)

The final equation implies that the baryon current
B*=4yy*y is conserved (3,B#=0), which has been used
to arrive at Eq. (2.12). At this stage, all these expressions
involve c-number fields.

The energy-momentum tensor follows from the canoni-
cal definition [12] as

T =1[—8,98"¢+ml¢*+ L Fy F*—mlV, Vg
+V(g)gh+iy dvy+ 0 ¢ovd+a” V;»F}"‘ , (2.14)

and the field equations (2.11)-(2.13) imply that the four-
momentum
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PE=(H,P)= [ d* T (2.15)
is a constant of motion. [To work in a fully covariant
manner, the integral in Eq. (2.15) is taken over the space-
like hypersurface A, so that P*= f dA,T". By choosing

dA,=d>x 8,5, one reproduces the usual expression.]
States of the system can therefore be labeled by their en-
ergy, three-momentum, and baryon number: E, P, and B.

This theory can be quantized in the canonical fashion
by imposing equal-time commutation relations (or, more
generally, by imposing commutation relations on an arbi-
trary spacelike hypersurface A) [12]. For example, for
the scalar field, we have

[f(,x),$(1,y)]=—i8>(x—y),
[6(2,x),6(¢,y)1=[11(z,x),fi(z,y)]=0,

where fl(z,x)=3¢(z,x)/d¢ from the Heisenberg equa-
tions of motion. .

The composite operators B, A, and P must be defined
by subtracting infinite constants to choose a particular
operator ordering. Since B is conserved due to an inter-
nal symmetry, a single vacuum subtraction is sufficient,
which is equivalent to normal ordering the operator. In
contrast, and P are conserved because of spacetime
symmetries, so a vacuum subtraction alone is insufficient
[2], and various counterterm subtractions must be includ-
ed [10]. An expression for T *¥ appropriate for uniform
systems is given in Ref. [1].

(2.16)

C. Finite-temperature propagators

Our goal is to construct Feynman rules for the in-
teracting propagators,

iAxy, . x, )= (T dxy) - $lx, )N, 2.17)
IGOX .oy XXy e ey X))
AT Pxp) - Do )Pxl) - pxl)) ,  (2.18)
D (xy, . x ) =T, P x ) P(x,)),
(2.19)

that generalize to an arbitrary frame the conventional
finite-temperature propagators defined in the comoving
frame. We apply these definitions to times ¢, ...,?, and
ti,...,t, that lie on contours in the complex plane; this
permits Feynman rules to be derived for both real and
imaginary times. (The thermal contour propagators will
be denoted with superscripts “c”, and T, is a contour-
ordering operator.) For real time arguments, we can in-
terpret the (x;)*=(t;,x;) as Lorentz four-vectors [13], but
it is not immediately obvious how to make the contour
propagators (2.17)—(2.19) covariant for complex times.
Furthermore, we must clarify the role of the hypersurface
A in the covariant statistical operator [see Eq. (2.8)] and
in the definition of Heisenberg field operators. Our ap-
proach will be to separate the details of the time-path
construction from the issues of covariance. Thus, we re-
strict the discussion for now to the comoving frame and
postpone to Sec. IV the extension to arbitrary frames.
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The “contour-ordered product” T,.( - - ) is a straight-
forward generalization of the familiar time-ordered prod-
uct and puts operators occurring nearest the start of the
contour at the right, with those nearest the end of the
contour at the left. 7, also involves the usual sign
changes for permutations of fermion operators. To be
more precise, allow ¢ to be given parametrically by
t=t({), where ¢ is real and increases monotonically
along the contour. We can then define [2]

0.(t—t")=6(—-¢"),

(2.20)

dt

dg

which correctly incorporates the orientation of the con-
tour.

The propagators of Egs. (2.17)—(2.19) are defined using
grand Heisenberg-picture operators. In the comoving
frame, the grand-canonical Hamiltonian R is defined as

R=A-uB, (2.22)
and the ensemble average of an operator 4 is given by

— k/\
« E»EMEZ*’Tr{e“ME.@} ,
Tr{e —FK}

where the trace is over any complete set of states. Here
B=1/T"’, so that the propagators are functions of p’ and
T’, or equivalently, ¢ and S defined in Sec. Il A. The
volume V' of the system will be considered fixed
throughout the calculation, with the thermodynamic lim-
it V'— « taken at the end. We will generally focus on
intensive variables, which are independent of V.
The grand Heisenberg-picture operators are

1
"y Y zi Y
8,(t —1")= B(g—E)=2-6.(1—1), 2D

(2.23)

¢(x)5$(t,x)=e"k$(x)e —itR (2.24)
Pix)=( t,x)=e"‘k{/;(x)e —ik (2.25)
=g, x =GN (x)e K, (2.26)

and similarly for the vector field. Since ¢ may be com-
plex, {ﬁ and 17;\‘\ must be defined separately, and [ T]T#{/;
in general. The meson field operators commute with B,
so the baryon chemical potential ' cancels out in Eq.
(2.24) and can be set to zero when discussing the meson
propagators.

The interacting propagators of Egs. (2.17)—(2.19) can
be used to evaluate ensemble averages of various opera-
tors and thus compute observables. The Feynman rules
derived below allow one to express these propagators as
order-by-order expansions in the coupling constants and
noninteracting propagators. (Note that since QHD-I is a
strong-coupling theory, practical calculations require
infinite summations over various classes of Feynman dia-
grams.) We emphasize that the propagators above differ
from those defined in the usual (canonical) Heisenberg
picture, which involves only the Hamiltonian H. For
real-time calculations, it is convenient to extract a phase
factor from the Fourier transform of the fermion two-
point function, so that the momentum-space Green’s
functions correspond to those defined in the canonical
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Heisenberg picture. This simplifies the real-time rules
and generates Green’s functions with well-defined zero-
temperature limits that are equivalent to the usual 7=0
functions [10]. Since the canonical (H) and grand-
canonical (K) Heisenberg-picture fields differ by a unitary
transformation (for real times), observables are not
affected.

III. THE GENERATING FUNCTIONAL

The most efficient derivation of Feynman rules for
propagators proceeds through a generating functional.
We will illustrate the formalism for a self-interacting sca-
lar field and generalize later (in Sec. V) to QHD-1. We
also work initially in the comoving frame and postpone
the extension to arbitrary frames until the following sec-
tion.

The first step is to introduce a generating functional
defined on contours in the complex time plane. The al-
lowed contours are determined by requiring that thermal
traces converge. The generating functional is then ex-
pressed as a path integral, which can be manipulated to
produce an exact expression containing the noninteract-
ing scalar propagator defined on a time contour and func-
tional derivatives with respect to external sources. We
then discuss the properties of the scalar contour propaga-
tor and the existence of a well-defined generating func-
tional in the limit that the (real) time variables are ex-
tended to £ . We prove that in this limit, it is possible
and convenient to factorize the full generating functional
into two separate contributions: one that generates real-
time Feynman rules and another that determines the
imaginary-time rules. Finally, we derive explicit expres-
sions for the real-time noninteracting scalar propagator
in the comoving frame. The development in this section
is intended to be self-contained, but some of the material
is also described in Refs. [2,4,14].

A. Contours in the complex time plane

As a candidate generating functional, consider the
quantity

Tr

e PAT exp [tf_tot dtfd3x j(x)$(x)] } , (3.1
0

where t is real, j(x) is a classical source, T denotes the
usual time ordering, and we set u’=0 for scalars. Evi-
dently, the scalar propagators of Eq. (2.17) are given by
functional derivatives of this expression with respect to
Jj(x;), if we demand that the ¢, are real and that
—ty<t;<ty for all 1<i=<n. The problem is that we
have no systematic way to evaluate the trace in (3.1),
since the time-ordered exponential involves evolution in
real time through factors like e#(t—1) while the statisti-
cal operator contains e ~8#, which produces a translation
in imaginary time.

This problem can be solved by extending the time in-
tegral in (3.1) to a contour in the complex time plane, us-
ing the contour-ordering operator T, defined in Sec. II.
Thus we define a generating functional
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Z[j]EZ«TCexp [zf d*x j(x)$(x) ]» , (3.2)
where f Cd4 = f L9t f d>x, and the allowed contours ¢
will be discussed shortly. The scalar propagators can
now be evaluated for any time arguments on the contour
using

1
Z[0]

8"Z[j]
i8j(x,) -+ i8j(x,)

IANNX, ., x,)=

(3.3)

if we extend the definition of functional differentiation to
[see Eq. (2.21)]

(x—x')

S .. 803
8j(x)j(x )=58.(t—1")8
=8M(x—x") (3.4)

for sources that live on the contour. The normalization
in (3.2) is chosen so that
Z=Z[0]=Tr{e PH) (3.5)
is the partition function at inverse proper temperature S.
Equation (3.2) can be rewritten as

Z[j]=Tr

e “PAT exp lzf d*x j(x)$(X)] ]
= S (dttolle P T,exp i [ d'x j(0fx) |I(10))
¢ c

=S ($(ty—iB)|T,exp [i [ a* (x)]ld)(to)) ,
¢ c

(3.6
|

iIANNx —x")=(T,$x)p(x")))
=0.(t—1" ) $(x)P(x
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where |¢(¢)) denotes a Heisenberg-picture state with field
configuration ¢(x) defined by elg\envalues of the
Heisenberg-picture operators ¢ =¢(t,x) at complex
time ¢. Field configurations at dlﬁ‘erent times are related
by [14]

()| =(d(0)|e ™ |p(2))=e"R|$(0)) , 3.7)

which has been used to write the final equality in (3.6).
The sum on ¢ runs over a complete set of states specified
by their field configurations at an arbitrary time ¢t,. It fol-
lows that Z[j] is independent of ¢, and that Z=Z[0] is
independent of the contour c¢. The preceding relations
can be defined precisely using the continuum limit of a
trace taken on a spacetime lattice, as illustrated in Ref.
[14]. For the present discussion, it is more convenient to
work with a continuum notation, but it should be under-
stood that this notation is really just a shorthand for the
corresponding expressions written on the lattice [15].

We now consider the possible contours. The matrix
elements in (3.6) involve initial configurations at (com-
plex) time ¢, and final configurations at time t,—iB. To
express the trace as a path integral, the contour should
start at 7, pass through all points of interest for the
propagators, and terminate at t,—if. The contour
should include only times where the propagators are well
defined. To determine these values, examine the scalar
two-point function iA'“)(x —x') by writing

(3.8

IN+6,(t'— 1) Flx")d(x) )
=0,(t—1')C” (x—x")+6,(t'—1)C<(x—x") ,

(3.9

which defines the functions C 2(x —x'). These functions can be studied using a complete set of energy and momentum

eigenstates B |n )=E,|n), P|ln)=P,|n):

“(x'—x )=Z“'Tr{e_Bﬁ$(x)$(x’)}
—iE,,

C”(x—x")=C
=Z 'y (n|dx)|m Y {m|dx)|n)de

where (2.24) has been used. The domain of analyticity of
A'® is determined by the convergence of the sums over m
and n. If we assume that the convergence is dominated
by the exponentials (see, for example, Ref. [16]), and that

the spectrum is bounded below, the propagator
A'“(x —x") will be analytic if
—B<Im(t—t')<0, t=t',
(3.11)
O<Im(t—t')<B, t'=t,

where t =1t' denotes that ¢ follows ¢’ on the contour.

(t—1) iE,(t—t'+if)
e

) (3.10)

[

This result has two consequences. First, the propaga-
tor functions C%(x —x') are defined only for relative
times within two adjacent horizontal strips of width B in
the complex time plane. To ensure the appropriate rela-
tive times, all contours must therefore start at some ¢t,
end at t,—if3, and be wholly contained in the resulting
horizontal strip of width 8. Second, if all points on the
contour are to be allowed as arguments of the propaga-
tors, the imaginary part of # must decrease monotonically
along the contour. (The extension of the preceding
analysis to higher n-point functions is discussed in Ref.

[2])
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One acceptable contour is the Matsubara choice,
which runs from #=0 to t=—if3 along the imaginary
time axis. This contour is used to derive the conventional
Euclidean Feynman rules at finite temperature [17].
Note that Eq. (3.11) gives the domain in which the propa-
gator is analytic, since the sums in (3.10) converge abso-
lutely. If one extends (3.11) to the boundaries of the al-
lowed domain:

—B=<Im(t—1t')<0,
0<Im(t—t')<p,

the resulting propagator will become a (singular) general-
ized function [18,19]. In the following discussion, we will
see that special care is needed to construct Feynman rules
using generalized functions.

’

t=t",

(3.12)

t'=t R

B. Path-integral formulation

The most convenient way to derive Feynman rules
from Eq. (3.6) is by rewriting it as a path integral. Con-
sider the contour shown in Fig. 1, which satisfies the re-
quirements discussed above. Equation (3.11) implies that
the segments C,; and C, must have infinitesimal down-
ward slopes, as indicated in the figure. (We will suppress
J

=333 3 (G—iB)Teexp i [ d'xjtx
¢ ¢ ¢ ¢

X(¢'(t0—i0)|Tcexp[ f d4xj(x

><(¢”(tf—ia)|TCexp [ifc d*xj(x)¢ x)}|¢”'(tf)><¢"’(tf T.exp |i
3

by first decomposing the contour-ordered product into
four pieces that are still in the proper order and then by
inserting complete sets of states. Each term in the sum
involves matrix elements of contour-ordered products of
operators. These matrix elements can be written as path
integrals over ¢(x) and its associated momentum density
I1(x) using the Feynman-Mathews-Salam formula [6,20].
Since all the exponentials are correctly ordered, the path
integrals can be recombined, leading to

_r¢

=[ , D(#)p(n

Jexp 1i [ d*x [T1(x)d(x)—FAT1,4)

+j(x)¢(x)] (3.14)
Here ¢ and II are classical fields, D (¢)D(I1) denotes the
measure for their integration, and ¢=09¢ /9t is a direc-
tional derivative along the time contour. By returning to
a discrete spacetime lattice, one can verify that there are
the correct number of integrations to combine factors in
Eq. (3.13) and arrive at a single path integral [14].

Due to the assumed infinitesimal downward slopes on
C, and C,, i(dt /d{) has a positive real part everywhere
on the contour. Thus, if the Hamiltonian is bounded
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4
Im t
to C, 0 Re t
te—i
Codt
lt—io—in Ca t,—ic
4
to—if
FIG. 1. An acceptable contour in the complex time plane.

Here 7 is a positive infinitesimal, so that segments C, and C,
have infinitesimal downward slopes, in agreement with Eq.
(3.11).

the infinitesimal arguments for brevity in the sequel.)
Our ultimate goal is to generalize the discussion to allow
for truly horizontal C, and C,, and to extend these seg-
ments to + o, so that the propagators can be calculated
for all real times and Fourier representations can be
defined with continuous frequencies.

We return to Eq. (3.6) and rewrite it as

]l¢(r0—za>>
]|¢" ty —io))
f d4x] (x)$(x) |1d(2y)) 5

(3.13)

I
below (which we will assume), the path integral in (3.14)
exists, once the usual ultraviolet divergences are removed
by renormalization. This implies that if the zero-
temperature Feynman rules are defined by the limit of
the finite-temperature results, there is no need to discuss
“Wick rotations” to Euclidean time or the “euclidicity
postulate.”

Equation (3.14) is valid for any contour ¢ consistent
with Eq. (3.11), as can be proven by decomposing it into
infinitesimal vertical and horizontal segments and using
the same arguments as above. The periodic boundary
condition on the scalar field,

¢ t07x) ¢(t0_137 ’

follows from the trace and is indicated symbolically by
the limits on the path integral in (3.14). Integration over
the momentum density II(x) is unrestricted. If we as-
sume that the Hamiltonian density F#(Il,¢) is purely
quadratic in II(x), we can perform the Gaussian func-
tional integral over II(x) with the result

(3.15)

Z[j]=./\/f:D(¢)exp i [ d*x[L(8,3'9)+j(x)9(x)]

(3.16)
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The normalization factor N can be determined by writing
(3.14) on the lattice, but we will see that this is not neces-
sary.

The Lagrangian .L can be decomposed into an interact-
ing part .L; (¢) and a noninteracting part Ly(¢,d0"d) in
J

]f;D(gb)exp (i [ a*x1Lo.00) + 0001 |
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the usual fashion [2,4,14,20]. We can remove interaction
terms from the path integral (3.16) by writing .£;,, in
terms of functional derivatives with respect to the source
J:

(3.17)

Since £ is bilinear in ¢ by construction, it is possible to define a kernel for the Gaussian integration and shift variables

£ — . 41 [ )
Z[j]=Nexp tfcdx,Lmt S0
to yield
Z[jl=exp ifd“x’.,l:- " 5 exp
c m iﬁj(x’)

i . c .
—5 La'x [ d% j(oagx—p)jy)

N f:D(¢)exp

i [ d* Lo, | .

(3.18)

Here A{”(x —y) is the noninteracting contour propagator (i.e., the inverse of the Gaussian kernel), which will be evalu-

ated and discussed in the next subsection.

Our expression (3.18) for the generating functional is valid on any acceptable contour. If we turn off the interactions

and sources, we find

ZO[O]=./\/f:D(¢)exp [i J ' Ly4,39) ] .

(3.19)

But Z[0] and likewise Z,[0] are independent of the contour, as noted above. Thus Eq. (3.19) is simply the noninteract-
ing partition function Z,, which is evaluated explicitly using a path integral in Ref. [14]. Finally, Eq. (3.18) becomes

Z[jl=Z,exp exp

. 4, )
lfcd x"Cint [ 15j(x')

This is an exact expression for the generating functional
for an arbitrary acceptable contour, written in the rest
frame of the thermal bath. The normalization factor N,
which can be determined by writing the path integral on
a lattice, has been correctly included in the partition
function Z;, which provides the overall normalization for
Z[j]. Renormalization can be performed by including
the counterterms from Eq. (2.9) in .£;, and by subtract-
ing the interacting zero-point energy [21]. This last
quantity can be determined by evaluating the functional
derivatives in (3.20), setting the sources to zero, and tak-
ing the zero-temperature limit.

C. The scalar contour propagator

Since the noninteracting Lagrangian density L, is bi-
linear in ¢, the path integral in Eq. (3.17) can be written

as
f:D(qS)exp {zf d*x %f d*y ¢(x)A(x —p)(y)

+j(x)p(x) | [ . (3.21)

A~

— 2 [t [ d% AR =) | -

(3.20)

[
One can now shift field variables to

¢'(x)=¢(x)+ [ dyAP(x —p)j (») (3.22)

and rewrite Eq. (3.17) as in (3.18), where A{f(x —y) is the
inverse of the kernel 4 (x —y). The kernel and propaga-
tor are constructed explicitly on a lattice version of the
Matsubara contour in Ref. [14]. In the continuum limit,
which is of interest here, the contour propagator satisfies

(—2+V2—mHAP(x —x")=8W(x —x') , (3.23)

where m is the scalar mass, 9, is a directional derivative
along the contour, and the contour delta function
8¥(x —x') is defined by Egs. (2.21) and (3.4). This
differential equation also follows directly from the nonin-
teracting versions of the definition (3.8) and the scalar
field equation (2.11), when one remembers that 9, acts on
the contour-ordering operator T,.

To solve Eq. (3.23), we need boundary conditions on
A{?(x —x'). In analogy to Eq. (3.9), we define

IAO(x —x" )= T, d(x)d(x") No=6,(t —t' ) F(x)P(x") Wo+6,(t'— 1)L Bx")P(x) N,

=0,(t —t')CJ (x —x")+0,(t'—t)C§ (x —x')

(3.24)



2148

where the subscripts “0” denote that the system is nonin-
teracting. By writing out the interaction-picture opera-
tors with Eq. (2.24) and by using the cyclic properties of
the trace, we immediately obtain the familiar Kubo-
Martin-Schwinger (KMS) boundary condition

Cs(t—t'+iB,x—x') . (3.25)

If —B<Im(t —1t')<0, as in Eq. (3.11), both sides of Eq.
(3.25) can be computed from sums over matrix elements,
as in Eq. (3.10), and Eq. (3.25) relates two functions that
are defined when ¢ —¢’ is in the original horizontal strip
of width 3.

Evidently, C; is defined for relative time arguments
below the real axis, while C is defined for relative time
arguments above the axis, so these functions exist in two
adjacent horizontal strips of width  in the complex time
plane. As discussed in Ref. [16], microscopic causality
ensures that C5 and C§ will agree on a finite segment of
the real axis, if the domain is extended as in Eq. (3.12).
Thus, by the edge-of-the-wedge theorem [22], we can
define a single analytic function containing both C§ and
C¢, which is in fact the propagator of Eq. (3.24):

Cg(t—t',x—x")=

iAS(t—1t',x—x")

Cs(t—t',x—x'), —B<Im(t—t')<0,

Cst—t',x—x'), 0<Im(t—¢t')<f.

(3.26)

Thus A{(x —x') exists for —B<Im(r—t')<B. Note
that for Im(¢ —t’)=0, the propagator is defined by taking
the limit from above or below the real t —t’ axis; these
limiting values will be different except on the part of the
real axis where C; and C§ are equal. If desired, one can

il

{x)plx") o=

Ci(x —x )—C0<(x —x)

_f (2) 3 Zwk e

where we have taken the thermodynamic limit V' — .
For contours constrained by (3.11), the integrand always
contains exponential damping factors that render the in-
tegral finite and ensure that C§(x —x’) are analytic func-
tions of t —¢’. In contrast, if (3.12) is used instead, the in-
tegrands may oscillate at large |k| and CZ(x —x’) be-
come generalized functions [18]. It can also be verified
that (3.30) satisfies the periodicity condition (3.25). [The
relation eﬁmknb([a’wk)=l+nb(/3(x)k) is useful for proving
this result.]

The three-dimensional Fourier representation (3.30)
can be used to construct a set of Feynman rules, as dis-
cussed by Iredale [24]. To generate covariant rules, how-
ever, it is convenient to introduce the four-dimensional
representations
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extend A{’ to the entire complex plane by periodic repeti-
tion [16].

The KMS condition (3.25) was motivated above using
the definition of A{’ as a thermal average, as in Eq.
(3.24). We emphasize, however, that due to the periodici-
ty condition (3.15) on ¢, the KMS condition arises au-
tomatically when one inverts the kernel A4 in the path in-
tegral (3.21). (This was demonstrated explicitly in Ref.
[14] and is also discussed by Niégawa [23].) The inverse
of the kernel is thus also periodic, in the sense of (3.25)
and (3.26), which implies that the shifted field ¢’ in Eq.
(3.22) satisfies Eq. (3.15). Moreover, A{’ defined by in-
verting the kernel A is identical to that defined in Eq.
(3.24).

Rather than solve Eq. (3.23) directly, it is easier to use
the free-field expansion

1

e, x)=—o 3 ——

ik -x ikx
——(cye "+ Te -
vy < ok €k Vko=ay >

\/ C!)k
(3.27)

where w, =(k>+m?2)!”? and V' is the quantization
volume in the comoving frame. For a noninteracting sys-
tem,

etew Vo=n,(Boy )8y

¥ (3.28)
(( CxCy’ >>0= [ 1 +nb(BCl)k )}Skk' )
where the Bose distribution function is defined by
ny(z)= Zl , (3.29)
e‘—1

and thermal averages of two creation or two annihilation
operators vanish. These results follow from the free-field
thermodynamic potential and the commutation relations
(2.16) on 4.

A straightforward calculation produces

ny(Bwy )+ ‘”‘"""‘"[1+nb(ﬁwk)]}ko=wk , (3.30)

d*k

Cg(x—x')=
o(x X (277-)4

e kHx=xCZ (k) (3.31)

where C§(k)=Cg(k,k) are functions of both k, and k,
which are real variables. After introducing a dummy in-

tegration over k, into Eq. (3.30), comparison with (3.31)
yields

Cy (kY=2m[1+n,(Bky)]lsgn(ky)d(k2—m?2)

=g, (3.32)

where sgn(k,)=0(ky)—6(—k,). A spectral representa-
tion of the contour propagator follows from Egs. (3.24),
(3.31), and (3.32):
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. ' d*k — ik (o — ! Im t
IAE)C)(X —x ):fme ik-(x —x )pO(k)[gc(t —t')
+n,(Bky)], to c, 0 Re t
t
(3.33) '
o
where the noninteracting spectral density is °
—C> —C =< = 2__ 2
polk)=Cg (k)—Cg (k)=2msgn(ky)8(k*—m;) . (3.34) - @ t-if

These expressions are valid for any contour that satisfies
Eq. (3.11), and it can be verified that (3.33) is consistent
with the differential equation (3.23) and the periodicity
condition (3.25). Thus the spectral representation (3.33)
has all the required properties.

As discussed after Eq. (3.30), A{f)(x —x') is an analytic
function of t—¢’' for contours consistent with (3.11). If
the contours are extended, however, to those defined by
Eq. (3.12), the propagator will become a generalized func-
tion. This result has little effect on the discussion of a
single noninteracting propagator, but it causes problems
for the derivation of Feynman rules, as these will involve
convolutions of noninteracting propagators. It is well
known that products of generalized functions do not al-
ways produce generalized functions [18], and typically,
convolutions of such functions are not well defined [19].
The subtleties involved in constructing Feynman rules us-
ing a singular A" will play an important role in the sub-
sequent discussion.

D. Extension to infinite times

We now have an exact expression for the generating
functional [Eq. (3.20)] and have determined a spectral
representation for the propagator A{’(x —x’') that is val-
id on contours of finite extent consistent with Eq. (3.11).
In practice, however, it is a great advantage to consider
contours that run along the whole real axis
(—o0 <t =<+ ). This makes four-dimensional Fourier
representations of contour-ordered propagators possible
and is important for expressing results in covariant form.

To this end, consider the contour of Fig. 1 with o=/
(see Fig. 2), so that we have only the segments C;, C,,
and C;. From Eq. (3.20), it follows that the functional
derivatives will generate a set of diagrams (some with
closed loops and some with sources) where vertices on

J

dk 1
(2m) 20

A (x —x)= [

{[0(2" =)+ n,(Bewy)]e™ >+ [6(2 — 1) +n, (Boy)]e ~* 70, _

FIG. 2. Contour in the complex time plane used for discuss-
ing the ty— — 0, t;— + oo limit. Note that here the segments
C, and C, are strictly horizontal.

each of the three segments are connected by various fac-
tors of Af’. Contours C; and C, will allow us to com-
pute the real-time propagators, which are useful for
determining the dynamic properties of the system. Con-
tour C; resembles the Matsubara contour, which allows
us to define Euclidean propagators and compute equilib-
rium thermodynamic properties. These observations will
be made more precise in the following discussion.

Consider the t4— — « and f;— + « limit of the gen-
erating functional Z[j]. Since the full contour must al-
ways lie within a strip of width S, the contour slopes
must vanish in the limit, and the segments C, and C,
behave as if they are truly horizontal for any finite times.
Thus, in this limit, the contours C; and C, are in the
class defined by Eq. (3.12), and A{"(x —x') will become a
generalized function of t —t¢’. Moreover, we must ensure
that the limit

t t
. 3 3/ S s (v — v ?Yi(x?
tfhm+wfdxfdx f,o dtftodtj(x)Aoc(x x")j(x")

t0—>—eo

(3.35)

exists, so that the final exponential in Eq. (3.20) (which is
proportional to the noninteracting generating functional)
is well defined. Let us concentrate first on contour C,; and
extend the arguments later to the other segments.

We begin by evaluating the k integral in Eq. (3.33),
which produces

(3.36)

0T @ °

A simple 0 function can now be used since both times are assumed to be on contour C,. The angular integrals are easi-

ly done, and we find

iIAP(x —x")= 1 fm——kdke_iwklt_t'lsinkr-i— 1
0 wy

472 27

where r=|x—x'|. Consider this expression as
|t —t'| — . The second integral is the cosine transform
of an absolutely integrable function of w. Thus the
Riemann-Lebesgue lemma [18] can be applied, which im-

fmwdw cos(w|t —t'|)ny (Bw)sin(rV 0> —m?) ,

(3.37)

plies that the second integral vanishes in the desired lim-
it. In contrast, the Riemann-Lebesgue lemma cannot be
applied to the first integral, since a change of integration
variables from k to w; shows that the function being
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Fourier transformed is not absolutely integrable. Never-
theless, the first integral can be evaluated explicitly in
terms of Bessel functions as (see Appendix C of Ref. [12])

; H})Z){ms[lt_t:|2_r2]l/2} ,

8r or |(2i/mKo{m,[r2—t —1'|2]'?},

[t—¢t'|>r,
lt—t'|<r,
(3.38)

—3/72

which vanishes as |t —¢'| when |t —t'|— . Thus

we conclude [25] that

lim A(C)(x —x')=0

It—t )ﬁoo

(3.39)

at least when both times are on C|.

These arguments also hold when ¢ and ¢’ are both on
C,, since the imaginary time shifts cancel, and for propa-
gators connecting C; and C,, since the required integrals
either satisfy the Riemann-Lebesgue lemma or can be
evaluated explicitly in terms of Bessel functions, as above.
When both times are on Cj;, the discussion is unnecessary
since the integration limits are finite. Thus the only out-
J

lim fd3xfd3 ’f dtf

t —+ o0

_iB
dt'j (x)A(x —x')j(x')=0
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standing question concerns propagators connecting con-
tours C, or C, with C;, which we will examine shortly.
First, however, notice that the above considerations
are inadequate to ensure the existence of (3.35), since they
apply only when |t —¢'| becomes large. If both ¢ and ¢’
go to infinity together, Al(x —x') does not vanish, and
the time integrals will not converge for arbitrary sources
j(x). This problem can be solved by imposing adiabatic
switching, which requires that the sources vanish in the
remote past and distant future. As can be seen from Eq.
(3.20), this is equivalent to making the system nonin-
teracting in this limit. Adiabatic switching must also be
imposed in the zero-temperature many-body formalism
to arrive at meaningful results [17]. Similar restrictions
are also required for the sources on C,, so we must have

lim j(teC;,x)=0, (3.40)

t—>t oo

lim j(t€C,,x)=0.
Ret ot oo 2 X
Adiabatic switching need not be imposed on the sources
on Cj, since the integration region is finite.

Finally, we consider the contours C; and C; and prove
the important result:

(3.41)

(The integral involving C, and C; behaves analogously.) If we parametrize the integral on C; by letting t'=¢,—iA and
realize that ¢’ always follows ¢ on the contour, Eq. (3.41) becomes

hm fdxfd

—>+oc

From Egs. (3.31) and (3.32), we find

o dk
C =ty ting= [

—ikg(t =t +ik)
_f+oodko ikolt; =) (A= Bk
0

so that

Co(t—t,+id,r)=

For 0 <A <p, the integrand is sufficiently damped that
the Riemann-Lebesgue lemma can be applied, showing
that Eq. (3.42) holds as long as ¢ is kept finite. When ¢ and
t; go to infinity together, the adiabatic switching of Eq.
(3.40) ensures that (3.42) remains valid. Note that no adi-
abatic switching is needed for the source on C;. It is also
clear that the entire preceding discussion holds when
to— — o on the other end of the contour.

Let us summarize the results of this subsection. To ob-
tain a generating functional with contours that run along
the whole real time axis, we must consider propagators
that are generalized functions. We must also ensure that
the generating functional remains well defined in the lim-
its #p— — o0 and t;— + . For propagators linking the
horizontal segments, the Riemann-Lebesgue lemma and
the asymptotic time dependence of the propagators show

[ ar [Pan e xCE (6 —tp+ihx—x)j(t;—ihx)=0
o 0 J\L 0 f > J\if ’

Cq (kg k)

[1+nb(Bk0)]po(k) )

1 ® —io(t—t;)
o fmsdco[e T e hon, (Bow) —

(3.42)

(3.43)

io(t—t

e =*op, (—Bw)Jsin(r1 0> —m?2) . (3.44)

I

that they vanish when their time arguments are large.
This is insufficient, however, to guarantee the existence of
the generating functional, and we must also impose adia-
batic switching for the sources on these segments. For
the propagators connecting the horizontal and vertical
segments, we prove the important result (3.41), which
shows that these contributions vanish in the desired limit.
Thus the noninteracting generating functional factorizes
into well-defined contributions from the horizontal and
vertical contours in this limit.

E. Factorization of the generating functional

We have proven that in the limit of infinite (real) times,
the noninteracting generating functional factorizes into
separate contributions from the horizontal and vertical
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contours. Since the interaction terms in Eq. (3.20) also
factorize, it is tempting to conclude [2,4] that the exact
generating functional factorizes as well:

im =~ lim Z[j1=Z,[j1Z5[j] -

tf———>+eo 0

(3.45)

Unfortunately, this conclusion is wrong when propaga-
tors with the singular spectral density of Eq. (3.34) are
used in the infinite-time limit.

As shown by Iredale [24], even though Eqgs. (3.39) and
(3.41) are valid for these propagators, some contributions
involving two propagator functions do not vanish. For
example, the convolution of a propagator connecting C,
to C; with one going back from C; to C, [see Eq. (3.49)]
remains finite in the infinite-time limit. Thus one finds
different results for the exact generating functional if the
infinite-time limit is taken before or after the functional
derivatives are performed in Eq. (3.20). This disturbing
result occurs because the propagator is a generalized
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function in the infinite-time limit, and the singular spec-
tral density produces only a power-law decay at large
times; thus, the limit of the convolution of propagators is
unequal to the convolution of the limits of the propaga-
tors. Nevertheless, as demonstrated by Iredale, these
singular propagators can be used to derive a consistent
set of Feynman rules, if the infinite-time limit is taken
after all convolutions are evaluated. Unfortunately, these
convolutions of propagators are awkward and the Feyn-
man rules are unwieldy. In particular, it is impossible to
factorize the exact generating functional as in Eq. (3.45)
into real-time and imaginary-time contributions.

To avoid this problem, we interpret convolutions of
propagators differently in the infinite-time limit [2,4]. To
be precise, we will define py(k) in a slightly different way
and modify the spectral density of Eq. (3.34) so that itis a
meromorphic function of the frequency k. First rewrite
the contour propagator using Egs. (3.24) and (3.30),
which produces

NG ’ d3k 1 ’ ik(x—x' ’ —ik-(x —x'
iAf(x —x")= [ on) EZ;{[GC(’ —t)+n,(Bay)]e™ ¥ TX+[6, (1 =t ) +ny(Boy ) ]e THETIY, _, (3.46)
Now define a spectral density
(k)= i 1 . 1 . 1 1
Po Zwk ko—wk+i6 ko—mk~i6 k0+a)k+i€ k0+a)k—i€
=" [8(ko—awy)—8ko+ay)]
D
=2msgn(ky)d(k?—m?) . (3.47)

Here the regularized delta function, denoted &,, has been
introduced. The spectral representation (3.33) evaluated
with (3.47) reproduces (3.46), if the k, integral is inter-
preted as a contour integral and e—0 [26]. Note that Eq.
(3.47) agrees with Eq. (3.34) if one applies the usual sym-
bolic identity

2Ll xins(e), (3.48)
(0]

1 N
e—~0wTi€

which is valid for real ® when used inside an integral.
(The Cauchy principal value is denoted by ?.)

In contrast, if € is kept finite, the spectral density
remains a meromorphic function of k,. This modifies the
damping of the propagator at large times from a power-
law to an exponential decay and produces different re-
sults for convolutions of propagators, as we will see
shortly. Note that the Bose distribution function n,(Bk)
in Eq. (3.33) must retain the “off-shell” k, argument to
ensure that the KMS condition (3.25) is satisfied.

We emphasize that if one considers only contours
defined by Eq. (3.11), the distinction between (3.34) and
(3.47) is immaterial, since the €e—0 limit can be taken ei-
ther before or after the k integration in Eq. (3.33) is per-

formed. Moreover, for discussing the properties of a sin-
gle propagator, the distinction is unimportant, even for
contours defined by (3.12), provided one is willing to live
with generalized functions. When infinite contours
defined by (3.12) are allowed and used to construct the
Feynman rules, however, one encounters convolutions of
generalized functions with support on the whole real time
axis. Such convolutions are not always well defined [19],
so the order of these limiting procedures becomes
relevant, and we can choose it to make the Feynman
rules simple.

We will interpret convolutions of propagators using
the four-dimensional spectral representation (3.33) with
the regularized spectral density in Eq. (3.47) and retain
the infinitesimal € until the end of all calculations. This
procedure is commonly used in many-body calculations
at zero temperature [10,17,20]; the advantages here are
that the spectral density remains a meromorphic function
of k, and the generating functional factorizes, as we show
below. Later we will discuss why this method produces
results that are identical to those computed with a singu-
lar spectral density and the nonfactorized generating
functional.

To prove that the exact generating functional factor-
izes when p(k) is regularized, consider the convolution
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,fgnlw fcsd“y IASD(x —p)iAG(y —x")

= lim
tf4>+eo

Jod% C5x—pC5(y—x). (349
3
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Here the superscripts on the propagators denote the con-
tours labeled in Fig. 2. The integral can be evaluated us-
ing Egs. (3.24) and (3.33), together with the regularized
spectral density (3.47), with the result

4 . n —i ©
lim —ifﬁelk“-ﬂe "O’f_ dpo2mny, (Bko)[ 1+ n,(Bp,)sgn(kq)sgn(py)

t—t oo (2m)*

ipgt’ it (kg—pg)
X8 (ki —a} )8 (pi—awl)e” " S0P

Since the 8, functions are regularized, the integrands of
the k, and p, integrals are absolutely integrable, and
ko7#po- The Riemann-Lebesgue lemma can be applied to
both frequency integrals, leading to the conclusion that
this “‘cross-contour” convolution vanishes. (This can also
be verified explicitly by performing the frequency in-
tegrals; the infinitesimal € factors in the regularized 5,

functions produce a result proportional to e 2ty , which
vanishes in the infinite-time limit.) This result would not
obtain if the 8 functions were singular, since then the os-
cillating factor involving it, in (3.50) would disappear,
leading to a nonzero result for the integral [24]. Higher-
order convolutions connecting the vertical and horizontal
contours behave similarly.

Thus, when the spectral densities in the propagators
are regularized, all contributions to the generating func-
tional that connect the horizontal and vertical contours
vanish in the infinite-time limit [27], and the exact gen-
erating functional factorizes as in Eq. (3.45). It is clear
that similar arguments will apply to segment C, in this
limit, if we consider general contours (o #p) of the type
in Fig. 1. Thus we can state the factorization theorem in
the general case as

tf-—>+oc t0->~

We repeat the basic arguments that lead to this result:
In the limit of infinite times and truly horizontal con-
tours, both the noninteracting and interacting propaga-
tors become generalized functions, which follows from
the analysis of Eq. (3.10). The Feynman rules for the in-
teracting propagator will involve convolutions of singular
noninteracting propagators with support on the whole
real time axis, and such convolutions are not well defined
[19]. We will evaluate these convolutions by using regu-
larized noninteracting propagators in the intermediate
stages of any calculation and then let e—0 at the end to
define the interacting propagator as a generalized func-
tion. This regularization modifies the asymptotic time
dependence of the noninteracting propagator from a
power-law to an exponential decay and leads to the fac-
torization of the generating functional. We discuss below
how this procedure gives the same results as those ob-
tained by using singular spectral densities and taking the
infinite-time limit at the end of the calculation.

(3.50)

ky—py)
eB(°p°—ll

ko—po

First, however, we note several important corollaries of
the factorization theorem (3.51).

(i) Consider again the case o =f of Fig. 2. Segment C,
looks just like the Matsubara contour (which is defined
by 0=t < —ip along the imaginary time axis) shifted hor-
izontally along the real axis. As proved in Ref. [14], how-
ever, the Euclidean part of the generating functional is
independent of the origin of the contour. Thus, for o =p,
Eq. (3.51) becomes

lim lim Z[j]1=Z,[j1Z,0j] . (3.52)

tf——>+eo th—>—

Here M denotes the Matsubara contour, and

)

Zylj1=Zyexp g

ifMd4x Line

Xexp

= J d*x [ d% iR x =) )
(3.53)

Note that the normalization factor Z, is included with
Zy[j], and this expression must still be renormalized by
the addition of counterterms to .L;,, and the removal of
the zero-point energy. Moreover, it is important that no
adiabatic switching is applied to sources on Cj;, to ensure
the independence with respect to the shift of origin.

(ii) Now take the j —0 limit of Eq. (3.52):

lim lim Z[0]=Z=2Z,[0]Z,[0].

tf—>+oo tg—>—®

(3.54)

Here the notation Z [0] implies that functional deriva-
tives appearing in .L;, must be taken first and j set to
zero at the end, leaving only closed ‘bubble” diagrams.
As shown in Ref. [14], however, the partition function Z
is given entirely by Z,,[0]. Thus we obtain the remark-
able result
Z,[0]=1. (3.55)

This implies that the remainder of the generating func-
tional,
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5 i
) [— ; 4. X A _ 4 4 . (c) _ .
Z,[jl=exp lfC1C2d x' Lo, [ 55 (x") exp 2 fclczd X Clczd Y J(xX)AS (x —y)j(y) |, (3.56)

is correctly normalized as it stands.

It is worth emphasizing this point. In the zero-
temperature formalism, which involves real times, adia-
batic switching is introduced to allow for well-defined
manipulations when the time integrals are extended to
infinity. Using the theorems of Gell-Mann-Low and
Goldstone, one learns that the diagrammatic expansion
of the propagators contains only ‘“‘connected diagrams”
[17]. In the present case, all disconnected graphs from
the horizontal contours («InZ,[0]) cancel in the
infinite-time limit, implying that no overall normalization
or phase factor is needed. The normalization resides in
the Euclidean part of the generating functional, where it
serves to correctly reproduce the partition function [14].

(iii) As we will show in Sec. III G, real-time propaga-
tors derived from the generating functional Z,[j] do not
depend on where C, is placed within the horizontal strip of
width B. Thus Eq. (3.56) yields identical results for real-
time propagators for any value of o in Fig. 1, and we are
free to choose o to make the Feynman rules as simple as
possible.

Summarizing the important conclusions thus far: In
the limit of infinite real times, the generating functional
splits into two factors, as in Egs. (3.52), (3.53), and (3.56),
provided that we use regularized spectral densities in the
noninteracting propagators and take €e—0 at the end of
all calculations. The horizontal contours produce the
real-time propagators, which determine the dynamical
properties of the system. These contours do not contrib-
ute to the equilibrium thermodynamics (the partition
function) by Eq. (3.55). The vertical contour is
equivalent to the Matsubara choice, which produces the
Euclidean propagators and allows us to compute equilib-
rium properties.

We remark that there are some instances in which the
factorization of the generating functional is not possible.
(See Sec. 2.4.1 of Ref. [2] and references cited therein.)
To our knowledge, these cases involve nonrelativistic
theories in which it is impossible to impose the
adiabatic-switching condition (3.40) due to the presence
of discrete zero-energy modes. It is difficult to construct
Feynman rules for these theories, although they have
been studied using thermofield dynamics. As the model
of interest here is relativistic and has no known discrete
zero-energy modes, we will apply the factorization
theorem with confidence.

F. Discussion of limiting procedures

At this stage, we have shown that by using regularized
propagators, it is possible to factorize the generating
functional, which will lead to a simpler set of Feynman
rules. One may ask, however, whether these rules are
correct; in particular, do they yield the same results that
would be obtained by working with finite-length contours
until the end of the calculation and then letting the real
time interval become infinite?

The basic difference between the two approaches in-

[
volves the order in which the €—O0 limit and the

ty— — o, ty— + oo limits are taken. As shown in Ref.
[24], if the €é—0 limit is taken first, leading to the three-
dimensional representation in Eq. (3.46), then Z[j] does
not factorize, since convolutions such as
lim [ d% AYP(x —p) AP (y —x')70
C3

tf—>+oo

(3.57)

do not vanish. The integrals that survive, when written
in momentum space, always contain products of propaga-
tors with the same frequency argument; thus, oscillating
exponentials that would otherwise damp the integral can-
cel, as we demonstrated explicitly in (3.50). These surviv-
ing ‘“‘cross-contour” contributions contain self-energy in-
sertions on the propagator lines and are thus analogous
to ‘“anomalous graphs” in the conventional imaginary-
time formalism [3,17]. The purpose of these cross-
contour contributions is also analogous, namely, they
shift the argument in the distribution function n,(Bw,; )
from the noninteracting spectrum w; to the interacting
spectrum, order-by-order in perturbation theory [23].

In contrast, when the 7p— — o, t,—+ limits are
taken first and € is retained until the end of the calcula-
tion, the propagator has the four-dimensional representa-
tion of Eq. (3.33), where the spectral function takes the
regularized form

polk)=2msgn(ky)8 (k2 —m?) . (3.58)

As noted after Eq. (3.48), it is necessary to retain the
“off-shell” Bk, argument in the distribution function
n,(Bkgy) to reproduce the KMS periodicity condition on
the propagator. Because the frequency variables in
different propagators are off shell, the anomalous contri-
butions vanish by the Riemann-Lebesgue lemma, and the
generating functional factorizes, as in Eq. (3.45). More-
over, when the surviving integrals over the frequency
variables are performed, the integrands contain poles of
order n > 1, and the resulting derivatives of the distribu-
tion functions produce the correct (interacting) spectrum
[28]. In the end, the results agree with those computed
from the singular representation [23].

Thus, while either limiting procedure can be used to
construct Feynman rules, the method used here is the
simplest, since graphs connecting C; or C, to C; need
not be considered. Furthermore, by working with a
momentum-space representation that is analytic in both
ko and k, the propagators can be written in manifestly
covariant form, as we discuss below.

G. The real-time scalar thermal propagator

We now concentrate on Z,,[j] and derive explicit ex-
pressions for the scalar propagator that can be used to
construct the Feynman rules. One of our goals is to show
that real-time propagators derived from Z,[j] are in-
dependent of the value of ¢ in Fig. 1 (forO<o <pf). Be-
gin by rewriting the first factor in Eq. (3.56) as
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{3 + o0 8 )
: 4.1 [ 9 — . ' 3, . . .
exp lfclczd %" Ling i8j(x") exp zf_cm d fd x' L i8j,(x") int | 87,(x") ) (3.59)
where we have defined the independent sources on each contour as
J(t,x)=j(t,x), j(t,x)=j(t —io,x). (3.60)

Note that the time variables on the right-hand side of Eq. (3.59) are real. For the factor in Eq. (3.56) involving the
propagator, define

AfV(x —x")=AP(t —t',x—x') , (3.61)
AP (x —x")=AP((t —io)—(t'—io),x—x') , (3.62)
AP (x —x")=AP(t—(t'—io),x—x')=—iC§ (1 —t'+io,x—x') , (3.63)
AP (x —x)=AP(t—io)—t',x—x')=—iC§ (t —t'—io,x—X) , (3.64)

where we have observed that all times on C, follow times on C;. These definitions allow us to write
—_ _l_ 4 41 (¢) iy ,
eXp zfclczd xfclczd x"j(x)AG(x —x")j(x )]

=exp | =2 [T [aix [ Tar [ a6 x| G.69)

The repeated indices  and s are summed from 1 to 2 with the metric 8,,, and functional differentiation with respect to
the new sources is defined as

8 . ’ ’ 1 _
6js(x,)j,(x)=é5,38“”(x —x")=8,,8(t =83 (x—x') (r,5=1,2). (3.66)
Note that 6(z —¢’) is the familiar Dirac & function and not the contour function 8,(¢ —¢') defined in Eq. (2.21). The rel-
ative minus signs between Eqs. (2.21) and (3.66) that occur for sources on contour C, are incorporated in the definitions
(3.63) and (3.64) and allow us to use the simple metric §,; when summing over contour labels.

We can therefore write the real-time generating functional as

i [dy [.Lim ]

where all time integrals run from — o to + . The Using Egs. (3.33), (3.47), (3.61)-(3.64), and (3.69), it is a
real-time scalar propagators follow from Eq. (3.3): straightforward matter of algebra to arrive at the follow-
ing expressions for the momentum-space propagator:

_%
i8j,(y)

Zljl=exp - ﬁ exp —éfd“xfd‘*x'j,(x)A},’S)(x—x’)js(x’) , (3.67)

int

. _ 8"Z1,[7]
IAXy, .. %)= | e o . Ay — ¢ ; f
i8j(xq) - i8j(x,) |j,=j,=0 iAg (K)=i0(ko)Aop(k)+i0(—ky)Alp(k)
(3.68) +polkIn,(Bkg) , (3.70)
All external functional derivatives involve sources on C|, iIAP (k)= —i 9(k0)A:§F(k)—i 0(—ky)Agp(k)
én;is)no normalization factor is required because of Eq. +polkny (Bky)
We can now derive explicit forms for the propagators =[i Ag)ll)( k) ]T , 3.71)
in Egs. (3.61)-(3.64). The four-dimensional Fourier X
transform is defined as iASD(k)=e"po(k)n,(Bky) , 3.72)
4 . , . —ok
iAf)rS)(x —x")= (Z ];4e-lk-(x—x )I-Ag)rs)(k) . (3.69) lAgZI)(k)ze Opo(k)[1+nb(ﬁko)]
T —
—o? Za)koiAglz)(k) , (3.73)

where all coordinate and momentum variables are real.
This implies that the (constant) imaginary time shifts
from contour C, are included in the Fourier coefficients
ALS) . : : : (rs) . 1 _ 1

o (k). The spectral density py(k) appearing in Ay (k) Agp(k)= = S A‘(gp( k)= P e (3.74)

. . . . . . >
is assumed regularized, as discussed previously. —m2+ie l-m2—ie

where the scalar Feynman propagator is
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and the Bose distribution function n,(Bk,) is defined in
Eq. (3.29).

We are now prepared to prove the independence of the
real-time propagators with respect to the constant shift
o. (Our discussion follows Ref. [2], which in turn follows
Ref. [29].) Note first that Ay''Y(k) and AP?(k) are
independent of o, while A{?(k)xe*’ and ARV(k)
«e~ 7%, Now consider any diagram contributing to the
real-time propagator (3.68). [Only connected diagrams
are relevant, because of Eq. (3.55).] Each diagram can be
decomposed into subdiagrams that contain type-1 ver-
tices only or type-2 vertices only, and since all external
legs involve times on C,, the subdiagrams are as shown in
Fig. 3. As indicated, all “cross-contour” propagators
AP (k) or ARV(k) are associated with diagrams like Fig.
3(b); thus, some of the type-1 vertices contained in Fig.
3(a) have their legs amputated.

All diagrams like Fig. 3(a) are independent of o, as are
the shaded subdiagrams in Fig. 3(b). The only depen-
dence on o comes from the A{?(k) or AV (k) propaga-
tors in the second class of diagrams. If all momenta k;
are labeled as outgoing, this o dependence takes the form
explo(k9+kJ+ - -+ +k2)], which assumes that the sub-
diagram has n propagator legs. Due to the Fourier repre-
sentation (3.69), however, energy and momentum are
conserved at each vertex, and 37— ,k?=0 for every subdi-
agram like Fig. 3(b). Thus there is no o dependence in the
real-time propagators. If we restrict our attention to these
propagators, Eq. (3.67) will yield identical results for any
0<o<p.

We are therefore free to choose o as we like; not
surprisingly, the most convenient results are obtained for
o=[3/2, and we will adopt this choice for the remainder
of this work. Equations (3.72) and (3.73) then imply

IAID(k) =™ oo (kIny (Bko)=iAZV(K),  (3.75)

so that A{"™(k) becomes a symmetric 2 X 2 matrix.
The scalar matrix propagator can now be rewritten us-

ing
i 1 1

pO(k)= ZCOk ko_a)k+i6 N ko—(l)k_ie
B 1 1
kotopt+ie kotow,—ie
=2msgn(ky)dk>—m})
=i[6(ky)—6(— ko) [Agr(k)—Alp(K)]  (3.76)
and
O(ko)n,(Bko)+6(—ky)n,(—Bky)
1
=N, (Bky)=———7—— . 3.77
»(Bko) exp(Blkyl)—1 3.7
If we define a unimodular “thermal” matrix M, as
cosh®(k) sinh®(k)
M,= sinh®(k) cosh®(k) |’ (3.78)
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FIG. 3. Subdiagrams contained in real-time propagators.
The shaded region in part (a) contains only type-1 vertices,
while the shaded region in part (b) contains only type-2 vertices.

where

sinh?@(k) =N, (Bk,), cosh’@(k)=1+N,(Bky), (3.79)

and ®(k) =0, then

AT (k) =Ao(k)=M, Bor (k) TO M, . (3.80)
M 0 —Alp(k) |70

Note that the central matrix contains only causal and an-
ticausal Feynman propagators; all the temperature
dependence is in M, .

We can also write Ay(k) by observing that

Agr(k)—Alp(k)=—2mi8 (k*—m?) , (3.81)
so that
Aop(k) 0
Agk)=| — AL (k) —27i8 (k*—m2)sinh@®(k)
sinh®(k) cosh®(k)
cosh®(k) sinh®(k)
=Aor(k)+Ayr(k) . (3.82)

Thus the scalar matrix propagator also separates into the
sum of a Feynman piece Ayz(k) and a temperature-
dependent piece Ayr(k). This expression is more useful
than Eq. (3.80) in certain applications.

Let us examine the scalar propagator in the zero-
temperature limit (B— o). Since N (Bky)—0,
sinh®(k)—0, and cosh®(k)—1 in this limit, the second
term in Eq. (3.82) disappears, and Ay(k) becomes diago-
nal. This also follows from Eq. (3.80), as M, becomes the
unit matrix at zero temperature. Since Ay(k) is diagonal,
the contours C; and C, decouple:

}iinozlz[j]=21[jllz[j] . (3.83)

This shows immediately that all connected diagrams in
the real-time propagators now involve only contour C,

~ and will reproduce the familiar zero-temperature Feyn-

man rules [20] in terms of Ayz(k). Note that disconnect-
ed diagrams involving C, will still be canceled by the
disconnected diagrams from C,, since Eq. (3.55) is valid
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at all temperatures. We thus have the interesting result
that if one defines the Feynman rules for the zero-
temperature propagators as the limit of the finite-
temperature rules, the restriction to connected diagrams
arises without the wusual application of the Gell-
Mann-Low theorem [17].

IV. COVARIANT TIME PATHS

Before we include vector mesons and baryons in the
formalism, it is convenient to generalize the preceding re-
sults to manifestly covariant form. The generating func-
tional of Eq. (3.2) is written for an observer who is
comoving with the nuclear fluid, using operators that are
quantized on his purely spacelike hyperplane (“equal
times”), as in Eq. (2.16). We now want to consider “labo-
ratory frame” observers for whom the fluid has a uni-
form, finite velocity v and a corresponding four-velocity

ut=n(1,v), n=(1—-v3)"172, (4.1)

Note that u uu“ =1, and in the comoving frame,
u*=(1,0). Any freely falling observer can quantize the
system on his purely spacelike hyperplane, and taken to-
gether, these hyperplanes comprise all spacelike hyper-
planes. Thus it is most equitable to allow the quantiza-
tion to be performed on an arbitrary spacelike hyperplane
by any observer [12].

The three-dimensional spacelike hyperplanes =, are
determined by four-vectors x# that satisfy

3, : t—ntx,=0, ntn,=1, n°>0, 4.2)
t " "

where ¢ is a time parameter and n* is a unit normal vec-
tor [30]. Note that the time (or “instant”) parameter ¢ is
not necessarily equal to the coordinate x° since the
spacetime coordinate axes can be chosen in many
different ways; however, ¢ is a Lorentz scalar quantity
that measures the time evolution for observers living on
successive hyperplanes normal to n#. Although only real
time variables enter in the preceding definition of 3,, we
will generalize to complex times in order to study the
partition function and generating functional on different
time paths. When the time is complex, we interpret x* as
the sum of two four-vectors: x*="+x ", where X * is
spacelike and orthogonal to n#. The imaginary part of
the time is related to the scalar quantity n-B=1/T,
where * is defined in Eq. (2.2), and T is the temperature
measured by observers living on the hyperplanes normal
to n#. This generalizes the result of Ref. [6] that a lab-
frame observer with n#=(1,0,0,0) measures a tempera-
ture T=1/B°=T'/n, where T' is the proper tempera-
ture.

A. The generating functional

The first step in the construction of a covariant gen-
erating functional is to rewrite Eq. (2.6) in terms of a Eu-
clidean time variable = appropriate for the hyperplanes
2,. (The generalization to arbitrary spacelike hypersur-
faces A is possible, but the notation is cumbersome at
best.) From the definitions of B* and the thermal poten-
tial a, we have
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Jaz Bt —abm=[Tar [az,w,Pr—wBr,
4.3)

where d%,=n,dX. This result follows because T+ and
B are conserved, so their projections on 7, integrated
over X are constants of the motion [31]. The parameter
7' is the Euclidean counterpart of the proper time ¢’ that
determines the evolution for observers living on hyper-
planes normal to u# (comoving observers). The relation-
ship between 7 and 7’ can be deduced by observing that
an infinitesimal timelike translation between two hyper-
planes 2, and =, ; can be written as dt =n-u dt’ (see
Fig. 4), and thus dr=n-u dr’. We can therefore write
the partition function as

Z =Trexp

n-B _ v
= [dr [az,((nw) ", T —pB ] |

(4.4)

where we have used p'=p(n-u). The chemical potential
u is that measured by an observer living on the hyper-
planes normal to n*. Since we are considering here only
scalar mesons, we will set u=0 for now and restore it
later when the baryons are added.

Equation (4.4) expresses the partition function as the
trace of an (imaginary-time) evolution operator with a
grand-canonical Hamiltonian, where all quantities are
defined for an observer living on hyperplanes normal to
n#. The time path is the familiar Matsubara choice,
which starts at the origin and runs along the imaginary
time axis to t = —i7=—in-. Thus we can write the in-
tegral in the exponential using

J'Tarfaz=i [ " faz=i[ a*,

where M denotes the Matsubara contour. The trace can
be recast as a path integral over fields using the same
techniques as in Sec. III B. The only subtlety arises be-
cause the quantization is carried out on an arbitrary
spacelike hyperplane, which cannot be expressed in terms
of purely spatial coordinates. We illustrate the procedure
first for a free scalar field and include interactions at the
end.

(4.5)

/U

t+dt
dt dt’

FIG. 4. Two-dimensional illustration of hyperplanes at suc-
cessive times. Infinitesimal translations along the normal n*
and fluid four-velocity u* are indicated by dt and dt’, respec-
tively.
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_ Since the time evolution is along n¥, we must use
¢$=03¢ /3t —n,3"¢ when computing the time derivative
of the scalar field. Here the instant parameter ¢ may be
complex. The conjugate momentum density IT is defined
by

9L,y
3(3,6)

N=n,I* It= =ade , (4.6)

where L, is the free scalar Lagrangian, and canonical
quantization is performed by imposing the commutation
relations [30]

(1 #(x),d(y)]=—i8"x,y) ,
@.7)
[6(x), ) 1=[1I(x),[I(»)]=0 (n-x=n-y).

Here deMS“(x,y)f(y)=f(x) for test functions f(x).
Note that 8“(x,y) acts only in the hyperplane X, .,, and it
is defined only when x and y have identical time parame-
ters; thus, (4.7) is the appropriate generalization of the
equal-time commutation relations (2.16) to an arbitrary
spacelike hyperplane. Moreover, (4.7) implies that only
the component of I* normal to the hyperplane has a
nonvanishing commutator with $

With these considerations in mind, one can divide the
time contour into infinitesimal segments and rewrite the
(noninteracting) scalar partition function as a path in-
tegral:

Zo=f:D(¢)D(H)exp

The path integral over the momentum density Il can be
performed easily, leading to

Zo=N[ :D(d’)exp [i J, 4% (D$)?+3,43"4—m2¢’]

Y P
.Nf¢D(¢)exp [1 J 4% Lol | » (4.13)
where we have defined
dr=ntD+3H, :Dzn-a——"f%. 4.14)

The Lagrangian in this manifestly covariant partition
function is to be evaluated by replacing the usual partial
derivative d* with the new derivative d*, which contains
a gradient 3 in the hyperplane and a “convective”
derivative 2 normal to the hyperplane. This is a natural
result because the fluid is flowing past the observer when
nts#=yu#, and the convective derivative automatically in-
corporates the Lagrange multiplier for the fluid velocity
[6]. (Note that the convective derivative collapses to

i [ d*x[iin -8¢+%(H2+5ﬂ¢5”¢-—m32¢2)—Hz—n—l‘;l'lu 3611 .
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Mn, 3"

Zo=[/D(@Dexp |i [ d*x

1
——n,u,TH*
nu *Y

(4.8)
Here D (¢) and D(II) denote the path-integral measures,
and the limits on the path integral reflect the usual
periodic boundary condition for scalar fields. Note that
in general, n* and u* do not coincide, and thus the final
term in the exponential contains both the Hamiltonian
H= f dZn,n,T"" and the total three-momentum P, as

well as the Lagrange multiplier v for the fluid velocity.
To evaluate the path integral correctly, this final term
must be expressed in terms of the field variables and their
conjugate momienta, not the field variables and their time
derivatives. ‘In particular, since only the component of
IT* along n* is a momentum density, one must take

M*=Mn*+(M*—n*I)=In*+03"¢ , 4.9)

where we have introduced the spacelike gradient in the
hyperplane:

OH*=0*—nMn-9) . (4.10)

(We will consistently denote variables in the spacelike hy-
perplane = with a tilde) By using the canonical
definition of the energy-momentum tensor,

TH=—gt L,+ 11" ¢ , 4.11)
we arrive at
(4.12)
[
D=u-d if nt=u’) Renormalizable scalar self-

interactions can be included easily, since they contain no
derivatives and are carried along trivially through the
manipulations discussed above; thus, the interacting Z
also takes the form of Eq. (4.13).

Although the preceding derivation was carried out for
the Matsubara contour, it can be generalized to an arbi-
trary time path by interpreting the time derivative n -0 as
a directional derivative along the contour (as well as a
directional derivative in spacetime normal to the hyper-
plane) and by decomposing any contour into rectilinear
segments as in Eq. (3.13). In other words, for the deriva-
tion of the path integral, it is immaterial whether the evo-
lution parameter is real or complex. Thus, by adding in-
teractions and a source term to Eq. (4.13), we can write a
manifestly covariant expression for the generating func-
tional that is analogous to Eq. (3.16):

Z[j]=Nf:D<¢>exp [ifcd4x[£(¢,d“¢)+j(x)¢(x)] .

(4.15)
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The integral [ d“x is over a spacelike hyperplane and an
instant parameter, as in Eq. (4.5), and Eq. (4.15) is valid
for any contour that starts at some ¢, ends at t,—in-f3,
and has a monotonically decreasing Im ¢t. As before, the
normalization factor N can be determined by rewriting
(4.15) on a spacetime lattice, but we will see that this is
not necessary. The generating functional depends on
both the external source j and the thermodynamic pa-
rameters T=(n-B)"!, u#, and V= fdz (and p for fer-
mions), all defined appropriately for observers living on
hyperplanes normal to n¥.

B. Covariant contour propagétors

We turn now to the covariant generalization of the
contour propagators defined in Egs. (2.17)-(2.19) and
(3.24). These propagators are expressed as thermal aver-
|

Z[jl=Zyexp

exp

NI&.

lSj (n Yy 7?)
Here the noninteracting contour propagator is defined by

iAS(2,%)= U T, dx (£, )Pk (0) M

lf d4y Lint [ 5
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ages of grand Heisenberg-picture fields (or grand
interaction-picture fields) that are defined just as in Egs.
(2.24)—(2.26), except that x must now be interpreted as
X, a four-vector in the spacelike hyperplane =, _,, and
the grand-canonical Hamiltonian K is determined from
Eq. (4.4):
R=[ds,[(n-u)'u,Pr—pBr]. 4.16)

If the time variable ¢ is real, one can combine tn* and x #
into a single Lorentz four-vector x*, which will allow for
a covariant generalization of the real-time propagator of
Sec. III G. In contrast, if ¢ is complex, the two four-
vectors tn* and X ¥ must be kept separate in a covariant
representation of the imaginary-time propagators.

For an arbitrary acceptable contour, the manipulations
leading from Eq. (3.16) to Eq. (3.20) can also be carried
out on the covariant expression (4.15), with the result

=0.()€ $x(£,%)$x(0)No+6,(— ) $x(0)Px(2,%) M

=0,()Cy (£,X)+0,.(—t)C5 (8,%) ,

where the subscript K denotes the grand interaction-
picture fields discussed above, and the trace involves the
covariant statistical factor exp(—n-Bﬁo ), with fo the
noninteracting version of (4.16) for £=0. Since the only
difference between (3.16) and (4.15) is the replacement
o —d*¥, the new propagator satisfies

(d,d*+mDAL(1,%)=—81(2,%)

=—5.(1)n,8%x,0) . (4.19)
To summarize the notation, X # is a four-vector lying in
3,0 the scalar parameter ¢ can be complex, d* is
defined in Eq. (4.14), 6.(¢) and 8.(¢) are defined in Egs.
(2.20) and (2.21), and 8*(x,y) is discussed after Eq. (4.7).
The appropriate boundary conditions on the propagator
follow just as in Sec. III C and are given by [compare Eq.
(3.25)]

C (1,%)=Cg (t+in-B,X) . (4.20)

The solution to Eq. (4.19) subject to (4.20) can be ob-
tained through the following steps. First, Fourier trans-
form the spatial variables by defining

ds,
(2m)3

where 3, is the reciprocal spacelike hyperplane, and k #
is a four-momentum lying in that hyperplane. Equation
(4.19) then produces a differential equation

AP(,x)= [ e TEEALL ) (4.21)

[ ax [ dx'j(, A0 =1, x—x j(t',x ") @.17
c c
(4.18)
l
2
.u-k 2 (¢) N

n-dtio— | +of |AY(LK)==8.(1), (4.22)

with 02 = —k 2+m2.

The two independent solutions to the homogeneous
equation are easily found, and the appropriate linear
combinations can be determined by enforcing the periodi-
city condition (4.20) and the proper jump discontinuity at
t=0. One can then introduce a dummy frequency vari-
able n-k just as in Sec. III C, where the frequency was
denoted by k,. Note that since the momentum and fre-
quency variables are all taken to be real, they can be com-
bined into a single four-vector k*=(n-k)n*+k ¥, and in
particular, d(n-k)d3, =d*k. Finally, the solution to Eq.
(4.19) can be written as

4 -7 .
l'AE)C)(t,f):f (ZW];4 —1k~Xe—:t(k~u)/(n-u)p0(k)
1 1
1o Bk Ot g 000
(4.23)

where the spectral density py(k ) is given covariantly by
polk)=27[0(n-k)—0(—n-k)]18(k2—m?)
=27[0(B-k)—60(—B-k)]18(k: —m}?) .  (4.24)

The final equality follows because n*, B, and k* are all
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timelike here, so n-k and B-k have the same sign in all
frames.

The covariant contour propagator (4.23) is an analytic
function of ¢ for contours consistent with Eq. (3.11), and
it becomes a (singular) generalized function when the
contours of Eq. (3.12) are allowed. One can also derive
Eq. (4.23) directly from grand interaction-picture fields
#(t,%) quantized on the hyperplane =, _

The noninteracting Euclidean propagator follows by

letting ¢ be the Matsubara contour. With t=—ir, we
define
AP(r,x)=AP(—iT,X) , (4.25)

and the covariant momentum-space propagator can be
found easily from Eq. (4.23). We will present the results
later, after the baryons and vector mesons have been in-
cluded. Note that the propagators and Feynman rules
generated by AP are in the grand Heisenberg picture.

In contrast, real-time propagators are conveniently cal-
culated in the canonical Heisenberg picture, which in-
volves only the Hamiltonian A and not the momentum P
(nor the baryon number B for baryons). The canonical
propagators simplify the real-time Feynman rules and
have a zero-temperature limit that agrees with familiar
real-time Green’s functions. For scalars (u=0) in the

J

d*k  _; i _
ZA(C)(X“): e tk~xet(x~n)[k~n (k-u)/(n-u)] (k)
0 e po

As noted above, this A
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comoving frame (v=0), the grand and canonical Heisen-
berg pictures are identical, and that is why we have not
considered the distinction until this point. However, as
discussed in Ref. [1], time evolution in the canonical
Heisenberg picture is performed along n#, with no refer-
ence to the moving fluid, whereas time evolution in the
grand Heisenberg picture proceeds along u* [as is evident
from Eq. (4.3)] and thus follows fluid elements along the
hyperplanes 2. It follows that real-time propagators in
the grand Heisenberg picture depend explicitly on the
fluid four-velocity u* and on n-u in particular, while
propagators in the canonical Heisenberg picture are in-
dependent of n#.

In Sec. V, we will show how to extract Feynman rules
for canonical real-time propagators from the generating
functional, which is written in the grand Heisenberg pic-
ture. For now, we simply describe the relationship be-
tween real-time propagators in the two pictures and dis-
cuss the covariant generalization of the propagator in
Sec. IIIG.

For real time arguments, the propagators in the two
pictures differ only by a phase because the pictures are re-
lated by a unitary transformation. For a real time ¢, we
can rewrite the scalar contour propagator (4.23) in terms
of the Lorentz four-vector x*, with t =x -n:

L6 (x-n)+—1—,

—570. g (4.26)

—X'n)

)is in the grand Heisenberg picture. However, since the canonical and grand-canonical evolu-

tion operators commute with each other, the phase factor between pictures is precisely the second exponentlal in Eq.
(4.26). This follows by rewriting (4.18) in terms of the canonical Heisenberg-picture fields byl z(t,X) and using

(PH,¢y(t,%)]=—id"by(t,X) .

[Note that thermal averages are always defined by the grand canonical ensemble with exp(—n -BK ).]

(4.27)

If this phase factor

is removed, what remains is an expression for the canonical Heisenberg-picture contour propagator, which is the

desired covariant generalization of the real-time result that follows from Eq. (3.33).

of the covariant real-time scalar propagator is given by
d*k 1
l'A( 11 )(x# )= =2
0 f (2m)* 1—e Bk

—lkx k
-4k (zﬂ)4 po(K)

- fd_“ke
(2m)*

—ikxp (k) O(x-n)+

1

where the final equality follows by inserting the standard
integral representation of the 6 function, and the final
term in brackets gives the covariant generalization of Eq.
(3.70). Note that the dependence on n* has disappeared
in the final expression.

Evidently, the covariant generalization of the real-time
propagator of Sec. III G is obtained by replacing Bk,
with B:k in the thermal distribution functions and by
changing the arguments of the 6 functions from
ko—n-k—fB-k. This final replacement is allowed be-
cause the 6 functions survive only in combination with

eBk—e( —x-n)

sikex [i@(B-k)AOF(k)+i9( —B-k)AI)F(k)-l—po(k)—B_—le } ,
Bk

For example, the (1,1) component

—1

(4.28)

S(kz——mf); since n*, B*, and k* are then all timelike, n -k
and u -k (or B-k) have the same sign in all frames. This
fortunate result can be readily verified from Eq. (4.28),
although it is already suggested by Eq. (4.24). Similar
covariant expressions can be obtained for the other com-
ponents of the real-time propagator [Egs. (3.71)-(3.73)];
however, for propagators connecting C,; with C,, one
must move the imaginary time shifts into the Fourier
coefficients [as in Eqs. (3.72)—(3.73)], so that the real part
of the time variable can be treated as above. In the end,
only simple changes are needed to make the real-time
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propagators covariant, but these changes are intimately
linked to the important distinction between the grand
and canonical Heisenberg pictures.

The remaining analysis of Sec. III involving the exten-
sion to infinite times and the factorization of the generat-
ing functional proceeds as before, starting from Egs.
(4.17) and (4.23). The spatial variables are restricted to
the quantization hyperplane, and the complex time vari-
ables produce the evolution normal to the hyperplane.
One can verify that the asymptotic time dependence of
the propagator A{(¢,X) is also a power-law decay, as in
the comoving frame. Moreover, all preceding arguments
concerning factorization still apply; by replacing the
singular spectral density of Eq. (4.24) with the regularized
version [32]

polk)=27[0(B-k)—O0(—B-k) 18k *—m?2),  (4.29)

and by keeping € finite until the end of all calculations,
one concludes that the factorization theorems of Egs.
(3.52) and (3.55) still hold. Thus the covariant Feynman
rules can be determined from the generating functionals
in Eqgs. (3.53) and (3.56), once they are reexpressed in co-
variant form, as in Eq. (4.17), which contains the contour
propagator Af(z,%). We will list the rules after adding
the vector mesons and baryons, as discussed in the next
section.

V. COVARIANT FEYNMAN RULES FOR QHD-I

In this section, we generalize the results of Secs. III
and IV to the full quantum theory QHD-I, which is
defined by the Lagrangian density in Eq. (2.9). First, we
write the complete QHD-I generating functional as a co-
variant path integral, which is valid for an arbitrary con-
tour (subject to the conditions discussed earlier and re-
peated below). We need only collect results derived else-
where, since the covariant partition function for fermions
is constructed in Ref. [1], and the important new features
for vector mesons are discussed in the Appendix. Next,
the Lagrangian is decomposed into interacting and
noninteracting parts, and the interaction terms are re-
moved from the path integral by writing .£; . in terms of
functional derivatives with respect to the sources. After
introducing noninteracting contour propagators for each
of the fields, we obtain the generalization to QHD-I of
the expression for Z[j]in Eq. (4.17).

To derive Feynman rules, we specialize to particular
contours of interest and note that the generating func-
tional factorizes in the infinite-time limit, just as in Secs.
IIT and IV, provided the spectral densities are regular-
ized. Thus we consider separately the Matsubara con-
tour and the conventional real-time contour (with
o=n-f3/2; see Fig. 5). On the Matsubara contour, we
can directly extract Feynman rules for imaginary-time

z1£6,,1=N[" D@ ['D(6) [ D(Vexp
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FIG. 5. Contour in the complex time plane used for deriving
covariant real-time Feynman rules. The (constant) values of
Imton C, and C, are indicated.

propagators in the grand Heisenberg picture from the
perturbative expansion of the generating functional. This
expansion is in terms of noninteracting propagators and
coupling constants. For the real-time contour, the 2X2
matrix structure of the propagators also arises as before.
Although the generating functional produces propagators
in the grand Heisenberg picture, we can define
momentum-space Feynman rules for real-time propaga-
tors in the canonical Heisenberg picture. These propaga-
tors are independent of the quantization hyperplane
defined by n#. We list in detail the momentum-space
Feynman rules corresponding to both imaginary- and
real-time contours.

A. The QHD-I generating functional

We start with the grand partition function Z of Eq.
(2.6), write it as a path integral over the dynamical fields
and conjugate momenta of the theory, and explicitly in-
tegrate over the momenta. As in Sec. IV, we specialize to
the hyperplanes =, defined by Eq. (4.2). Such path in-
tegrals were constructed for the scalar field in Secs. III
and IV [Eq. (4.13)], for the fermion field in Sec. V of Ref.
[1], and for the massive vector field in the Appendix. Al-
though these derivations do not include all interaction
terms, the QHD-I interactions may be added without fur-
ther work, since the Lagrangian is renormalizable. Thus
the interaction terms are Lorentz scalars with no deriva-
tives, and they are carried along trivially through the
same manipulations used in the noninteracting case [33].

After assembling these pieces, we obtain for the parti-
tion function the same expression as in the comoving
frame, except that the Lagrangian density Eq. (2.9) is
evaluated by replacing the partial derivative o* with d¥,
which is defined in Egs. (4.10) and (4.14). We use the no-
tation [.L]3_, to indicate this replacement. We also
write the chemical potential term in covariant form. Fi-
nally, to create the generating functional from the parti-
tion function, we add sources for each of the fields, in-
cluding Grassmann sources £ and £ for the fermion fields.
The result is

(5.1)
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where the thermal boundary conditions on the fields are
indicated symbolically as integration limits, and the coor-
dinate dependence of the fields and sources has been
suppressed. The integral [ d*x is to be interpreted in
terms of a spacelike hyperplane and a complex instant
parameter, as in Sec. IV. Thus we obtain a manifestly co-
variant expression for the generating functional of grand
Heisenberg Green’s functions in QHD-I. The functional
is valid for any contour that starts at some ?,, ends at
to—in-f3, and has a monotonically decreasing Im z. It is
normalized by W, which can be determined by writing
the path integral on a lattice. The explicit normalization
factor does not occur in the Feynman rules for Green’s
functions and enters only in the partition function, so we

|

do not consider it further in this discussion. As noted
after Eq. (3.20), the generating functional will be well
defined and finite when one includes counterterms and re-
moves the interacting zero-point energy.

The generating functional depends on both the external
sources, j, J#, £ and &, and the thermodynamic parame-
ters, T=(n-B)" !, u; ut, and V= de. As discussed in
Sec. IV, the thermodynamic parameters are defined ap-
propriately for observers living on hyperplanes normal to
n*. We emphasize that Z[§&,&,j,J"] depends on n¥, but
calculated observables must be independent of n¥. An
example of how this works in practice is given in Ref. [1].

The propagators defined in Egs. (2.17)-(2.19) are gen-
erated for any time arguments on the contour using

A (e __ 1 8"Z[&,&,j,J"]
Ax,,. . .,x,)= , 5.2
1 (X1 xn) Z[O] i8j(x1) e i5j(xn) F—t—j—st=0 ( )
(e __ 1 8"Z[&,&,,J"]
D) (x,...,x,)= , (5.3)
R | FTY TN PRRTT Ve I
- n{2n = .

IGOX 1, o Xy X e o X ))= 1 = ( 1)_8 Z[5,5,/,0"] . (5.4)

Z[0] | i8&(x,) - i8&(x,)iB&Xx) - ib&(x,) F=g=j=Jh=0

In these equations and below, the coordinate arguments should be understood as a shorthand for the general form
xt=tn*+x", where t is a complex scalar and X * is a four-vector in the quantization hyperplane. Functional derivatives
for sources living on the contour are defined as in Eq. (3.4); the Grassmann derivatives on the contour are defined by

8 =
SE(x") SE(x")

where the contour delta function is given in Eq. (4.19).

Ex)=8H(t—t"\x—x"),

&(x)

(5.5)

B. Contour propagators

The next step is to define the interaction Lagrangian and to remove interaction terms from the path integral by writ-
ing L, in terms of functional derivatives with respect to the sources. We decompose the Lagrangian according to

LI a=[Lols—rg T Lin> With

(Lolsa=9liy, d*—MWp+L(d, pd"¢—ml¢*)—Ld, V,—d,V, ) +imiV, V¢, (5.6)

Lin=Lin 9,8, V") =g P —g, Py YV —V($)+8L .

(5.7

Note that the counterterm Lagrangian 8.L is simply carried along with .£,,. Then we use the substitutions:

) + 8 8
lﬁg(x)’ l//(x)—’ —18§(x)’ ¢(X)

P(x)—

to remove the interaction terms from the path integral (5.1).

isj(x)’

)

L5 5.8
B i8IM(x) 5-8)

Since [ L]y, 4 T un #Jy"d: is bilinear in the fields, we can introduce contour propagators, shift variables, and identify
the noninteracting partition function Z, to obtain the generalization of Eq. (4.17). The intermediate steps parallel the

scalar case discussed in Secs. IIT and IV, and the final result is

) )

= . . . ) o)
Z[§,§,],J“]=Zoexp lfcd“y-’cint[
_ i 4 b ri0 S VAN f 5t o\ (p
Xexp 5 fcd xfcd x'j(t, )ALt —t',x—x")j(t',X")
__l_ 4 4. = (CUV (4 41 = ==t ) =t
Xexp > fcd xfcd xJu(t,x)Do”‘ (t—t',x—x")J (¢t',X")
Xexp

i8E(y)’ —i8&(y)  i8j(y)’ i8J,(y)

—ifd“xfd“x'é(z,x)fo)(t—t',x—x')g(t',x')] : (5.9)
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The contour propagators satisfy the differential equa-
tions (remember that ¢ is complex):

(d, d*+m2)Af(1,%)=—8"(t,%) , (5.10)

[(dyd*+m])gH,—d d, 1D (1,%)=g"8\*(1,%) ,
(5.11)

[y (id*+pun*)— MG (1,%)=84(1,%) , (5.12)

subject to KMS boundary conditions on the correspond-
ing retarded and advanced functions. For the bosons,
these are given by Egs. (4.18) and (4.20), while for the fer-
mions, there is an additional minus sign:

G (1,%)= U T, 8, % )95 (0) Vg
=0, e (6, %) (0) g
—0,(— ) D (0)(£,%) Mo
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with

g5 (t,X)=—g5(t+in-B,X) . (5.14)

Note that the KMS conditions have a particularly simple
form because the propagators are defined using K-picture
fields; if the propagators are defined with H-picture fields,
the KMS conditions would contain additional multiplica-
tive factors. .

We can solve Egs. (5.10)-(5.12) directly, as in Sec.
IV B, by first constructing the solutions to the homogene-
ous equations and then determining the appropriate
linear combinations by enforcing the KMS conditions
and the correct jump discontinuities at £ =0. [Note that
the baryon propagator G{(¢,%) is itself discontinuous at

=0.(t)gg (£,X)+6.(—1t)gs (¢,%) , (5.13)  t=0.] The solutions can be written in spectral form as
J

Ak _igx - : 1 1

I'A(C)(t,f)= e 1k~xe it(k-u)/(n-u) (k) 6.(t)+ 8.(—t) , (5.15)
0 (2m)* po l1—e Bk7¢ ePk—17¢
nv

iDEW(1,%)=— |g"+ d a; iAP(2,%), (5.16)

; d*k ks 1 1
c~(c) = — iut n ik-x, —it(k-u)/(n-u) _ _
iGE) (1,%) e =iy, d"+M)g [ i e Pole) | e 0™ a7 0L —1) |, (5.17)

where £ and £’ denote Dirac matrix indices. To permit
the factorization of the generating functional (5.9), we use
the regularized spectral density p,(k ), which is defined as
polk)=27[0(B-k)—O0(—B-k)]8(k*—m?), (5.18)
with the appropriate mass (m,, m,, or M) in each case.

One can also construct the propagators directly from
thermal averages, using grand interaction-picture fields
quantized on the hyperplane §,_, For the scalar and
baryon propagators, the procedures are straightforward,
starting from Egs. (4.18) and (5.13), respectively, but the
construction is more subtle for the vector meson propa-
gator. This is because the contour-ordering operator T,
must be defined appropriately for vector fields to ensure
the correct discontinuity at # =0, as implied by Eq. (5.11).
(This is related to the problem of “covariant time order-
ing” in the zero-temperature formalism, as discussed on
pp. 135 and 223 of Ref. [20].)

At this point, we can derive perturbative expansions
for n-point functions defined on a general contour in
terms of coupling constants and the noninteracting con-
tour propagators. The procedure is standard: Expand the
first exponential in Eq. (5.9) in powers of the coupling
constants, apply the functional derivatives, and set the
sources to zero [10,20]. As usual, the Feynman rules can
be deduced directly from low-order expansions. In the

next two subsections, we specialize to two particular con-
tours to obtain imaginary- and real-time Feynman rules.

C. Imaginary-time Feynman rules

The noninteracting Euclidean propagators follow from
Eqgs. (5.15)-(5.17) by letting ¢ be the Matsubara contour.
On this contour, ¢ runs from O to —in-B on the
imaginary-time axis, so the time parameter is purely
imaginary. Thus the time arguments of the propagators
(which are relative times) run from —in-B to +in-f3.
However, the KMS conditions ensure that the propaga-
tors are periodic or antiperiodic with period n-8 in this
interval, so it is sufficient to consider only relative times
between O and —in-S.

With ¢t = —it, we define

AEB(r,x)=A(—in,x) (5.19)
and the Fourier transforms
APy p= [ dr a2 e % A nz), (520

s, . ,
PP %, W’TAEE)(VJ»,}T"),

(E) = _—_L
AP(7,%) n~[3’§f(277-)3

(5.21)

which involve discrete frequencies v; =2jm/n - with in-
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tegral j, because the time interval is finite and the propa-
gator is periodic. Analogous definitions are made for
DE* and G{F. In the latter case, the discrete frequen-
cies are @;=(2j+1)m/n -3, which reflect the antiperiodi-
city condition for a fermion propagator [2,17].

If one inserts the spectral form (5.15) into the Fourier
transform (5.20), the thermal distribution functions disap-
pear, leaving

) _ d(n. ) lpo(p)
AE(y, pH)= P
187 (v;,p") f 27 wv;t+ilpu)/(n-u)
1
P (5.22)
_Pj2+ms2

where pf* is defined as

~ (K;+M)ge
iGgE)((le,k#)gg': ‘ : J =— &
133

—K+M —k+M?

((ny)io;—k-u/n-u+p)+y-k+Me
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iy — B%

pp= [iv, =2 g (5.23)

(It is permissible to set the regularization parameter € —0
in the Euclidean propagators, since all time integrals are
of finite extent.) Similarly, the noninteracting vector
meson propagator is given by

— gl plnY /m?
iDEW (v;,p )= & ThPiy (5.24)

2 2
—Pj +my
The numerator is simple because the d* operators in

(5.16) merely bring down factors of —ip/. The nonin-
teracting fermion propagator is

(5.25)

(w;+ik-u/n-u—ip?+E*k)

nt+k*

k-u
i, — % 4
T hw H

and

EXk)=—k?+M?.

, (5.26)

(5.27)

(5.28)

We can construct a generating functional for Euclidean propagators by combining these definitions with Eq. (5.9)

written on the Matsubara contour:
(o) —&

) o)

ZM[éT’g’j’Jp'] =ZOeXP fd4yE"£int

Xexp

Xexp

X exp {ifd“fod“x,’g EE(T,x—)GgE>(T—T',x'—x')gE(T',x')] :

where fd4xEEfg'Bded2, Je(xg)=jp(r,X)=j(—ir,X),

5

———SjE(T,’x_,)jE(’r,f)=5(T—T')nﬂsﬂ(f,f')ES(E‘“(T—T',x

and similarly for the other sources. The Feynman rules
can be extracted by evaluating the functional derivatives
to some low order in the coupling constants. We list
below the imaginary-time, momentum-space Feynman
rules in covariant form for the two-point functions of
QHD-I. Other Green’s functions (higher n-point func-
tions) can be calculated using the same rules, by changing
the number of external lines appropriately (generalizing
rule 1 below) and by defining the overall phase consistent-
ly. These rules generate propagators in the covariant

8Ep(yp) 86e(WE)’ 8jg(yE)’ 8Jp,(yE)

i ’ . ~ !~ -~ . ’ ’
—2-fd4fod4xEjE(T,x)ABE)(T—T,x —x")jg(r,X")

i ’ ~ v ) o> ~7 ey
—z—fd“fod“xEJE#(T,x)DgE)“ (r—7',x —x"Wg,(T,%')

(5.29)

(5.30)

x'),

[
grand Heisenberg picture, and so the rules depend explic-
itly on the timelike unit four-vector n*. In general, the
n* dependence does not disappear until observables are
calculated; in Ref. [1], the one-loop approximation to
QHD-I is used to illustrate how this works. The Feyn-
man rules can also be applied to the calculation of the
thermodynamic potential, but the combinatorial factors
are rather intricate. (See Refs. [2] and [34] for a discus-
sion.)
The the mth -order contribution to

rules for
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FIG. 6. Components of imaginary-time Feynman diagrams
for QHD-I.

(i) X (Euclidean propagator) in QHD-I are as follows (see’
Fig. 6):

(1) Draw all topologically distinct diagrams with two
external propagator lines and m vertices connected by
internal propagator lines. Do not include diagrams with
completely disconnected pieces (that is, not connected to
any external line).

(2) Assign a direction to each line. Associate a directed
four-momentum on 2, (i.e., k * such that n-k =0) and a
discrete (Matsubara) frequency with each line. The fre-
quencies obey

=27 (bosons) ,
n-B
_Qjth)m
n-B
with integral j. Conserve four-momentum on 2, and
Matsubara frequency at each vertex. This will leave only
independent momenta and frequencies in the diagram.
(3) Each vertex is assigned a factor indicated in Fig. 6.
Feynman rules for counterterm contributions follow

v; (5.31)

(fermions) , (5.32)

J

directly.
(4) Each directed line gets a factor of (i) times the ap-
propriate  noninteracting propagator: A{E(v P *),

D{)E)‘“’(vj,p“ ), or GBE)(mj,I?“)ggr, as indicated in Fig. 6.
(5) Sum over all repeated spacetime (u,v,...) and
Dirac (§,£’,. . .) indices.
(6) Integrate f dZ, /(27)? over all independent inter-
nal four-momenta on X, and sum (1/n-B)3; over all in-
dependent internal Matsubara frequencies.
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(7) Include a factor of (—1) for each closed fermion
loop.

(8) Any single-fermion line forming a tadpole loop
must be multiplied by a convergence factor e'“/" where
171—07 at the end of the calculation, to regularize the
sum over ;. Since the convergence factor defines an or-
dering that is not normal ordering, a subtraction is still
needed to define the tadpole loop.

(9) A symmetry factor may be needed in diagrams with
¢ and ¢* vertices. The factor is the same as at T=0.
(See pp. 63-65 of Ref. [35] for a discussion.)

If desired, one can replace [d3; by [d*k 8(n-k) in
loop integrals and then let k *—k*, but this is really just
an alternative notation. However, it is possible in at least
some circumstances to introduce an integral over n-k
with an appropriate delta function that eliminates the
dependence on n¥. (See Ref. [1] for an example.)

We observe that the covariant imaginary-time rules are
quite similar to those written in the comoving frame
[36,37]. There are several new ingredients in the covari-
ant formulation. First, two types of four-vectors are
used: a real one in the quantization hyperplane and a
complex one normal to the hyperplane. This enables us
to define four-vectors with real spatial parts and imagi-
nary temporal parts. Second, because we work in the
grand-canonical Heisenberg picture, the Lagrange multi-
pliers for the fluid velocity and chemical potential enter
as imaginary shifts in the Matsubara frequency, leading
to the complicated form for the complex frequencies. Fi-
nally, the Matsubara frequencies are defined using
T=1/n-B; thus, each observer defines these frequencies
with the observed temperature in the laboratory frame,
rather than the proper temperature 7'=1/p.

D. Real-time Feynman rules

In this subsection, we follow the procedure used in Sec.
IV B for a scalar theory to obtain covariant real-time
Feynman rules for the full QHD-I theory. In particular,
we start from Eq. (5.9) with the standard real-time con-
tour (see Fig. 5) and generalize the analysis of Sec. III.
The extension to infinite times and the factorization of
the generating functional goes through unchanged, if we
remember that the spatial variables are restricted to the
quantization hyperplane, and the complex time variables
evolve the system normal to the hyperplane.

After the factorization, we can separate the sources
into distinct contributions from the two contour seg-
ments and then introduce a matrix structure for the prop-
agators, as in Sec. III G. The generalization of Eq. (3.67)
is

8

|
_ 5 5 8
Z,HEE j, T = Y S TRT T
12[8,857 ]=exp lf ,V[ t i8E,(») —i8&,(y) i8j,(p) ISJ“L(,V)
R 5 5 5
T iBENy) T —idE(y) i8jy(y) i8T,,(y)
i ,s KIS e ot N: (ot
Xexp —Efd“xfd“x G (AT (x —x")j(x")
xexp [—i [d*x [d*'E,(x)G §(x —x’)§s(x’)] .

|

exp _éfd4x Jd*x7,,06)D 9 (x —x " (x")

(5.33)
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In every integral, the time variable takes on real values
from — o to + . We have written the noninteracting
matrix propagators with tildes here to signify that they
are still in the grand-canonical picture. The interacting
real-time propagators can be determined from Egs.
(5.2)-(5.4), since all external sources are on segment C,
and satisfy Eq. (3.66).

The noninteracting matrix propagators follow directly
from the contour propagators in Egs. (5.15)-(5.17) by
applying the definitions in Eqs (3.61)-(3.64) (generalized
appropriately for baryons and vector mesons). The rela-
tive time argument is either real (if the times are on the
same segment) or has a constant imaginary part (if the
times are on opposite segments). If the time parameter
t =x-n is real, we can rewrite the scalar contour propaga-
tor in terms of the real four-vector x#:

4 . .
jz(()f)(xﬂ):f_.(‘21’”.’;4e—tk-xet(x'n)[kvn—(k-u)/(n~u)]p0(k)
1 1

X|———%70.(xn)+—]7
efPr—1

— il 6.(—x-n)|.

(5.34)

For times on opposing segments, the constant imaginary
time shift (which produces a real exponential) is grouped
with the spectral density py(k) and included in the
Fourier coefficients Al (k).

As noted in Sec. IV, we can identify the second ex-
ponential in Eq. (5.34) as the phase factor between the
grand Heisenberg- and canonical Heisenberg-picture sca-
lar propagators. This phase originates from the v-P con-
tribution to the grand-canonical Hamiltonian [6] in a
frame where the fluid has velocity v. Since the four-
momentum is a constant of the motion, the same phase
factor arises in the noninteracting and exact propagators.
Moreover, since four-momentum is conserved at every
vertex in every Feynman diagram, this factor depends
only on the external time variables of the propagator, and
it arises order-by-order in perturbation theory. Finally,
by observing that the extra phase in Eq. (5.34) can be gen-
erated by placing

e(X'n)ﬁ-E/n'u (5.35)

outside the integral, one concludes that the grand
Heisenberg-picture propagators are related to the canoni-
cal Heisenberg-picture propagators by the derivative
operator (5.35) in each order of perturbation theory.
Thus, by omitting this factor, we can use the remaining
momentum-space spectral representation to derive Feyn-
man rules in the canonical Heisenberg picture.

Similar arguments hold for the e’ factors in the
baryon propagator, since the baryon number is a constant
of the motion and is conserved at every vertex in every
Feynman diagram. Moreover, it is easy to see that mov-
ing the derivative operator in (5.35) through a d* opera-
tor is equivalent to the replacement d*—0d*. Thus, to
convert the vector and baryon propagators in Egs. (5.16)
and (5.17) to the canonical Heisenberg picture, we simply
remove the extra phases and replace d* by 9*.

Based on these observations, the (1,1) component of the

2165

canonical real-time scalar propagator is given by Eq.
(4.28), and we emphasize that the dependence on n* has
disappeared in the final expression. Similar expressions
can be obtained for the other thermal matrix elements
and the other propagators; we will simply compile the re-
sults here.

We define several thermal factors, which are Lorentz
scalars. The Bose thermal distribution function N,(3-k)
is

N, (B-k)=0(B-k)n,(B-k)+6(—B-k)n,(—B-k)
1
=——, (5.36)
elBkl—1
where n,(z) is given by (3.29), and the fermion counter-
part Ny(B-k,a) is

NAB-k,a@)=0(B-k)n (B-k,a)+6(—B-k)ip(Bk,a)

1 1
—_ O —Bk)——————
ePr—atq (=F )e*ﬁ"‘+a+1

1
elﬁ~kf—asgn([3’~k)+1

=0(Bk)

Il

(5.37)

These distribution functions depend on the baryon
thermal potential a =fu’, a scalar, and the temperature
four-vector B*=pPu”, where B is the inverse proper tem-
perature and p’ is the proper baryon chemical potential
[6]. When evaluated in the laboratory frame [where
ut=(1—v2)"12(1,v)], these distribution functions have
the same form as those given in Ref. [6]. Note, however,
that the four-momenta appearing in the distribution
functions in noninteracting propagators are “off shell,”
that is, they involve four independent components k° and
k. As discussed in Sec. III F, the appearance of off-shell
arguments is crucial for producing the correct Feynman
rules when combined with the regularized spectral func-
tions and the factorized generating functional.

The boson matrix propagators can be written compact-
ly by defining a unimodular “thermal” matrix M, as

cosh®(k) sinh®(k)

M, = sinh®(k) cosh®(k) |’ (5:38)
where
sinh@(k)E\/Nb(B'k)='(‘;Tﬁ—.le_—1?/_z ’
(5.39)

1Bkl /2
— 1Bk /2 k)=—C&
cosh®(k)=e V'N,(B-k) (eBKI_1)i2 °

so that ®@(k)=0. This is the covariant generalization of
Eq. (3.78). The analogous matrix M, for fermions is

cos®(k) —sin®(k)
M= R

=7 1sin®(k)  cos®(k) (5.40)

where
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sin@(k)E\/Nf(B-k,a)

_ 1
- (e\ﬁ'k|—asgn(3~k)+1)l/2 ’

cos®(k)=[0(B-k)—6(—B-k)|V' 1—N/(B-k,a)

sgn(B-k e [IB-k|—asgn(B-k)]/2
- (e|B'k|—*asgn(B-k)+1)l/2

s (5.41)

and 0<®(k)=<w. The utility of these thermal matrices
was first discovered in the context of thermofield dynam-
ics, where they arise naturally as Bogoliubov transforma-
tion matrices.

With these definitions, the noninteracting scalar meson
propagator can be written as

Aop(k) 0
Ayk)= 0 — AL (k) —27i8 (k>—m?)sinh@®(k )
OF
Agp(k) 0
=1 5 AL (k) —27i8 (k*—m2)N,(B-k)
=Aor(k)+Ayr(k) .

These expressions are more useful than Eq. (5.42) for
some applications.

The noninteracting vector meson propagator is con-
cisely expressed in terms of the scalar meson propagator,

kEEY
2
v

D{)”')“V(k)EQ'g"(k)= __gyv_|_ Aé)rr')(k)

’
2
v

mS —m
(5.46)

where the prescription is to replace the scalar meson
mass m, by the vector meson mass m, in Ay (k) [Egs.
(5.42)-(5.45)]. It is reasonable to expect that the k*k"
factor can be dropped when calculating observables, as at
T =0, because the baryon current is conserved. To our
knowledge, however, there is no proof that this prescrip-
tion is valid for T > 0.
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Agp(k) 0

(rr') = =
AFR=BO=My | o At ()

le > (5.42)

where the scalar Feynman (F) propagator is

1
Ayp(k)= )
oF k?—m?2+ie
| (5.43)
Al (ky=—7/—"——.
oF k?—m?2—ie

)
Note that the central matrix in Eq. (5.42) contains only
causal and anticausal Feynman propagators; all the tem-
perature dependence is in M,. The propagator can be

decomposed into Feynman (F) and temperature-
dependent (T) parts:
sinh®(k) cosh®(k)
cosh®(k) sinh®(k)
1 elBklr2
e |Bkl2 1 ] (5.44)
(5.45)
[
Gy (k)gg =Gk )ge
Goplk)ge 0
=M, o —GgF(k)gg' M,, (547

where the fermion Feynman (F) propagator is

(M)
Corth e =T 2y e
(5.48)
(K+M)ge
f — €
Gorlllee =33 >

and there is no complex conjugation of the Dirac ma-
trices in the anticausal propagator. The Dirac matrix in-
dices £ and &’ should not be confused with the thermal
matrix indices r and r’. We can again decompose the

Finally, the noninteracting baryon propagator is given = propagator into Feynman (F) and temperature-
by dependent (7)) parts:
' |
| Gorlk)ge 0 _ s sin®(k)  cos®(k)
QO(k)_E;é"— 0 _Ggp(k)ggr +27Tl(k+M)§§'85(k —M*)sin®(k) —cos®(k) sin®(k)
Gop(k)ee 0 j
Tl 0 =Gk
. , , , 1 sgn(B-k )e LIB-k| —asgn(-k)]/2
+27Tl(k+M)§§'8€(k -M )Nf(Bk,a) _Sgn(ﬁ'k)e[lﬁ’kl_aSgn(B'k)]/z 1 (5.49)
=Gop(k)ep +Gor(k)ge . (5.50)
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In the zero-temperature limit (88— o) with positive
chemical potential (a >0),

sin2®(k)=Nf(B-k,a)—>9(B-k)G(a—ﬂ-k) R (5.51)
sin®(k )cos®(k)—0 . (5.52)

Thus, from Eq. (5.49), Gy(k)g becomes diagonal, and
the (1,1) component gives a covariant generalization of
the finite-density propagator in Eq. (5.5) of Ref. [10].

Given these expressions, we list the rules for the two-
point functions in momentum space. These rules gen-
erate propagators in the canonical Heisenberg picture;
they are generalizations of the T=0 rules for QHD-I in
Ref. [10] to T#O0 and to an arbitrary reference frame,
which is characterized by the fluid four-velocity u#. The
new features at 750 are that each vertex now comes in
two types, which will be labeled by r=1,2 and which
differ only by a sign, and that each propagator has a cor-
responding 2 X2 matrix structure (e.g., A””’=A). The
rules of Ref. [10] can be recovered by taking the T—0
limit and specializing to the comoving frame with
u*=(1,0,0,0). Other Green’s functions (higher n-point
functions) can be calculated using the same rules, by
changing the number of external lines appropriately (gen-
eralizing rule 1 below) and by defining the overall phase
consistently.

The rules for the nth order contribution to (i) X(real-
time propagator) in QHD-I are as follows (see Fig. 7):

(1) Draw all topologically distinct diagrams with two
external propagator lines and n vertices connected by
internal propagator lines. Do not include diagrams with
completely disconnected pieces (that is, not connected to
any external line).

(2) Assign a direction to each line. Associate a directed
four-momentum with each line and conserve energy and
momentum at each vertex. This will leave only indepen-
dent four-momenta in the diagram.

(3) Each internal vertex is given a label r, which is
summed over r=1,2. External points of physical real-

f PROPAGATORS
Tk iA((,"')(k) Scalar Meson
' k . 3
;~—~‘>———~; 1G((,")(k)“. Baryon
l"/'\/\§’\/\}” iDS"')“"(k) Vector Meson
v 2
VERTICES
r , T r r r T T r T
| | —-— = -
I I ro T
Ir u<r Ir Ir
(=) —i(9)gw. —i()T —i(5)TA

FIG. 7. Components of real-time Feynman diagrams for
QHD-I.

time Green’s functions have r =1 only. Each vertex is as-
signed a factor indicated in Fig. 7. These are the same
factors as at T=0, except for the r-dependent sign.
Feynman rules for counterterm contributions follow
directly.

(4) Each directed line carrying momentum k gets a fac-
tor of (i) times the appropriate noninteracting propaga-
tor: Aé,""(k), Df)”'"”(k), or Gé,"')(k)ggl, as indicated in
Fig. 7. The labels r and r’ are those of the vertices at the
ends of the propagator. Explicit expressions for these
propagators are listed above. These expressions include
regularized delta functions §,, where e—0 eventually. In
most cases, € must be kept finite until the end of a calcu-
lation to ensure well-defined results; this is certainly true
for diagrams involving products of propagators with the
same momentum arguments.

(5) Sum over all repeated spacetime (u,v,. ..), Dirac
(&,&,. . .), and thermal matrix (r,7’,. . .) indices.

(6) Integrate f d*k /(27)* over all independent internal
four-momenta.

(7) Include a factor of (—1) for each closed fermion
loop.

(8) Any single-fermion line forming a tadpole loop may
be interpreted as e'7*iG{" (k), where 7—0" at the
end of the calculation. Such factors are unnecessary if in-
tegrals are regularized dimensionally.

(9) A symmetry factor may be needed in diagrams with
¢* and ¢* vertices. The factor is the same as at 7=0.

It is customary to include a factor of e‘™* or e
(with 7—07 at the end of the calculation) in closed tad-
pole loops. However, the operator ordering implied by

this factor (¢ appears to the left of §) does not produce
normal-ordered operators, so one must still define the
tadpole integral by performing a subtraction. It is there-
fore equally acceptable to omit this factor and define the
integral by subtraction anyway, which is the preferred
procedure when dimensional regularization is used. An
exception to this procedure involves the vertex for a con-
served current; this can be normal ordered in the La-
grangian so that divergent (vacuum) tadpoles never ap-
pear.

Similar Feynman rules (for the comoving frame) have
been given elsewhere [2,4,38], but several different phase
conventions are used.

Y

E. Discussion

The Feynman rules presented above allow one to com-
pute the interacting propagators as order-by-order expan-
sions in the coupling constants and the noninteracting
propagators. As we have emphasized, however, QHD-I
is a strong-coupling theory, and such perturbative expan-
sions must be summed to infinite order to produce mean-
ingful results. The issue of which classes of diagrams are
important is still an open question that is beyond the
scope of this article and is currently under active investi-
gation. Nevertheless, there are several points that arise
in the application of these Feynman rules that are worthy
of discussion.

Observable thermodynamic quantities and various
response functions will typically be expressed as thermal
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averages of composite operators, which can be related to
the interacting propagators, self-energies, and vertices.
In general, the analytic expressions for these quantities
will be divergent, and the physical observables must be
defined by making subtractions to render these expres-
sions finite. For some quantities, such as the baryon
current, one need only normal order the current opera-
tor, which is equivalent to a vacuum-expectation-value
subtraction. For most quantities, however, a vacuum
subtraction is insufficient, and additional counterterms
must be included. Various procedures for making these
subtractions are discussed in the literature; see, for exam-
ple, Refs. [1, 10, 21].

When calculating with the real-time Feynman rules, it
is important to maintain the 2X2 matrix structure at in-
termediate stages of the calculation, even though the
desired (physical) results depend only on the (1,1) com-
ponents of the propagators. For example, the cancella-
tion of disconnected diagrams resulting from Eq. (3.55)
occurs only when contributions from both C, and C, are
included [2]. This can be verified explicitly in the first
few orders of perturbation theory, although it is usually
easier to use the coordinate-space spectral representa-
tions [e.g., Eq. (5.15)] than to use the momentum-space
rules given above. Moreover, as discussed in Sec. 3.2.2 of
Ref. [2], the 2 X2 matrix structure of the propagators re-
moves pathologies (so-called “pinch singularities”) that
would arise if one kept only the (1,1) propagator com-
ponents in the Feynman rules [39].

It is also important to remember the distinction be-
tween the canonical and grand-canonical Heisenberg pic-
tures. As response functions and thermodynamic observ-
ables are most often expressed as thermal averages of
canonical Heisenberg-picture fields, the latter must be
rewritten in terms of grand-canonical fields before the
imaginary-time propagators can be applied. The trans-
formation is usually straightforward; for example, one
has

U B = ir, 2P —i7, %))
= (P (—im %N —ipnt)hg(—in, %))

for baryon fields, with similar results for scalar and vec-
tor fields.

Finally, we consider how covariance is maintained in
the preceding formalism. Our working definition of co-
variance is that well-defined quantities can be calculated
by any freely falling observer with identical results. In
the real-time formalism, the covariance is manifest, since
all propagators are written in terms of quantities with
definite Lorentz transformation properties, and there is
no dependence on n¥. For imaginary times, however, co-
variance has been imposed by requiring that all observers
refer their calculations to a particular quantization hy-
perplane specified by n¥. Although all calculated observ-
ables will be manifestly covariant, one must still show
that they are independent of the choice of quantization
hyperplane. At present we have no general proof that all
observables will be independent of n* when computed
from the imaginary-time propagators listed above; how-
ever, in Ref. [1], we showed how this works at the one-

(5.53)

baryon-loop level. Since our Feynman rules maintain the
distinction between n* and u”, one can explicitly check
the independence of results with respect to n*. This is in
contrast to an approach that is often advocated in the
literature, in which quantization is always performed in
hyperplanes normal to u*, and the independence of re-
sults on the choice of hyperplane is assumed.

VI. SUMMARY

The purpose of this paper is to present a framework for
performing covariant finite-temperature calculations of
strongly interacting, relativistic, many-body systems.
This framework is based on finite-temperature Feynman
rules in both real and imaginary time, which are derived
using path integrals along contours in the complex time
plane. These rules were illustrated in an earlier paper [1].
The advantage to covariant Feynman rules is that they
incorporate information and constraints that would be
obscured by working in a fixed frame [1,40]. Moreover,
one can use them in situations where there is no frame in
which all the matter is at rest, and one can directly iden-
tify the Lorentz structure and associated invariant func-
tions that arise in the computation of observables.

We concentrate on the basic elements and procedures
needed to progress from the generating functional to the
Feynman rules, such as the factorization of the generat-
ing functional, the definition of noninteracting contour
propagators, the implementation of covariance, and the
distinction between the canonical and grand-canonical
Heisenberg pictures. Although the methods are applied
to quantum hadrodynamics, the derivation discussed here
can be used for other relativistic field-theoretic Lagrang-
ians.

The starting point of the development is a generating
functional defined on time contours (paths) in the com-
plex time plane. The allowed time paths are restricted to
those for which the thermal traces converge, namely,
paths that have a monotonically decreasing imaginary
part, terminate at a point —if3 below the start of the con-
tour, and lie within a horizontal strip of width f3, the in-
verse temperature. The generating functional is indepen-
dent of the origin of the contour. For contours of this
type, the propagators derived from the generating func-
tional are analytic functions of their time arguments. It
is straightforward to rewrite the generating functional as
a path integral over the dynamical fields and their conju-
gate momentum densities. This path integral can be
manipulated in the usual fashion to produce an exact re-
sult containing the noninteracting propagators and in-
teraction terms written as functional derivatives with
respect to external sources [see Egs. (3.20) and (5.9)]. We
emphasize that the normalization of the path integral is
well defined, and in the absence of external sources, the
generating functional reduces to the (grand) partition
function.

The noninteracting propagators appropriate for a par-
ticular contour can be determined from the form of the
noninteracting Lagrangian. They are most conveniently
written in a four-dimensional spectral representation, as
in Eq. (3.33). Although the spectral density is singular in
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momentum space, one can verify that the propagators are
analytic functions of the time for contours defined as not-
ed above. Boson propagators satisfy the familiar KMS
periodicity conditions, while the fermion propagators are
antiperiodic.

It is possible to derive a consistent set of Feynman
rules for this class of contours and then pass to the limit
of infinite real time variables at the end of the calculation
[24]. In particular, one can show that the noninteracting
propagators have a power-law decay at large times, and
the noninteracting generating functional is well defined in
the infinite-time limit, if adiabatic switching is imposed
on the external sources. Moreover, it follows that the
noninteracting generating functional factorizes into real-
time and imaginary-time contributions in the limit.
However, the resulting Feynman rules are unwieldy, be-
cause the exact generating functional does not factorize;
certain convolutions of propagators do not vanish be-
cause of the power-law time decay, and all convolutions
must be evaluated before the infinite-time limit is taken.
One also loses the advantage afforded by infinite real time
intervals, which allow the propagators to be written as
four-dimensional Fourier transforms and results to be ex-
pressed in manifestly covariant form.

We therefore define the Feynman rules differently, by
taking the real time intervals to infinity before evaluating
convolutions of propagators [1,2,4,23]. In this limit, it is
necessary to allow contours that are strictly horizontal
(that is, relative times can be real), and we must consider
propagators that are (singular) generalized functions of
the relative time variable. The exact generating function-
al then involves convolutions of generalized functions
with support on the whole real time axis, which are not
well defined [19]. We interpret these convolutions at in-
termediate stages of any calculation using the four-
dimensional spectral representation with a regularized
spectral density that is a meromorphic function of the
frequency variable. The regularization parameter € is re-
tained until the end of the calculation. This modifies the
asymptotic time dependence of the propagators from a
power-law to an exponential decay, leading to different
results for convolutions of propagators from those dis-
cussed above. Most important, the regularization pro-
cedure implies that the exact generating functional fac-
torizes into real-time and imaginary-time contributions.

We stress that the regularization procedure has no real
significance if one discusses the properties of a single
noninteracting propagator. The only consequences occur
in convolutions of propagators (which must be defined in
the infinite-time limit) and in fact, only in convolutions
that involve “anomalous diagrams.” These diagrams
contain self-energy insertions on internal propagator lines
that are needed to shift the arguments of the thermal dis-
tribution functions from the noninteracting spectrum to
the interacting spectrum, when one defines Feynman
rules using the first approach mentioned above. In the
second approach, however, the distribution functions
must contain frequency variables that are off the mass
shell for the propagators to satisfy the KMS conditions,
and these off-shell variables are automatically replaced by
the correct interacting spectrum when the integrals over

internal momenta are performed. The anomalous dia-
grams are not needed, and they vanish due to the ex-
ponential time decay of the regularized noninteracting
propagators. In the end, these two approaches yield
identical results for the interacting propagators [23], but
the second approach is more convenient, since the exact
generating functional factorizes.

The factorization of the generating functional has
several important consequences. First, it allows us to
perform real-time and imaginary-time calculations sepa-
rately. One can show that the vertical imaginary-time
contour can be replaced by the familiar Matsubara
choice; thus, these calculations allow us to study the equi-
librium thermodynamics of the many-body system. The
two horizontal contours produce a 2 X2 matrix structure
in the real-time propagators and allow us to study the
dynamical response of the system to external perturba-
tions. One also finds the important result that closed-
loop ‘“bubble” diagrams survive only in the imaginary-
time part of the generating functional, where they pro-
duce the correctly normalized partition function. In con-
trast, closed-loop diagrams from the horizontal contours
cancel [see Eq. (3.55)], so the real-time propagators do
not contribute directly to the thermodynamics of the sys-
tem, and the real-time part of the generating functional is
correctly normalized without any additional phases or
factors. Finally, by studying the analytic structure (in
frequency space) of the regularized real-time propagators,
one can prove the absence of various pathologies that
would arise if one computed real-time results using a con-
tour that runs only along the real time axis [2,39].

To implement covariance in the formalism, we allow
the theory to be quantized on any spacelike hyperplane,
as in Eq. (4.2), rather than on the hyperplane that is
comoving with the fluid. For real times, the generaliza-
tion is straightforward, and temporal and spatial vari-
ables can be incorporated into a single Lorentz four-
vector with familiar transformation properties. For com-
plex times, however, it is necessary to keep the temporal
and spatial variables separate and to Lorentz transform
them separately. The imaginary part of the time is relat-
ed to the inverse temperature observed on the chosen
quantization hyperplane. One can construct a covariant
generating functional by again appealing to contours in
the complex time plane; the result is similar to that de-
rived in the comoving frame, except that derivative
operators in the Lagrangian now have an explicit space-
like part that acts in the quantization hyperplane and a
“convective” temporal part that acts normal to the hy-
perplane.

By implementing covariance in this fashion, we intro-
duce an auxiliary timelike vector n* that defines the
direction of time evolution of the system. One must still
prove that computed observables are independent of the
choice of hyperplane. Here it is relevant that propaga-
tors derived from the generating functional are in the
grand-canonical Heisenberg picture, which is defined us-
ing a Hamiltonian that contains Lagrange multipliers for
the fluid velocity and baryon chemical potential. This
picture corresponds to the Lagrangian description of
fluid dynamics, in which one follows the evolution of
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fluid elements on successive hyperplanes. For the real-
time rules, it is easy to relate these propagators to those
defined in the canonical Heisenberg picture (which con-
tains no Lagrange multipliers and corresponds to the Eu-
lerian description of fluid dynamics), and to show that the
difference between propagators is only a phase. Because
four-momentum and baryon number are conserved at
every vertex in every Feynman diagram, one can remove
this phase and write the real-time rules solely in terms of
canonical propagators that are independent of the choice
of quantization hyperplane. In the end, the generaliza-
tion of canonical propagators from the comoving frame
to an arbitrary frame is simple [see the discussion after
Eq. (4.28)]. The covariant real-time Feynman rules are
listed in Sec. V D.

In contrast, imaginary-time propagators are computed
in the grand-canonical Heisenberg picture, and thus con-
tain an explicit dependence on the quantization hyper-
plane. Although we do not have a general proof that cal-
culated observables will be independent of the hyper-
plane, we showed in Ref. [1] how this works at one-
baryon-loop order, and that demonstration makes the in-
dependence to all orders plausible. In any event, the
imaginary-time rules given in Sec. V C are written explic-
itly in terms of n¥, so by retaining this variable
throughout the intermediate stages of a calculation, one
can see whether it disappears in the final results (much as
one uses a gauge parameter to determine the gauge in-
variance of calculated results in QED or QCD).

Finally, we consider the application of our formalism
to other relativistic models. Our motivation here was to
derive covariant Feynman rules in a simple and widely
used hadronic model with several different degrees of
freedom and to concentrate on basic elements of the
finite-temperature procedures. Within the context of
QHD, these rules provide a framework for performing
covariant calculations beyond the one-loop level, which
may be useful in finding a suitable expansion procedure
for reliable finite-density calculations; this is still an un-
solved problem [21]. Many of the steps in our derivation
are independent of the form of the Lagrangian and can
thus be carried over to QED and QCD, when various (fa-
miliar) modifications are made to incorporate local gauge
invariance in the path integrals [20,41,42]. Nevertheless,
we emphasize that certain steps depend on the use of a lo-
cal, renormalizable, Lorentz-invariant Lagrangian densi-
ty; for example, the analytic structure of the finite-
temperature propagators depends on microscopic causali-
ty [16]. Thus, while we expect that our formalism can be
extended to more phenomenological approaches used to
study hadronic and nuclear systems, it may be incorrect
to simply apply the Feynman rules listed here without
due regard for how these rules were obtained.
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APPENDIX: GENERATING FUNCTIONAL FOR
NEUTRAL, MASSIVE VECTOR MESONS

This appendix has two purposes: to derive the generat-
ing functional for neutral, massive vector mesons from
the appropriate path integral over field variables and con-
jugate momenta, and to generalize the result to an arbi-
trary quantization hyperplane, as in Eq. (4.15). Although
the vector meson generating functional is usually written
in the literature in a familiar form [10], which involves
path integrals over all four field components V*, this re-
sult is nontrivial, since one must start with a path integral
over the dynamical fields and conjugate momenta and
then integrate out the momentum variables [41]. More-
over, while it is often tacitly assumed that the familiar
form for the path integral is correct by analogy to QED,
the massive vector field is qualitatively different from the
photon field, since the Lagrangian for the former has no
local gauge invariance. Thus the usual QED gauge free-
dom does not exist, and no “choice of gauge” is needed
(or allowed) in the quantization of the massive vector
field. As a consequence, all four components V* are
operators, even for free fields, in contrast to the case of
QED in the Coulomb gauge [43]. In fact, the massive
vector field resembles a collection of four constrained sca-
lar fields more closely than it does the photon field.

Rather than consider noninteracting vector mesons, we
will study the more interesting case where the mesons in-
teract with baryons in the usual fashion. The Lagrangian
is given by (2.9), with ¢ suppressed, and the field equa-
tions are (2.12) and (2.13). To simplify the notation, we
begin in the comoving frame with a purely spacelike
quantization hyperplane, so that the instant parameter is
t=x° At the end, we will generalize to a quantization
hyperplane with an arbitrary timelike normal vector n*.

Begin by defining electric and magnetic fields:

iE _F0i= —_ I./i_viV() >
BF=—1le, Fi=(VXV)k,

(A1)
(A2)

which imply that the two Maxwell equations VXE=—B
and V-B=0 are automatically satisfied. (We convention-
ally take the three-dimensional antisymmetric symbol to
be independent of the vertical position of the indices:
€, =€*.) Note that the first of these Maxwell equations
is an equation of motion, while the second is an equation
of constraint. The remaining two Maxwell equations fol-
low from

QF +miV =g, dr*Y , (A3)
namely,

E=VXB+m2V—g,j, (A4)

m2V,=—V-E+g.pp , (A5)

where we use the shorthands pg Et/ﬁtp and j=¢v*az/;.
Note that the time derivative of ¥V, does not appear in
these equations; thus, the constraint equation (AS5) is
analogous to (A2). Nevertheless, since the baryon
current is conserved, we find ay V#=0, so that in a canon-
ical approach to quantization, ¥, becomes an operator
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[20,44]. Thus the definition of the propagator in Eq. field. The Hamiltonian density follows from
(2.19) makes sense for all spacetime indices.

Tp construct the Hami.lt.onian, we first compute the 7{=i¢Tg‘w—+H;‘V}‘—L=i¢TM—E-V—L . (AB)
conjugate momentum densities ot ot

n,= g"c.—=i i/ﬁ , (A6) where the right-hand side is to be expressed in terms of

oy the dynamical variables ¥, ¢T, V, and E. If we assume

o= oL _ 0 = oL _ Fo— i (A7) that the field variables obey periodic boundary conditions

- av, * T Qi : on the surfaces of our large volume %V, which eliminates

surface terms arising from partial integrations, it is easy
As expected, there is no momentum conjugate to the V, to arrive at the Hamiltonian

i

H=[d* 7= [ d [¢!(—ia-V+BM)p+ B>+ (VX VP ]+ im2Vie —(V.EP
2m

v

1
2

2
v

g
— = py VB,V
m 2

2
v

SPB (A9)

v

The relevant part of the partition function contains the vector fields and their couplings to the fermion sources, so we
suppress the noninteracting fermion terms (including the chemical potential) in the sequel. Various normalization con-
stants that arise in the ensuing manipulations will also be suppressed. These can be determined by writing the path in-
tegrals on a spacetime lattice [14], but this is not really necessary, as they will all be canceled when similar manipula-
tions are performed on the path integral that defines the zero-point-energy subtraction. Thus we consider

—E-V— 1B~ (VX V)?—1m2Vi+g,jV— 21 ~(V-E—g,p5)?
mv

Z fv" I1 D(V')D(ENexp li fcd“x

] . (A10)

Note that V and E are independent integration variables, and V satisfies the usual thermal periodicity condition [see Eq.
(3.15)] at the ends of the contour ¢; moreover, we cannot use the classical equations of motion or constraint, as we must
integrate over all possible field configurations.

Following standard procedure, we would like to integrate out the conjugate momenta (E) to arrive at a path integral
containing only the fields (V). This is not straightforward due to the (V-E)? term. Consider, however, the Gaussian
path integral
2

[ D(Vyexp [ifd‘*x(%m%V%—i—VOV-E)]:exp —i [ d*x 12(V-E)2 [ DVyexp

2m

. 1
lfcd“x% va0+m—vV'E

(A11)

If inserted inside the path integral of Eq. (A10), the final Gaussian integral in (A11) gives a purely numerical factor
(since V-E is fixed) that will be canceled along with various normalization factors, as noted above. Oscillatory Gaussian
path integrals can be defined in the usual way by rotating the field variable through 7 /4 in the complex plane. In con-
trast, if the time is complex, one can analytically continue to a real time variable for the subsequent manipulations and
then continue back in Eq. (A 16).

Clearly, we also have

[ D(Vyexp ‘ifcd“x[%m‘z,V%+V0(V-E-—gva)] }‘Iexp [—ifcd“x 2;2 (V-E—g,pp)? !, (A12)

which allows us to rewrite (A10) as
Z« fv"HD(V")D(E")DWO)exp {ifd“x [—E-V—%Ez—%(VXV)Z—%m3V2+g‘,j-V+%m3,V(2,+VO(V-E—ngB)] ] .
i c

(A13)

We remark that if one desires to write the partition function in covariant form as a path integral over both V* and F*?,
one can introduce B as an auxiliary variable by using a similar Gaussian integral to replace —1(V XV)? with
1B*—B:(VXYV)in Eq. (A13).

It is now straightforward to perform the Gaussian path integrals over the electric field by defining longitudinal and
transverse parts:
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E=E, +E;, V-E;=0, VXE,=0,

(A14)

and similarly for V. When integrated over <V, all longitudinal-transverse cross terms vanish by the assumed periodic

boundary conditions:
Jd*xa,br=[d*x(Vf,) b= [dx[V-(f,by)

Thus, up to overall normalization factors,

ZcvavD(V“)exp [zf dx[AVE+ LV, +VV )P =LV XV )2+

ZIV#D(V“)exp lifd4x[—lF FEY+1m2V, Vi—g V, dy*y]
- . v 27Vl vip

To summarize, the correct evaluation of the vector
meson path integral leads to an expression that involves
integration over all four field variables V* and an ex-
ponential that takes the familiar covariant form. One can
now restore the fermion terms and add sources in the
usual way (that is, J, V'* for the vector field) to define the
generating functional.

Several comments are in order regarding the periodici-
ty condition on the V,, field, as indicated in Eq. (A17).
The dynamical V fields must be periodic, as required by
the thermal trace, but no such requirement holds on ¥V,
and (A16) is correct as it stands. However, to define a
vector boson propagator, it is necessary to partially in-
tegrate some time derivatives in (A16) on to the ¥V, field.
Thus it is convenient to impose periodicity conditions
also for this field, as in (A17), to avoid unwieldy surface
terms. This implies that retarded and advanced functions
corresponding to all spacetime components of the vector
propagator D§" satisfy the KMS periodicity condition
[analogous to Eq. (3.25)].

To generalize the preceding derivation to quantization
on an arbitrary hyperplane (or equivalently, to time evo-
lution along an arbitrary timelike normal n#), proceed as
follows. (We will illustrate the required modifications for
free vector fields, since the vector-baryon interactions
contain no derivatives and can be added easily.) The con-
jugate momenta are now defined by

9L,
=n, MM=n, ———=n, F* 1
n, a(a'uVA) n, R (A18)
Z,=T i | d* e
0 T €Xp zfc X P u"uuv ]

if '

= f D(IT*) Jexp

—fa(V-br)]=0

M- aVAJr;LO——an u FH3'Y,

(A15)

MV, VE—g,ppVotg,i-V] (A16)

(A17)

which generalizes Eq. (A7). Note that there is no
momentum along n*, since n,II* vanishes by the an-
tisymmetry of F*, and thus IT* has only three indepen-
dent components. It is therefore convenient to write the
vector field as

VE=nHn-V)+VH*, (A19)

where the projection of V* along n* is nondynamical,
and the field ¥ # in the spacelike quantization hyperplane
contains three independent variables.

Equation (A18) and the free-field equation 9,F"”
+m2VY=0 imply n-V=—23 H“/mv, and we can wrlte
the field-strength tensor in terms of dynamical variables
as

FM=1*pt—T*n*+3 P H—31P * | (A20)

where d# is defined in Eq. (4.10). The first two terms in
(A20) give the electric fields (E) in covariant notation,
while the final two give the magnetic fields (B).

Now use

TH=—g L+ TPV, = —ghLy+F**V, , (A21)

so that the partition function becomes [compare Egs.
(4.4) and (4.8)]

(A22)

Here the path integral is to be taken over the three dynamical ¥ * fields (with periodic boundary conditions indicated
symbolically) and the three components of the momentum density IT*, which are unconstrained at the end points. The
final two terms in the exponential must be written in terms of these dynamical variables; we want no “time derivatives”
n-3¥ * or nondynamical fields n - V. The desired results follow straightforwardly and are given by

—¢F F*=— 1[I ¥+ 1(3,V,—3,V,)], (A23)
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1 ~
2 — 2 2
smVEV, = mz(aﬂn#) +ymiV, vV, (A24)
v
1 FAugyvy. =———1—H7‘ %)%
n-u Muty A n-u “ A
1 o 1
_ AL _ 2
=IL,11 n.un u-ov, mz(aunf‘) . (A25)

v

Here we have anticipated that these expressions will be inserted into the path integral, so a spatial partial integration
has been performed to arrive at (A25).
With the preceding results, the covariant analog of Eq. (A10) is given by

> x> 1
*n 3%, + 11>~ 1(3,7V,—3,V,)*— P
v

Zy< fVVD(V”)D(H}‘)exp {i fcd‘*x (BKHL)Z—F%m‘z,VZ—;—%;—H}‘u P,

(A26)

As above, the integrations over the momentum variables IT* are complicated by the (31 »)? term. However, we can in-
troduce a Gaussian path integral over an auxiliary integration variable n-V to recast (A26) in a form analogous to
(A13):

*n -9V, + 11— 1(3,V,—3,V,)*

Zyx IVVD(V“)D(H}‘)exp lifcd4x

. (A27)

+im2[ 172+(n-V)2]~-’—11.—uH)”u-§I7}L+n~V6AH7‘

It is now a simple exercise to perform the Gaussian path integrals over IT* and to show that the result can be written as
in Eq. (A17), with all derivatives 0" replaced by d* defined in Eq. (4.14). Since the interaction term has no derivatives,
it also has the form in Eq. (A17). Finally, one can impose the periodicity condition on n -V to allow for the construction
of a covariant vector propagator, as discussed after Eq. (A17).

*Present address: Department of Physics, The Ohio State
University, Columbus, OH 43210.

[1]R. J. Furnstahl and B. D. Serot, Phys. Rev. C 43, 105
(1991).

[2] N. P. Landsman and Ch. G. van Weert, Phys. Rep. 145,
141 (1987).

[3]1 R. Mills, Propagators for Many-Particle Systems (Gordon
and Breach, New York, 1969).

[4] A. J. Niemi and G. W. Semenoff, Nucl. Phys. B230, 181
(1984); Ann. Phys. (N.Y.) 152, 105 (1984).

[S]H. A. Weldon, Phys. Rev. D 26, 1394 (1982); 28, 2007

(1983).

[6] R. J. Furnstahl and B. D. Serot, Phys. Rev. C 41, 262
(1990).

[7]1 F. Ruiz Ruiz and R. F. Alvarez-Estrada, Z. Phys. C 34,
131 (1987).

[8]J. D. Walecka, Ann. Phys. (N.Y.) 83, 491 (1974).

[9] Relativistic Nuclear Many-Body Physics, edited by B. C.
Clark, R. J. Perry, and J. P. Vary (World Scientific, Singa-
pore, 1989).

[10] B. D. Serot and J. D. Walecka, Adv. Nucl. Phys. 16, 1
(1986).

[11] W. Israel, Ann. Phys. (N.Y.) 100, 310 (1976); Physica
106A, 204 (1981).

[12] J. D. Bjorken and S. D. Drell, Relativistic Quantum Fields
(McGraw-Hill, New York, 1965), Chap. 11.

[13] To simplify the notation, the “prime” convention intro-

duced in Sec. II A will be suspended for spacetime coordi-
nates, unless otherwise noted.

[14] R. J. Furnstahl and B. D. Serot, Ann. Phys. (N.Y.) 185,
138 (1988).

[15] In Ref. [14] [Eq. (2.15)], the notation |®(¢)) was used to
denote the lattice version of |¢(z)).

[16] S. A. Fulling and S. N. M. Ruijsenaars, Phys. Rep. 152,
135 (1987).

[17] A. L. Fetter and J. D. Walecka, Quantum Theory of
Many-Particle Systems (McGraw-Hill, New York, 1971).

[18] M. J. Lighthill, Introduction to Fourier Analysis and Gen-
eralised Functions (Cambridge University Press, Cam-
bridge, 1958).

[19] I. M. Gel’fand and G. E. Shilov, Properties and Operations,
Vol. I of Generalized Functions (Academic, New York,
1964).

[20] C. Itzykson and J. Zuber, Quantum Field Theory
(McGraw-Hill, New York, 1980).

[21] R. J. Furnstahl, R. J. Perry, and B. D. Serot, Phys. Rev. C
40, 321 (1989).

[22] R. F. Streater and A. S. Wightman, PCT, Spin and Statis-
tics, and All That (Benjamin, New York, 1964).

[23] A. Niégawa, Phys. Rev. D 40, 1199 (1989).

[24] C. B. Iredale, Ph.D. thesis, Harvard University, 1986.

[25] It is also possible to derive the asymptotic dependence of
A" using general techniques; see, for example, theorem 19
of Ref. [18]. These techniques imply that both integrals



2174 R.J. FURNSTAHL AND BRIAN D. SEROT 44

in (3.37) behave as |t —¢'| 73/? as |t —t'| — o, as do the in-
tegrals in (3.44).

[26] The astute reader will realize that the integrand of the k,
integral contains poles both near the real axis and also
along the imaginary axis, when k, is a multiple of 27i /8.
These imaginary poles arise from n,(Bk,). However,
when po(k) of (3.47) is evaluated at these poles, it is of or-
der €, and all of the resulting contributions to the propaga-
tor and Feynman rules vanish when € is taken to zero. We
will therefore simply omit the contributions from these
poles. Note that n,(Bk,)po(k) has no pole at ko =0.

[27] The arguments used to eliminate the ‘“‘cross-contour” con-
volutions fail for some closed-loop diagrams. This can be
seen by setting ¢:'=t in Eq. (3.50) and integrating fcldt-

Fortunately, the closed-loop contributions that connect
segments C; and C; exactly cancel those that connect C,
and C;. Thus the conclusion that the exact generating
functional factorizes remains valid.

[28] Although this argument appears to rely on perturbation
theory, it remains valid when nonperturbative summations
of Feynman diagrams are performed. With these summa-
tions, the single-particle self-energy appears in the denom-
inators in the frequency integrals, thereby automatically
shifting the poles to the appropriate interacting spectrum.

[29] H. Matsumoto, Y. Nakano, H. Umezawa, F. Mancini, and
M. Marinaro, Prog. Theor. Phys. 70, 599 (1983).

[30] J. M. Jauch and F. Rohrlich, The Theory of Photons and
Electrons, 2nd Ed. (Springer, New York, 1976), Chap. 1.

[31] Note that the statistical density operator for a system in

equilibrium is a function only of constants of the motion.

[32] The regularization of the & function is irrelevant for the
arguments of the @ functions, since the latter merely pro-
vide a convenient notation for separating the positive-
energy pieces from the negative-energy pieces.

[33] The counterterms for wave-function renormalization also
multiply derivatives that must be replaced by d* in the co-
variant generating functional. These counterterms are
still determined from amplitudes computed in the vacuum
(T=0, u=0, v=0).

[34] R. E. Norton and J. M. Cornwall, Ann. Phys. (N.Y.) 91,
106 (1975).

[35] C. Nash, Relativistic Quantum Fields (Academic, New
York, 1978).

[36] R. A. Freedman, Ph. D. thesis, Stanford University, 1978.

[37]J. D. Walecka, in New Vistas in Nuclear Dynamics, edited
by P. J. Brussaard and J. H. Koch (Plenum, New York,
1986), p. 229.

[38] K. Saito, T. Maruyama, and K. Soutome, Phys. Rev. C
40, 407 (1989).

[39] L. Dolan and R. Jackiw, Phys. Rev. D 9, 3320 (1974).

[40] R. J. Furnstahl and B. D. Serot, Nucl. Phys. A468, 539
(1987).

[41] E. S. Abers and B. W. Lee, Phys. Rep. 9C, 1 (1973).

[42] C. W. Bernard, Phys. Rev. D 9, 3312 (1974).

[43]J. D. Bjorken and S. D. Drell, Relativistic Quantum Fields
(McGraw-Hill, New York, 1965), Chap. 14.

[44] D. Lurié, Particles and Fields (Wiley, New York, 1968).



