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I present the results of a split-bin correlation-function analysis of O+ Ag(Br) and S+ Ag(Br) collisions
at 200 GeV/nucleon. The data are corrected for the shape of the single-particle pseudorapidity distribu-
tion, and are also corrected event by event for multiplicity. The observed pseudorapidity correlations are
an order of magnitude larger than correlations from pp and e *e ~ collisions.

Pseudorapidity correlations in high-energy nuclear col-
lisions are 10—30 times as strong as in pp or e te ~ col-
lisions, when corrected for multiplicity density [1]. The
best existing studies of pseudorapidity correlations have
been performed using scaled factorial moments [2]. Re-
cently, a family of superior correlation functions was pro-
posed, the split-bin correlation functions [3], or SBCF’s.
In this Brief Report I present the first split-bin
correlation-function analysis of pseudorapidity correla-
tions in nuclear collisions, using data obtained from the
KLM Collaboration [4].

To perform the analysis, I first divide the window from
1 to 5 units of pseudorapidity into M bins of size 87, and
split each bin into two equal pseudorapidity sub-bins, la-
beled L and R. I use values of 67 that differ by factors of
2, so that the data points are uncorrelated [3]. I then
construct the so-called exclusive SBCF
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where n,, ; (g) is the number of particles in the L(R) sub-
bin of the mth bin, and N, g, is the number of particles
in the L (R) sub-bin of the entire pseudorapidity window.
The results of these constructions, which are equal to
within experimental error, are shown in Fig. 1. I esti-
mate errors for all exclusive constructions from the mea-
sured event-to-event fluctuations.

As the two formulations are equal, and as S3 lends it-
self to event-by-event corrections, I use the exclusive for-
mulation of all SBCF’s for the remainder of this paper.
In general, the exclusive correlation functions are usually
equivalent to their inclusive counterparts [1], and they al-
low for better data manipulation. The inclusive correla-
tion functions are usually easier for theorists to calculate,
but it is preferable for experimental purposes to use ex-
clusive forms.

I present S, —1 in Fig. 1 because S, =1 in the absence
of correlations if the single-particle pseudorapidity distri-
bution is flat. The single-particle distribution [5] is not
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flat, however, and so in Fig. 2(a) I show S, —R, where R
is the expected value of S, in the absence of correlations
from the curved single-particle pseudo-rapidity distribu-
tion. This correction is given by [3]
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m=1

From Fig. 2(a), I obviously have no clear signal of
correlations. None of the data points are further than
about one standard deviation from the uncorrelated back-
ground. However, the multiplicity varies greatly from
event to event, and this is the main source of the fluctua-
tions that I interpret as experimental error when con-
structing S, —R.

I correct for these multiplicity fluctuations by con-
structing {(dN /dn)(S,—R)), where dN /dn=N /4 for
N particles in the pseudorapidity window. The results
are shown in Fig. 2(b). The signal-to-noise ratio is im-
proved by over a factor of 2, and the errors are now just
slightly larger than the estimated (statistical) sampling er-
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FIG. 1. S5—1 (squares) and S5 —1 (circles) vs —log,(87), for
133 central O+ Ag(Br) collisions at 200 GeV/nucleon. Errors
are shown only for S5.
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20 FIG. 3. O+Ag(Br) and S+ Ag(Br) collision data for 231
) events with at least 100 particles in the pseudorapidity window:
((dN /dn)(S,—R)) (squares) and {(dN /dn)(S$—R)) (circles)
vs —log,(87m).
1.6
T where all quantities are measured without corrections for
w12 efficiency.
g): The results of my analysis for the KLM O+ Ag(Br)
3 data are virtually identical to those for the KLM
= 08 S+ Ag(Br) collision data, so for my final figure I combine
z these two data sets. In Fig. 3, I compare S, with S,
where S¢ is constructed by putting all particles with
0.4} 0 < ¢ < in the L sub-bin and all particles with 7 <¢ <27
in the R sub-bin. For the convenience of the reader, I
present results for O and S collisions alone and for the
0.00 L . combined event sample in Table 1.
20 00 20 40 If I compare S, to scaled-factorial-moment data from
-logz(3n) +

FIG. 2. O+ Ag(Br) collision data before and after multiplici-
ty corrections: (a) (S, —R) vs —log,(87), 133 central events;
(b) {(dN/dn)(S,—R)) vs —log,(87), 92 events with at least
100 particles in the pseudorapidity window.

rors. The multiplicity correction is equivalent to rescal-
ing all correlation measurements to the value at
dN /dn=1, assuming superposition of independent
events, and gives the best measure of the strength of the
correlations [3]. This construction is modified to
((dN /dm)(S,—R)) /e for a detector with efficiency e,

e e collisions [6], I find that the correlations are rough-
ly eight times stronger for O and S collisions. Compar-
ison to data from wp and Kp collisions [7] gives similar
results. Thus, nuclear collisions seem to produce anoma-
lously large correlations that do not depend strongly on
the sizes of the nuclei involved.

As these correlations are so large, I make the most
conservative estimate possible of the signal from conver-
sion of y’s from 7° decays into e *e ™ pairs, only some of
which can be observed. This is the major source of sys-
tematic error in these emulsion experiments. I find that,
if I optimize the distribution of pseudorapidity separa-

TABLE 1. (dN/dn)(S,—R) and (dN/d7n)(S$—R) from O+Ag(Br) collisions, S+ Ag(Br) col-

lisions, and from the combined event sample.

Data dn=2 dn=1 =1 =1 =+

S,,0 0.42+0.18 0.62+0.23 0.62+0.28 0.97+0.34 1.35+0.39
S,,8 0.45+0.20 0.53+0.24 0.85+0.27 1.10+0.27 0.98+0.35
S,, all 0.43+0.14 0.57+0.17 0.76+0.20 1.05+0.21 1.121+0.26
54,0 0.19+0.09 0.13+0.18 0.08+0.21 0.22+0.26 0.14+0.36
54,8 0.19+0.10 0.26+0.18 0.49+0.20 0.59+0.24 0.45+0.30
S¢, all 0.19+0.07 0.20+0.13 0.32+0.15 0.44+0.18 0.324+0.23
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tions, 97% of the observed particles must come from
these decays in order to reproduce the measured correla-
tions. This is a strict lower limit, so it is very unlikely
that this signal can be explained by systematic effects.

In summary, I have constructed S, and S¢ for
O+AgBr) and S+Ag(Br) collisions at 200
GeV/nucleon. The results are essentially the same for
the two types of collisions. The best results are obtained
by using the exclusive formulations of the correlation
functions and correcting for multiplicity on an event-by-

event basis. The correlations observed are anomalously
large, and should be looked at more closely in further
studies of nuclear, proton, and lepton collisions.
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