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Double K-shell vacancy production in the electron capture decay of 139Ce
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The probability of double E-shell vacancy production in the electron capture decay of Ce
to the 166-keV level of La has been investigated. Triple coincidences between the 166-keV
gamma ray, the La satellite An x ray, and the La hypersatellite A o. x ray were measured using
two intrinsic Ge detectors. We looked for the sum of two of the three radiations in one detector
in coincidence with the third radiation in the other detector. The probability of double A-shell
vacancy production per K-shell electron capture (Pzlc) was found to be (2.0 6 1.6) x 10
From this and the known PI&I; for Cs we estimate a probability for zero A-shell vacancy
production (shakedown) per Ix-shell electron capture of + 2.4 x 10 for Ce.

I. INTRODUCTION

When a nucleus decays by capturing an electron from
the I~ shell the sudden change of the nuclear charge from
Ze to (Z —1) e and the concomitant disappearance of the
electron can cause the remaining electron in the I~ shell
to be excited to unoccupied levels (shakeup, SU) or to
continuum states (shakeoff, SO), thus leaving a double
vacancy in the shell. In quantum-mechanical terms, the
Hamiltonian changes in a nonadiabatic way and hence
the initial electron wave function can go into any one
of the eigenstates of the final Hamiltonian (subject, of
course, to the Pauli exclusion principle). The process
has been observed in the electron capture (EC) decay of
several isotopes and a number of theoretical calculations
of Ppp~, the probability of double K-shell vacancy pro-
duction per I~-electron capture, have been reported. In
Table I we compare various theories with recent experi-
mental results for all 13 isotopes for which measurements
of PI~I~ have been made. A cursory inspection of the ta-
ble reveals the following: (1) disagreements among the
various theories range from 25% to a factor of 20, (2)
most of the experimental results lie somewhere between
the various theoretical calculations and do not clearly
favor one calculation over another, and (3) the experi-
mental results have large errors (10%—50%), and, more
importantly, there are serious disagreements among dif-
ferent measurements on the same isotope in several cases.
Clearly, a quantitative understanding of the phenomenon
is still lacking, and there is a definite need for further
theoretical and experimental work. In this paper we re-
port a measurement of the probability for double K-shell
ionization in the electron capture decay of i 9Ce (decay
scheme shown in Fig. 1), using a sum-coincidence tech-
nique which has not been utilized in such studies before.

Experiments to measure P~~ usually record coin-
cidences between the hypersatellite (IinH) and satel-
lite (I~n ) x rays produced in the transitions 1s
1s 2p and 1s ~2p ~ —+ 2p, respectively. However,

owing to the small probability with which the process
happens ( 10 per Ii capture), the experiments are
difFicult and events can be obscured by coincidences be-
tween x. rays and Compton tails of y rays, and by coinci-
dences between x rays produced in EC and x rays associ-
ated with the internal conversion (IC) of excited nuclear
states. As a result, most experiments have been per-
formed on isotopes which decay exclusively to the ground
state of the daughter ( Ar) s Fe) Ge) Cs) Er)
or to an isomeric excited state ( Sr, Pd, Cd). In
the case of decay to a metastable state which has a sub-
stantial internal conversion coefFicient, subsidiary exper-
iments have to be conducted to determine the contribu-
tion of double A-shell ionization arising from IC of the
metastable state ( Cd). Cases of decay to nonisomeric
excited states have been studied, 8 but the excited states
had to have negligible IC coefFicients and the p rays had
to be energetic enough so as to have a small chance of
producing a Compton event in the detectors, In view of
these restrictions, it is not surprising that the number of
reliable experimental results are few. We have begun a
program of research utilizing a technique which will al-
low us to measure P~~ for several isotopes that have
decays to nonisomeric excited states with non-negligible
IC coefFicients, thus enabling us to extend the base of ex-
perimental systematics. The first of these measurements
is reported herein.

In addition to contributing to the systematics of dou-
ble I~-shell ionization, the measurement of PIr~ for Ce
provides information which is needed for the proper inter-
pretation of a recent measurement by Schupp, Nagy, and
Miles2 of the probability per I~" internal conversion of
double I~-shell ionization, PIc~(IC), accompanying the
internal conversion of the 166-keV transition in La.
These authors measured P~rc(IC) by recording triple co-
incidences between the normal La I~a~ x ray accompa-
nying the filling of the vacancy produced in A'-electron
capture, and the subsequent La Ko. and Ko, x rays
accompanying the filling of the double vacancy produced
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FIG. 1. Decay scheme of Ce. The level energy is in
keV.

osCd, and there, too, SL is on the low side of the exper-
imental values. So the question arises as to whether the
SL theory underestimates P~~ for decay energies near
threshold. Since Ce has an even lower Q value for
double I~-shell ionization than 8 W, there is a possibil-
ity that the SL theory underestimates PIc~ for ~sgCe as
well. Hence, to provide an experimental basis for the
assumptions of Ref. 21 and to test the extent of discrep-
ancy with the SL theory, a measurement of PlcIc(EC) for

Ce is desirable.

in the K internal conversion of the 166-keV transition.
However, as the authors note, triple coincidences can also
result from hypersatellite and satellite x rays produced
from double ionization accompanying EC with a normal
x ray produced after IC of the 166-keV level. They do
not subtract the contribution of such events from their
data because the theories of Suzuki and Law (SL) and
Intemann predict P~~(EC) for Ce to be 8.4 x 10
and 2.6 x 10, respectively; these values are about
10 ~ smaller than the measured value of (6.0+1.4) x 10
which Schupp et at. ascribe to Pl&~(IC). As shown in Ta-
ble I, the SL theory underestimates the two discordant
measurements of P~~ of W by factors of 1.7+ 0.4
and 9 + 3. Of all the isotopes for which PIrlc(EC) has
been measured, ~s~W has the lowest Q value for dou-
ble I~-shell ionization. The next lowest Q value is for

II. EXPERIMENTAL PROCEDURE

Our experimental technique consisted of measuring
triple coincidences between the two x rays and the y ray
from the decay of the excited nuclear state. The coinci-
dences were measured using two detectors; we looked for
the sum of two of the three radiations in one detector in
coincidence with the third radiation in the other detec-
tor. The detection of the full energy of the y ray insured
that the x rays were not associated with IC of the nuclear
state and that the coincidence was not between an x ray
and the Compton tail of the p ray.

Sources of approximate strengths 10—40 nCi were pre-
pared by evaporating several drops of an active solution
of CeCls in 1 N HC1 onto cellophane tape, and sealing the
dried tape with a similar piece. These sources were sand-
wiched between two intrinsic Ge (Gamma-X) detectors

TABLE I. Comparison of various theories with recent experimental results.

Nuclide

37A
'4Mn
55F

65Z
7'G
85S
103Pd
109C

1 13S
131C

165E

207'

MIKS

23.0

15.8

8.85

1.79

1.09

10 &Icrc
Intemann

25.84
11.25
9.42

5.08
3.38
1.74
0.34

1.34
0.75

0.26

0.022

0.11

SL'

52.94
24.3
20.1

15.3
11.84
9.38
6.03
0.89

5.33
3.22

0.14

1.97

Expt.

37+9
36+3
12+4

10.1+2.7
22+2

12
6.0+0.5

3.13+0.31
15.2+2.4
2.8+0.7

1.02+0.36
1.5+0.5

1.33+0.33
2.3+0.3
1.4+0.1

0.67+0.39
0.82+0.28
0.24+0.06
1.25+0.42
0.6+0.25

Ref.

4
5
6
7
8
9

10
11
12
13
14
15
16
17
18
16
19
19
15
20

Reference 2.
Reference 1.

'Reference 3.
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placed face to face. One of the detectors had a 43.5 mm
diameter, 45.3 mm depth, and 3 mm window-to-endcap
distance, and the other a 54.2 mm diameter, 39.2 mm
depth, and 5 mm window-to-endcap distance. Both de-
tectors had 0.5 mm Be windows; these were thick enough
to stop Auger and conversion electrons associated with
issCe decay. The resolution of the detectors at the La
I~'. n line ( 33 keV) was 715 eV.

The detectors were connected to amplifiers equipped
with pileup rejection circuitry. A standard circuit was
used to generate coincidence signals. The energy and
fast-timing signals (described below) from each detec-
tor were digitized in two analog-to-digital converters
(ADC's) and an eight-channel time-to-digital converter
(TDC) in a CAMAC crate interfaced to a VAX 11/725
computer. The digitized signals and a word tagging
pileup events were recorded event by event on mag-
netic tape for later analysis. Most of the recorded data
consisted of coincidence events only, with singles-plus-
coincidence data recorded in short runs every few days.
The total counting time was approximately 90 days.

The sum-coincidence method utilized in this study
presents a problem not found in typical coincidence mea-
surements: accidental (p+Ix n) Ii n and yc3(Ii.n+Ii n)
coincidences can be generated by a true y I» o. coinci-
dence followed by an accidental I&a which piles up into
one of the two detectors, or by a true I~n Ko, coinci-
dence followed by an accidental p. The rate of such acci-
dentals is determined by the resolving time of the pileup
rejection circuitry. The pileup rejection circuitry of the
ORTEC 572 amplifiers which we used have a resolving
time of approximately 650 ns, which is much wider than
our fast-time window of 180 ns. The integration time
constant we used in the amplifiers was 6 ps; thus acci-
dental pulses less than 650 ns apart give virtually the
same energy signal as a true sum-coincidence peak. The
pileup rejection circuitry of the amplifiers was thus inef-
fective for sum-coincidence work.

Our partial solution to this problem was to measure
the risetime of each pulse by feeding a pulse from a fast-
timing filter amplifier (TFA) to two leading-edge (LE)
modules, one set at a low threshold Tj and the other set at
a higher threshold Th, as shown in Fig. 2(a). As depicted
schematically in Fig. 2(b), the time t„ that, a pulse takes
to rise from T~ to TI, depends inversely on its amplitude.
If two low-amplitude pulses pileup in the detector, t„will
be determined by the pulse that came first. This holds
true as long as the second pulse comes after the first has
reached Tg. The high threshold was set so that this time
was on the order of 100 ns, while the low threshold was
set at approximately one-half the high threshold. The
fast-timing signal generated by the LE module when the
pulse from one of the detectors reached Tj served as the
start for the TDC, while the fast-timing signal generated
at Tg, and the fast timing signals generated when the
pulse from the other detector reached T~ and Tj, served,
after appropriate delays, as the stop signals for three out
of the eight available channels on the TDC.

TI"A
i

TDC
start

Pileup
Pulse

I I II I I

0 100 200 300
I I I

400 t(ns)

FIG. 2. (a) Schematic diagram of the fast-timing circuit
used to improve pileup rejection. (b) Schema. tic illustration of
the working principle of the circuit: If a pileup pulse follows a
low-amplitude pulse, t„will be determined by the first pulse
and thus be longer than the t„ for a single pulse having the
same total amplitude.
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FIG. 3. A sample two dimensional t„-E~ density plot for
events in coincidence with the l66-keV p ray. The solid line
shows the locus of no-pileup events; the dashed line shows the
locus of pileup with I& x rays.

Figure 3 shows a two-dimensional (2D) t„Ez den-sity
plot for events in coincidence with the 166-keV p ray.
The most intense peak in the spectrum corresponds to
Ii.n's in true coincidence with the p ray. Ot, her events
follow two almost distinct loci, one with t„decreasing
as E& increases, as would be expected for pulses with.
increasing amplitudes, and the other with t„constant
at a value equal to that for Iin (45 ns), as would be
expected for pulses piling up onto the I~ n pulse. During
event replay from magnetic tape a 2D software gate that
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encloses the first locus selected the no-pileup events. (Of
course, there is still pileup in those "no-pileup" events
for pulses coming less than 100 ns apart. ) It is clear
from Fig. 3 that true I~ + Ix events can be separated
from pileup A + Ix events. However, the diAerence in t„
between a p pulse and a p + K pulse is insufhcient to
distinguish between true and pileup y + K. Hence we

succeeded in reducing pileup for events in which a true
I~ is followed by a pileup K or a pileup p, but not for
those in which a true p is followed by a pileup I~. Thus
p 8 (I~ + Ix) events have substantially reduced pileup,
while Ii 8 (p+ I~) events have reduced I~i„„,8 (I~i,„,+
'7piieup) events, but not It&rue 8 (/&rue + Itpi]eu p)

events.

III. DATA ANALYSIS AND RESULTS

The data on the magnetic tapes were replayed to gen-
erate singles and coincidence spectra which satisfied the
following requirements: (1) no pileup signal generated
by the amplifier, (2) the pair (E~, t„) passed through a
2D software gate around the locus expected for no-pileup
events (see Fig. 3), and (3) the time diIference between
the fast signals passed through a gate set on the prompt
peak. In addition, we took advantage of the event-by-
event recording of the data to compensate for slow drifts
in the energy signals as follows: The change in the cen-
troids of the Km and 166-keV peaks was obtained from
the raw data every 5 x 10 counts (equivalent to count-
ing for approximately two hours) and a corrected energy
signal was computed based on that change.

Sample singles and coincidence spectra are shown in

Fig 4. All lines in these spectra are due to ~ Ce decay;
the lines are the La I, I~n, and I~ P x rays, the 166-keV
p ray, Ge Ko. escape lines, and lines due to sums of the
aforementioned radiations. In addition, Pb x rays due
to absorption of the 166-keV y ray in the lead shielding
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FIG. 4. Sample singles and gated coincidence spectra
from the EC decay of Ce. The gates were set on the shaded
peaks. The IC x rays belong to I a.

surrounding the detectors are clearly visible in the 70—90-
keV region, especially in the coincidence spectrum gated
on La Kn. There was no evidence for any contaminants
in the source.

We can, in principle, extract PKK from any one of
the following six coincidence peaks: (Ixn )i 8 (I&n +
~) (I' ') 8(I' +~)., (V) 8(I& +I' ').,
(I~ns + p)i 8 (I~nH)2, (KnH + y)i 8 (I~ns)2, and
(Ii n + I~n )i 8 (y)q, where p denotes the 166-keV y
ray. The subscripts 1 and 2 refer to detectors one and
two, respectively. The number of triple coincidences, say
N[(y)i 8 (I~n + Ixn )q], is related to PKK by

I~ [( y)1 8 p~ n + I~ n )2] —IV0 PI& PFGFS I(z ) (~p)ij (&Kn~) 2 +K K~ (~K~-') 2
H Ke S Ka

I

where Wo is the number of Ce EC decays, PK the
fraction of I~-capture decays, (p/T) the fraction of ra-
diative decays of the 166-keV level; ~K and ~K are the
fluorescence yields, respectively, of La I~ and I~ x
rays; (Ii n/IiT) and (I~n/I~T) are, respectively, the
fractions of hypersatellite and satellite I~ n x rays; (c&)i,
(FK st)p, aild (EK s)2 are the absolute efficiencies for de-
tecting the respective radiations in detectors 1 and 2,
and e, is the coincidence eFiciency, which is the fraction
of real coincidence events selected by the risetime and
fast-timing software gates.

The number of recorded (p)i 8 (Iin )2 double coinci-
dences is given by

~[(.). 8(I'.- ).] = ~.P- I(:)(,) j
KoX 4 FC K (CKn)2 Ce&

where Kn refers to a normal 18 ~ 2p x ray. One

can then obtain PFgK by dividing Eq. (1) by Eq. (2)
and rearranging. VVe simplify the result by noting that

s ——eK to better than l%%uo, and that
~K cuK uK [=0906 (Ref. 24)]. As noted by
Aberg, s the intensity ratio (I~ni/I~n2) is smaller for
hypersatellite x rays than for normal x rays. Schupp
et al. assume that this also leads to a reduction in
(I~n/KT ); however, the calculations of Chen, Crase-
mann, and Mark, and the measurement of Isozumi et
al. on i iCs show that the ratio (Ixn/IiT ) is essen-
tially the same as that for normal lines. Therefore we
take (Iin/I~T) = (Ii.n/I~T)s = (I~n/I~F) [= 0.807
(Ref. 24)]. With these simplifications PKK can be ob-
tained as

FV[(p)i 8 (Iin~ ~ I~ns)g] 1

FV[(7)i 8 (I~ n~)2] cdK(I&n/I~T)(EK )g
'

(3)
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We note here that (p/T) depends on the number of elec-
trons in the I& shell and, in principle, the (p/T) appear-
ing in Eq. (1) should be different from that appearing in
Eq. (2). However, the atomic half-lives of the single and
double holes in the K shell are on the order of 10 s
(Ref. 23), which is much shorter than the 1.48 ns half-life
of the 166-keV level. Hence the holes are nearly always
filled by the time the 166-keV level decays, and (y/T) is

essentially the same for double and triple coincidences.
Similar expressions relate P~~ to the other five coin-

cidence peaks. Since the two detectors had equal gains
and resolutions, we added the two spectra (one from each
detector) gated on the I~ n's, the two gated on the y's,
and the two gated on the I~a+ y's, to obtain a total of
three different spectra. The expressions for P~~ were
modified appropriately to take into account the different
eKciencies of the two detectors.

As shown in Fig. 5, the A' o. region of the spec-
trum gated on the (Ii.n + y) sum peak is dominated
by I~n x rays. These I~a x rays arise mostly from
K~,„, (yt,„,+ I&;~,„)coincidences, and, to a much

lesser extent, from accidental coincidences of Kn x rays
with true (p+ I&n~) sums. True coincidences between
I~a x rays and the sum of the 166-keV p ray with in-
ternal bremsstrahlung (IB) accompanying I~ capture are
negligible. Using the semirelativistic expressions given
by Bambynek et al. ,

2 we estimate the yield of 18 IB ra-
diation in the range 30—35 keV to be 2 x 10 per K
capture, which would account for only 0.1'%%uo of the ob-
served I&n~ counts. Indeed, the spectrum gated on Kn
(Fig. 4), shows very little continuum radiation in the re-
gion of the 166+ I&rr peak.

The yield of Ko. x rays was extracted from the spec-
trum shown in Fig. 5 by fitting the I~a region with four
Gaussians superimposed on a linear background. Two
of the Gaussians corresponded to Ii.nP and It n~z x rays
and the other two corresponded to Ka& and Ko;2 . In
this fit we have neglected the Kn peaks; it is clear from
Fig. 5 that the coincidence peak is dominated by the
(accidental) Ii.n~ component, and inclusion of the Ii.n
component, which is shifted by only 88 eV (Ref. 27) from
the I~ a~ line, would have very little effect on the resul-
tant fit. The positions and widths of the four peaks, as
well as the relative intensities of the o.g to o, i lines, were
all fixed to the values shown in Table II. The centroids
and widths of the Kn~& and A o, & components were fixed

1000-
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FIG. 5. The A n region of the coincidence spectrum gated
on (p+ Ix n). The solid curve shows the overall fit to the data;
the dashed curves show the A n2 and ICn& components and
the dash-two-dots curves show the A n2 and A' n& compo-
nents, each superimposed on a linear background.

to values extracted from fits to the Kn Kn~ peak;
the energies of the I&nP and Iicrz peaks were shifted
by 721 eV from the corresponding I&n centroids. This
shift was obtained from a quadratic fit to all the experi-
mentally measured shifts of Ko, ~& x ray lines, as a func-
tion of Z. Since this shift is somewhat larger than the
692 eV predicted by Chen, Crasernann, and Mark, 2s we
also made fits in which the centroids of the Kn peaks
were varied by as much as +50 eV from the above value.
The yields were the same to within +10%%uo, a variation
which is much smaller than the statistical error. The ra-
tio of the I~ cr~~ to It nf lines was taken as 1.84 (Ref. 24).

O

Aberg et aL have pointed out, however, that this ratio
decreases for I& nH x rays, with its value being about 1.62
for La hypersatellite x rays.

The sensitivity of the extracted Ko, yield to the small
Lorentzian broadening of the Gaussian line shape due to
the short atomic lifetime was also investigated. A fit us-
ing a Voigt profile28 with the width of the Lorentzian
component fixed to the experimental value was per-
formed. The extracted yield of the Kn component
using the Voigt profile differed from that using a sim-
ple Gaussian by less than 10%%, a variation which is well
within the statistical error. The lack of sensitivity of our
data to the Lorentzian broadening is due to the broad

TABLE II. Fixed parameters used in the fit to the A n peak in coincidence with y+ A n, and
the resultant areas.

Component

An
An,

E (keV)

33.034
33.442

FWHM (keV)

0.715
0.715

Rel. Intensity

1.00
1.84

Total Area

1114+35

Icn2~
An~

33.755
34.163

0.715
0.715

1.00
1.62 7+12
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TABLE III. Fixed parameters used in the fit to the Iin+ A'n peak in coincidence with p, and
the resultant areas.

Component

I~n~+ An~
I~n~+ I~n~
ICn, + An,

E (keV)

66.068
66.476
66.884

FWHM (keV)

0.746
0.746
0,746

Rel. Intensity

1.00
3.68
3.38

Total Area

226+20

A n2 + I~n2
An, + An2
An~+ An~

66.877
67.285
67.693

0.746
0.746
0.746

1.00
3.46
2.98

17+14

50 I I I I I I

(K~+K ) gated on y

energy resolution of the detectors (715 eV), compared to
the natural linewidth (17 eV), and due to the limited
statistics in the fitted region.

The (I&"n+ Iin) region of the spectrum gated on 166-
keV p rays will contain the accidental (Kn~ + Iin~)
sum peak as well as the sought after (I~n + Ii nH)
sum peak (Fig. 6). Each of these sum peaks will con-
sist of three components: (Iinq + I~ng), (I~nI + I~n2),
and (I~ nq + Iinq). [We ignore here the very small
predicted2s difference in energy ( 7 eV) between the
(I~n&+I~ n2H) and (I~n2+Kn& ) sum peaks. ] Since there
is no angular correlation between the two A'o. x rays,
the relative intensities of the three components can be
obtained in a straightforward manner from the relative
intensities (I&nq/I&n2) = (I~ nq/I~ n2) = 1.84 and
(Iinq/Kn2) = 1.62. The width of a sum peak was
taken to be the same as that of a single photon at the
surnrned energy. Fits to true [I~ n(EC)+ I~ n(IC)] sum co-
incidences in the singles spectrum with such an assumed
width gave excellent results. Figure 6 shows the fit to
the p-gated (I~ n+ Kn) region. Table III shows the peak
positions, widths, and relative intensities used in the fit,

and the resultant yields.
The yield of Ko. could also be extracted from the

(y + IxnH) sum peak in the spectrum gated on I~ ns.
This yield is, in principle, statistically independent from
the yield of Ixn extracted from the spectrum gated on

(y+ I~ns). However, as Fig. 5 and Table II show, the
error on the (essentially null) Iin yield extracted from
Ii n (y+I&n ) coincidences is dominat, ed by the high-
energy tail of the I~n+ peak from accidental (pileup)
I~ n (p + I&n~) coincidences. The same accidental
coincidences would appear in the (p + I~n~) sum peak
gated on I~a, and hence, to the extent the error on the
extracted (y + Iin~) yield is dominated by the tail of
the accidental (p + Ixn~) peak, the yields of I~nH x
rays extracted from the two spectra are not statistically
independent. Further, the accidental (y+I~ n ) peak was
dominated by pileup sums and hence its shape was not
a pure Gaussian, but had a considerable low-energy tail
which could not be simulated reliably. For these reasons,
we chose not to include the yield of I~ n~ extracted from
the (p+ Kn ) peak in our final result.

The efFiciency of each detector was determined from
the singles spectra by comparing the area of the 166+Ko.
sum peak to the total (i.e. , photopeak plus everything
summing with the photopeak) yield of 166-keV y rays in
the spectrum:

N(166+ I~ n) = N(166) P~ sr~ (I&n/I~T) eIr (4)
40—

N 30

0 20—

K~+K~—
The extracted photopeak eKciencies for Ix n x rays
ranged from 0.227 to 0.278, depending on the detector

10— TABLE IU. Data relevant to the calculation of Pq,-y;.

10 PscFc
0
63

I I I

65 66 67

E~(keV)

FIG. 6. The A'n+ A'n region of the coincidence spectrum
gated on p. The solid curve shows the overall fit to the data;
the dashed curves show the ICn2 + A'n2, A'n2 + An&, and
Ir nq + A nq components, the dash-two-dots curves show the
A n2 + A n2 ) Kn2 + A ng ) and A' n& + I& nz components,
each superimposed on a linear background.

.a(d I(
(A n/A'g )

'
&Aa

III(~ g Kn") ~ ia-"
A'[p Cm (Kn + An )]
III [(q + A n') @ Kn")]
Weighted Average

0.906
0.807

0.227 —0.278
30.9+0.3

7+12
17+14

Reference 24.
This is the sum of all p I& n coincidences.

1.3+2.1
3.1+2.5
2.0+1.6
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in question and the position of the source.
From the yield of Ix n (p + I~ a ) coincidences we

deduce a P~~ of (1.3+ 2.1) x 10 s, while from the yield
of y (Jx o; + Iin ) coincidences we deduce a Pyg~ of
(3.1 + 2.5) x 10 s, for a weighted average of (2.0+ 1.6) x
10 . The results are summarized in Table IV.

We also searched for the I~ a (I& n+I~ a) coincidences
that would result from double ionization accompanying
IC of the 166-keV transition, but, as can be seen from
the spectrum gated on I~o. in Fig. 4, the region of the
(Ixo. + I&n) sum peak in this spectrum is dominated by
the Compton tail of the 166-keV p ray and no meaningful
yield for these triple coincidences could be extracted.

IV. DISCUSSION

Our result for P~~ is a factor of 5 smaller than the
rough experimental value of (1 + 1) x 10 5 given by
Schupp et al. , and gives experimental justification to
their neglect of the contribution of P~~(EC) to their
deduced value of P~~(IC) of (6.0 6 1.4) x 10

Unfortunately, our value of (2.0 6 1.6) x 10 is not
sensitive enough to test the predictions of the Suzuki
and Law theory (8.4 x 10 ), or that of Intemannz
(2.6 x 10 7). Because the statistical error on our result is
due primarily to the high-energy tail of accidental Kn
x rays, an improved statistical limit can only be achieved
by counting for a longer time and/or by improving the
detector resolution. To reduce the statistical error by
a factor of 3 (using the same detectors) would require
a counting time of 27 months. Clearly, a better solu-
tion would be to obtain detectors with better resolution.
Nevertheless, the result is low enough to indicate that
the SL predictions for EC decays with low Q values do
not underestimate measured Pygmy's by the large factor
of 9 + 3 suggested by the higher of the two experimental
values for ~s~W (Table I).

Mukoyama, Isozumi, Kitahara, and Shimizu (MIKS)
did not make an explicit calculation of P~~ for Ce.
The expressions they use to calculate P~~ IEqs. (17) and
(32) in Ref. 2] depend on the screening constant 0., and a
parameter g. ~ ss If we use cr = 0.704, by interpolating
from Table I in Ref. 1 and ( = z, a value that is compa-
rable with values 0.687—0.862 used by Mukoyama et al. ,
we get P~~(MIKS) = 1.72 x 10, which is about a fac-
tor of 9 larger than our measurement. Since P~~(MIKS)
depends sensitively on cr we have estimated Pzz(MII&S)
for several values of o., to see if it is possible to get a lower
value of P~~(MII&S) for a reasonable value of o.. To get
P~~(MIKS) = 2.0 x 10, the unreasonably large value
of o = 0.90 is required. P~~(MIKS) depends linearly
on (, so a value of ( = 0.07 (at o. = 0.704) is required
to make P~~(MIKS) = P~~(exp). We shall show be-
low, using some rough approximations, that ( could be
as low as 0.37; whether it can be as low as 0.07 awaits a
calculation identical to that performed by MIKS.

Our measurement for Ce, combined with that of
the neighboring Z isotope Cs, allows us to make a

rough estimate of the probability P~ & of leaving zero
holes in the Ii shell per I~ capture. This can occur via the
shakedown of higher orbit electrons to the I~ shell. Since
the shakedown of an electron from the ns shell leaves the
system (atom + neutrino) in a state indistinguishable
from that produced during direct capture from the ns
shell, the process is virtually impossible to detect directly.
We rely therefore on the connection between P~~ and
P(o) .31,32

P"= l(A(z' J')I@ (z ~'))I'
InP" = ):(Q /Qo)'IHy(z', ~')l0 (z, ))I',

(6)

where (gg (Z', Ii) lg, (Z, n)) is the atomic-wave-function
overlap of the ns state of the parent atom with the 1s
state of the daughter atom; Qp is the energy released in
K capture:

Qp
——m; —mg —B~,

with m; and my being the initial and final atomic masses,
respectively, and Bpp the K-shell binding energy in the
daughter atom. The expression for Q„, the energy re-
leased in I~-capture accompanied by shakedown from the
ns shell, is identical to Eq. (8), with B~ replaced by B„,
the binding energy of an electron in the ns state of the
daughter atom. Since (Q„/Qp) increases by only 14% as
n increases from 2 to oo, and since the matrix. elements
decrease rapidly with n, we can make the reasonable
approximation

n'
p&'& - (Q, /Q, )') l(q, (z', J')lq;(z, n))l

n=2
—= (Q /Q )'M (9)

where M was introduced as a shorthand for the sum
over the squares of the shakedown matrix elements. With
this approximation the difference between the P~~'s of
~s~Cs and ~s9Ce can be written as

—(Qg/Qp)c, Mc, . (10)

Now we make the approximation Mc, —M&, . Since
for Ce Z = 58, and for Cs Z = 55, this approx. —

imation should be a reasonably good one. Two of the
extra three electrons that Ce possesses are in the 4f and
5d shells, and hence do not contribute to M, and the
third one is in the 6s shell, and hence has a much smaller
overlap with the 1s state than the 2s—5s electrons do.
The difference between Mc, and Mc~o then comes pri-
marily from the Z dependence of the matrix elements.
This dependence is expected ~ to go as I/Z~ and hence

(5)

where P~ & is the probability, per I~ capture, of leaving
one hole in the I~ shell. Using a notation similar to that
of MII&S, ~ Pt~l and P~P& are given by
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P(2) 1 P(i) P(0) = g (1 P(')) (12)

P(o) P(2) (13)

using the MII&S values2 ( = 0.687 and P(2) = 1.79x 10
we get PI ) = 0.82x10 5, which compares favorably with

our upper experimental estimate (Pc, 1.2 x 10 ). If,(O) (
rather than make the approximation Pc, ——Pc, , we

~ . (z) (x)

calculate this diA'erence from the MIICS expression for
P~ ), and take Mc, ——1.1Mc, we get "experimental"

estimates of P&, —1.1 x 10 and Pc, —2.0 x 10
VA would like to emphasize here the fortuitous cir-

cumstances which made an experimental deduction of
P( ) possible: (1) the knowledge of P( ) for two neigh-
boring atoms where AZ/Z is small enough to make the
approximation of the equality of the matrix elements a
reasonable one, and (2) values of (Qq/Qo) which are suf-

ficiently different for the two decays to make Eq. (11)sen-
sitive to M . In addition to the i Cs- ssCe pair, a sim-
ilar situation exists for the Pd- Cd pair, where we

find Pp(d ——(3.5+0.8) x 10 and Pcd) ——(5.6+1.3) x 10

Mc, /MgD = (58/55) = 1.11. Taking this ratio to be
unity, Eq. (10) becomes

P() P() P() P()+
C (Q /Q, )

—(Q~/Qo) c.) Mc, (»)
Now, P& ) increases with Z, so an overestimate of M D

can be obtained from Eq. (11) by assuming Pc, ——Pc, .

Using the experimentally measured values of Pc,(') =
(1.4 + 0.1) x 10 s (Ref. 18), Pc(,) = (2.0 + 1.6) x 10
(this work), QFc = 265+5 keV for Ce decay, z4 QEc =
347+5 keV for Cs decay, and electron binding ener-
gies from Ref. 24, one obtains MsD + (1.02+0.20) x 10
(The quoted uncertainty on MSD refiects only the prop-
agated errors on the measured values of P(2) and the Q
values, not the approximations. ) From this value of M
we deduce Pc, 2.4 x 10 " and Pc, 1.2 x 10

A value for Pc, can be inferred from the MIKS calcu-(o)

lation as follows: Since

Next we return to the question of ( for the is9Ce decay.
If we deduce Mc, from the MIKS calculation for Cs
and assume MgD = Meso/1. 11, we get (c, = 0.43. Here
P~ ) was calculated with o = 0.704. If we use o = 0.720
we get (c, —0.37. While these values of ( are sub-
stantially lower than the values 0.687—0.862 that were
found by MIKS for other isotopes, they still lead to val-
ues of PA-A- (1.1 x 10 for o = 0.704 and 0.84 x 10
for a = 0.720) which are at least a factor of 4 larger
than our measurement. However, in the case of Ce,
P(0) is of the same order as (1 —P( )); thus, the value of
(, and hence P( ), depends sensitively on P( ), and the

approximation McsD = Mg D/1. 11, which might be ade-
quate for determining P& ) itself, might not be adequate
in determining the difference between P(o) and 1 —P(i).
Therefore, without an explicit calculation of (c„it is not
possible to make a definitive comparison between our re-
sult and the prediction of the MII&S model.

To summarize, we have determined PIc~(EC) for Ce
decay to be (2.0 6 1.6) x 10 . While this value is not
sensitive enough to test the predictions of Intemann and
Suzuki and I.aw, 22 it is suf5ciently small to indicate that
the triple coincidences recorded between I~ n, I~ n, and
IinH x rays in the experiment of Schupp, Nagy, and
Miles are indeed dominated by double ionization ac-
companying the internal conversion of the 166-keV tran-
sition. By combining our measured value of P~~ with
that for the neighboring (in Z) isotope Cs, we esti-

mate P&o) to be 2.4 x 10 5 for 3 Ce and 1.2 x 10
for Cs.
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