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A unified treatment of relativistic many-body systems at finite temperature and density, incor-
porating both real- and imaginary-time formalisms, is applied to hadronic field theories of nuclear
matter (quantum hadrodynamics). Covariant Feynman rules are given, which permit direct calcula-
tions in any convenient reference frame or in manifestly covariant form. The real-time rules are il-
lustrated by the derivation of covariant expressions for the one-loop energy-momentum tensor.
Next, the partition function is evaluated at one-loop order, which yields the thermodynamic poten-
tial and pressure in covariant form and verifies the virial theorem. Finally, covariant imaginary-
time rules are shown to reproduce the real-time one-loop calculations.

I. INTRODUCTION

The description of hadronic matter under extreme con-
ditions of temperature and density is an interesting and
important theoretical problem, and one that is increas-
ingly relevant for nuclear physicists. New opportunities
for exploring the phase diagram of bulk nuclear matter
are emerging with the advent of ultrarelativistic heavy-
ion colliders, such as the existing SPS facility at CERN
and the proposed Relativistic Heavy Ion Collider. An ex-
citing possibility is that a quark-gluon plasma can be
created in the laboratory, so that the transition between
hadronic and subhadronic degrees of freedom can be
studied. Knowledge of the nuclear matter equation of
state at temperatures and densities far from those en-
countered in ordinary nuclei is also fundamental to the
study of astrophysical systems, such as neutron stars.

The interpretation of future data from heavy-ion ex-
periments presents a great challenge, since the descrip-
tion of hadronic matter and nuclear dynamics at high en-
ergies and baryon densities is beyond the scope of the
conventional Schrodinger-equation approach to nuclear
physics. While the physics of the quark-gluon plasma is
being studied in the framework of finite-temperature
QCD, techniques to study the hadronic phase using QCD
directly are very limited at present and theoretical pro-
gress has been slow. In contrast, a description based on
hadronic degrees of freedom is attractive for several
reasons. These variables are the most efficient at lower
densities and temperatures and for describing particle
emission and absorption, as hadrons and not quarks are
observed experimentally. In addition, hadronic calcula-
tions can be calibrated by comparing to empirical nuclear
properties; we can then extrapolate to extreme condi-
tions. Finally, an accurate hadronic description is re-
quired to isolate and identify true signatures of the
quark-gluon phase transition and other manifestations of
quark-gluon degrees of freedom.

A consistent microscopic treatment of strongly in-
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teracting, relativistic, quantum-mechanical systems is
needed, no matter what degrees of freedom are used. We
propose applying the methods of quantum field theory at
finite temperature and density to a hadronic description
of nuclear matter. Although we concentrate on hadronic
degrees of freedom, most of the issues and formalism dis-
cussed here have broader application (e.g., to QCD and
QED).

In a series of papers, we develop a systematic frame-
work for studying hot, dense nuclear matter described by
a relativistic quantum field theory of mesons and baryons,
which is known as quantum hadrodynamics (QHD).!
This framework can be used to compute both static ther-
modynamic properties (like energy, pressure, and entro-
py) and dynamical characteristics (such as viscosity,
transport coefficients, and collective modes and their
damping). Ultimately, we would like to treat nonequili-
brium systems, in order to describe the development of
two isolated nuclei into a single system, possibly in equi-
librium. Our approach is based on finite-temperature
Feynman rules in both real and imaginary time.

At zero temperature, one can use Feynman rules for ei-
ther Minkowski or Euclidean Green’s functions, and
there is little practical difference between the formalisms.
At finite temperature (and density), however, the distinc-
tions are significant. Thus there are two basic ap-
proaches to finite-temperature field theory: the
imaginary-time (Euclidean) formalism and the real-time
formalism (also known as the time-path formalism or
thermofield  dynamics). Practitioners  of finite-
temperature field theory (both relativistic and nonrela-
tivistic) are often familiar with only one approach and ap-
ply it exclusively. In fact, there are advantages and
disadvantages to each, and the choice between them
should be based on the problem under consideration. In
some cases, applying both real- and imaginary-time
methods is appropriate, to check calculations or to
resolve ambiguities that can arise at finite temperature
and density.” We therefore present a unified treatment.
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We specialize our discussion to the Walecka model®
(also called QHD-I). This is a renormalizable relativistic
quantum field theory that describes the nuclear system
using a local Lagrangian density containing baryons and
neutral scalar and vector mesons. It incorporates some
basic elements of hadronic theories of nuclei and has been
widely applied at the mean-field level with much phenom-
enological success.* By working with a renormalizable
model, we have a self-contained framework that can be
used to study general features of the relativistic nuclear
many-body problem at finite temperature and density.
These features will be relevant even if the dynamical as-
sumption of renormalizability at the hadronic level turns
out to be too restrictive.

We emphasize general aspects of relativistic many-
body systems at finite temperature and density, such as
covariance and thermodynamic consistency.’ Consistency
implies that the ‘“‘thermodynamic” pressure calculated
from the thermodynamic potential agrees with the “hy-
drostatic” pressure computed from the trace of the stress
tensor. This is sometimes called the virial theorem.>? We
are particularly interested in the construction of nonper-
turbative approximations that preserve thermodynamic
consistency and covariance (and other physical proper-
ties). The Walecka model mean-field theory is one such
approximation (as we demonstrate), but consistency is
difficult to maintain in other approximations to the rela-
tivistic many-body problem.®

A covariant formulation allows calculations to be car-
ried out directly in any convenient reference frame. This
may be useful for describing the collision of two heavy
ions, for which there is no frame in which all the matter
is at rest. A covariant description also introduces
features of many-body thermodynamics not usually con-
sidered, such as the role of the fluid velocity and the
momentum density as thermodynamic parameters.’
Furthermore, when calculating Green’s functions, it pro-
vides a clear identification of the correct Lorentz struc-
ture and associated invariant functions, which can be ob-
scured at finite temperature and density by working in a
fixed frame. (The importance of a covariant formalism in
finite-temperature QED is stressed in Ref. 7.)

It is often stated in the literature that one cannot work
covariantly at finite temperature or density because there
is a preferred reference frame, which is the rest frame of
the heat bath or nuclear matter. This is a misconception.
In a previous paper,’ we used a canonical formulation to
analyze hot, flowing nuclear matter in the mean-field ap-
proximation to the Walecka model. The covariance of
the description, although not manifest, was demonstrated
explicitly. Those results will serve as benchmarks for cal-
culations in the present work.

In this paper, we present covariant real- and
imaginary-time Feynman rules for QHD-I, which provide
a natural extension of the rules in Ref. 1 to systems at
finite temperature and to an arbitrary reference frame.
(Imaginary-time rules have been discussed previously in
Refs. 8 and 9 and real-time rules in Refs. 10 and 11, but
only for the rest frame of nuclear matter.) We illustrate
the rules by generating manifestly covariant expressions
that reproduce the mean-field nuclear matter calculations

of Ref. 5. We also construct the partition function in co-
variant form and extend our previous results to include
one-loop vacuum corrections.

In a forthcoming paper, we complete the formalism by
deriving the real- and imaginary-time Feynman rules us-
ing path integrals, which provide a natural framework for
a unified treatment. Each set of rules is developed in
manifestly covariant form for nuclear matter. We treat
the derivation of the rules separately from their applica-
tion, because various technical considerations must be
discussed that may not be of interest to all readers. We
note, however, that formai details in thermal field theory,
such as the regularization of delta functions, are often
critical in practice, and it is dangerous to be cavalier
about these subtleties.

The outline of this paper is as follows: In Sec. II, we
compare the real- and imaginary-time approaches to
thermal field theory and we argue for a unified treatment.
In Sec. III, we introduce the QHD model and list the co-
variant real-time Feynman rules. These rules are applied
to nuclear matter in Sec. IV by self-consistently summing
the real-time ‘“‘tadpole” diagrams to generate the one-
loop energy-momentum tensor in manifestly covariant
form. The partition function is presented in Sec. V and
evaluated at one-loop order, which yields the thermo-
dynamic grand potential and pressure in covariant form.
From these calculations, we can reproduce results gen-
erated with canonical methods® and verify the virial
theorem for the mean-field approximation. Finally, co-
variant imaginary-time rules are listed in Sec. VI and
used to reproduce the real-time, one-loop results. Some
final comments and a summary are given in Sec. VII.

II. FINITE-TEMPERATURE FORMALISMS

Quantum field theories at finite temperature and densi-
ty were first studied using the imaginary-time or Euclide-
an formalism developed by Matsubara and others.!?” 4
(See the review in Ref. 2 for an excellent bibliography.) In
this approach, the time variable is replaced by an imagi-
nary parameter (¢t = —i7), which is restricted to a finite
interval determined by the inverse temperature /3
(0=7=p). Thermal boundary conditions dictate that bo-
son (fermion) propagators are (anti)periodic with period 3
in this interval.

The Euclidean approach is natural and appealing be-
cause of the identification of B8 with an imaginary time.
The Feynman diagrams are combinatorially and topolog-
ically identical to those at zero temperature, and the rules
are similar to 7 =0 rules. For nonrelativistic field
theories, the Feynman rules can be derived straightfor-
wardly (see, for example, Ref. 15), and the extension to
relativistic theories has been described by several au-
thors.'®!7° By applying these rules, static thermodynam-
ic quantities can be calculated directly in terms of the
imaginary-time propagators, with no analytic continua-
tion. High-temperature expansions are also easily de-
rived.'®

There are, however, several difficulties with this ap-
proach. Dynamical properties of the system (such as col-
lective modes and transport coefficients) are the conse-
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quences of genuine real-time evolution. In practice, these
require an analytic continuation of the imaginary-time
functions to real time.'® 2%!5 This continuation can be
cumbersome and difficult, particularly when one is deal-
ing with n-point functions that depend on several com-
plex variables. (The primary difficulty is proving that the
analytic continuation is unique.z) Moreover, since the
imaginary-time variable runs over a finite interval, lead-
ing to discrete frequencies in a Fourier representation, it
is not obvious how to combine temporal and spatial vari-
ables to create a manifestly covariant formalism (see Sec.
VI). Furthermore, low-temperature expansions are awk-
ward to compute in imaginary time. Finally, to carry out
renormalization in relativistic theories, one must isolate
the divergent expressions that persist in the zero-
temperature and zero-density limits. This requires a con-
version of discrete sums to contour integrals, together
with a careful selection of contours,?! and so introduces
an extra layer of complexity beyond what is needed in
zero-temperature calculations. Although one can prove
that the usual (vacuum) renormalization procedures lead
to well-defined (finite) results at finite temperature, tech-
nical complications arise in practice (see Refs. 21 and 16).

These difficulties can be avoided by using finite-
temperature and finite-density techniques that work
directly in real time (Minkowski space). Such techniques
were pioneered by Schwinger,?? Keldysh,?* and Mills,?*
who applied them to nonequilibrium systems. An alge-
braic operator approach to the problem, known as
thermofield dynamics (TFD), was developed recently in a
comprehensive series of papers.?>~3° The essential aspect
of this work was to discard the idea of describing the sys-
tem with a single, fixed Hilbert space at all temperatures
and densities. Instead, one begins with the algebra of the
operators that define observables and constructs the Hil-
bert space around the desired state, for example, the equi-
librium state at a given temperature.? This construction
is carried out by introducing a fictitious system, identical
to the one under consideration, and then working in the
direct product space, so that the resulting formalism ap-
pears to describe twice as many degrees of freedom. Sub-
sequently, a real-time finite-temperature formalism was
developed using Feynman path integrals along contours
in the complex time plane®? (which is often called the
“time-path” formalism). The resulting Feynman rules
have a 2X?2 matrix structure, corresponding to the dou-
bling of the degrees of freedom, and are identical to the
Feynman rules obtained in thermofield dynamics.’?> Al-
though the TFD derivation is straightforward, the time-
path approach contains various subtleties that have led to
controversies.

There are several attractive features of the real time
approach. First, since calculations are performed with
real time variables, the cumbersome analytic continua-
tions of the Euclidean formalism are avoided. The Feyn-
man diagrams are topologically (and combinatorially)
identical to those at zero temperature; however, the prop-
agators and vertices now have a 2X2 matrix structure.
The extra degrees of freedom, sometimes called thermal
“ghosts,” never appear on external lines. Ambiguities
can arise in a naive application of real-time Feynman

rules at finite temperature (that is, by using the analyti-
cally continued Euclidean propagators without matrix
structure®), but are removed by correctly including the
ghost degrees of freedom.3"?

Since the real time variables take values from — oo to
+ o, the corresponding frequencies are continuous. This
eliminates the unwieldy computation of sums over
discrete frequencies that arise in the Euclidean approach.
(Various techniques have been developed, however, for
performing such sums.'®37%) Since both time and space
variables are real, the construction of manifestly covari-
ant Feynman rules at finite temperature and density is
straightforward. Moreover, both high-temperature and
low-temperature expansions can be computed systemati-
cally in the real-time formalism.?! The zero-temperature
and zero-density limits follow immediately, so renormal-
ization can be carried out in the standard fashion, and
the removal of all divergences in renormalizable theories
is straightforward. (The proof is given in Ref. 31.) Tech-
niques for studying nonequilibrium systems can also be
formulated in the time-path approach.>*!

There are, however, some shortcomings of this formal-
ism. For example, real-time Feynman diagrams have no
direct connection to the partition function of the system;>
thus, special techniques must be used to compute the
thermodynamic potential. These techniques involve an
integral over the strength of the coupling constant!>? or
over the value of a classical field.’! While this integration
is straightforward in perturbation theory and for simple
summations of diagrams, it is not useful for various self-
consistent approximations often used in the nuclear
matter problem."* This is because the self-consistency
procedure is cumbersome to carry out for a series of cou-
pling strengths, and problems may arise when the (non-
linear) self-consistent equations have either no solution or
multiple solutions for various values of the scaled cou-
plings.

In addition, the computation of real-time multiloop di-
agrams requires regularization procedures to define vari-
ous ‘“‘generalized functions” (for example, products and
derivatives of Dirac & functions).*>3"2 Although a con-
sistent set of rules can be obtained without this regulari-
zation procedure,*® the resulting calculations are much
more cumbersome in practice.**** In all known cases,
the regularized results are unique, but it is useful to have
alternative (imaginary-time) methods to verify these com-
putations.

In view of the various advantages and disadvantages
enumerated above, we develop a unified treatment of
finite-temperature nuclear matter that allows calculations
to be performed in either the real- or imaginary-time ap-
proach and in any reference frame. The most convenient
formalism can be applied to the computation of an ob-
servable, and the results verified by calculating in more
than one way. In particular, as we have shown in an ear-
lier paper,*> the partition function can be computed
directly from a path integral involving imaginary time
and can be compared with results computed from real-
time methods. The thermodynamic consistency of vari-
ous approximations to the relativistic nuclear many-body
problem can also be assessed, as we describe below.
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III. COVARIANT REAL-TIME FEYNMAN RULES

In this section, we present Feynman rules for the
QHD-I Lagrangian in the real-time formalism. We list
the Feynman rules (and apply them) in covariant form,
but we postpone some details of the covariant formula-
tion to later sections and the formal derivation of the
rules to a forthcoming paper.** We begin by briefly re-
viewing some aspects of covariant thermodynamics and
statistical mechanics, which are discussed in greater de-
tail in Ref. 5.

A. Covariant thermodynamics

In a covariant treatment of thermodynamics,*® the pri-
mary thermodynamic functions for a system in equilibri-
um are the energy-momentum tensor T#*, the entropy
flux vector S*, and the baryon current density vector B*,
which involve no specification of a particular reference
frame. These quantities are generally functions of six
variables: the baryon thermal potential «, the inverse
temperature 3, the fluid four-velocity u*, and the volume
%Y. (The volume is taken to infinity at the end to define
the “thermodynamic limit” and restore invariance under
translations.) The variables a and 3 are Lorentz scalars
defined by

gl aw

= s s 3.1
T T (3.1

where 7' and ' are the temperature and baryon chemi-
cal potential in the comoving frame, where the fluid
three-velocity v is zero. (When we refer to a quantity
that may be defined by an observer in any frame, the
“proper” value taken in the comoving frame will be
denoted with a prime). We also define a timelike thermal
four-vector

TR S
pB=Put= T ut .
The secondary thermodynamic functions are defined in
the comoving frame and are thus Lorentz scalars. They
are the pressure p, the proper energy density &', the
proper entropy density o’, the proper baryon density pg,
and the scalar density p,. In the thermodynamic limit,
these secondary quantities are functions of a and S (or u'
and T’) only. The secondary thermodynamic functions
can be used to construct the primary functions in any
frame:

(3.2)

TH=(&"+putru"—pgh" , (3.3)
St=g'ut (3.4)
Bi=plut (3.5)

In the thermodynamic limit, the primary quantities are
functions of «, 3, and u*, or equivalently, a and B*.

To compute the thermodynamic functions in terms of
ensemble averages of quantum-mechanical operators, a
grand partition function Z and a four-vector thermo-
dynamic potential ®*(a,3") are defined through

Z =exp

— [dA,o"a,p) ]

=Tr (3.6)

exp

— [dAB,T ™" —aB ") J ] ,

which are manifestly Lorentz-invariant expressions.
Here A is a spacelike hypersurface on which the theory
(ie., T#*,B#) is quantized. In the comoving frame, with
dA,=d 3x'8ﬂ0, Eq. (3.6) reduces to the familiar result

Z=Tr{exp[—B(H—u'B)]} , 3.7

where H is the Hamiltonian and B is the baryon number
operator. Ensemble averages are computed from

A=€AN

=Z Tr [ﬁexp [—fdAH(BVIA” w—aB") ||, (3.8)

where A is any operator built from the fields of the
theory.

The four-vector potential ®* is related to the thermo-
dynamic pressure through

P a,B")=—pp" , (3.9
and the covariant form of Gibbs’ relation is
ot=p T —St—aB" . (3.10)

B. The model

The relativistic quantum theory QHD-I, including sca-
lar meson self-couplings, is defined by the Lagrangian
density!

L=Y[y, (id—g,V')—(M—g$) ¢
+1(3,43"¢p—m}p?)—LF, F

+imlV, VE—V($)+8L . (3.11)

Here F,,=9,V,—3d,V,, 8L contains renormalization

counterterms that will be suppressed until needed, and
— K 3 L 4

Vig)= 3!q,'> +4!¢ . (3.12)

In Ref. 5, the (renormalized) scalar self-couplings were

chosen to be zero (k=A=0), but for now we will consider

the more general case. The field equations from this La-
grangian are

(a,la“+m§)¢+§¢2+%¢3=gs$¢ , (3.13)
(0,0"+m)Vi=g Py*y , (3.14)
[7*(i0,—g,V,)— (M —g$)1=0 . (3.15)

The final equation implies that the baryon current
BH=14y"y is conserved (0,B#=0), which has been used
to arrive at Eq. (3.14). At this stage, all these expressions
involve c-number fields.

The energy-momentum tensor follows from the canoni-

cal definition as
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TH'=1(—3,43"¢+mip>+

—;—F}\UF}\U -m ‘Z,V)\ I/}L )g““

+V($)g" +idyrd Y +0rd p+3V, FMH,  (3.16)

and the field equations (3.13)—(3.15) imply that the four-
momentum

P*=(H,P)= [d*xT% (3.17)
is a constant of the motion. [To work in a fully covariant
manner, the integral in Eq. (3.17) is taken over the space-
like hypersurface A, so that PH= fdA‘,T"“. By choosing
dA“=d3x 8,0, one reproduces the usual expression.]
States of the system can therefore be labeled by their en-
ergy, three-momentum, and baryon number: E, P, and B.

This theory can be quantized in the canonical fashion
by imposing equal-time commutation relations (or, more
generally, by imposing commutation relations on an arbi-
trary spacelike hypersurface A).*” For example, for the
scalar field, we have

[(£,x),d(t,y)]=—i8(x—y),
[$(2,%),8(2,y)1=[[1(z,x),[l(1,y)]=0,

where I1(¢,x)=0¢(¢,x)/0t.

The composite operators B, A, and P must be defined
by subtracting infinite constants to choose a particular
operator ordering. Since B is conserved due to an inter-
nal symmetry, a single vacuum subtraction is sufficient,
which is eﬂuxvalent to normal ordering the operator. In
contrast, H and P are conserved because of spacetime
symmetries, soO a vacuum subtraction alone is insuf-
ficient,? and various counterterm subtractions must be in-
cluded.!

We consider only uniform equilibrium systems, so the
energy-momentum-tensor operator resulting from Eq.
(3.16) can be simplified. Diagonal matrix elements of the
total divergence of an operator are zero between states of
good four-momentum, so we can omit such contributions
from TH" and write

(3.18)

T =TH+ T +T1 (3.19)
Ty =ipy"a'y, (3.20)
Ty =—10,68°¢—mi g+ V(digh'+343'4 ,
(3.21)
T4 =13,0, P —miP, Vgt —a: 9,8 P . (3.22)

Here we have also used 9, P#=0, which follows from Eq.
(3.14) and the conservation of the baryon current. In sit-
uations where the matter is not uniform, a correctly sym-
metrized version of 7*" must be used.>*

C. Finite-temperature propagators

We would like to define three classes of interacting
propagators:

iA(”)(xl,...,x,,)E« Tc(/ﬁ\(x]) .$(xn)>> ’ (3.23)
iG(C)(.xl, e ,x”,-xll’ e 1xr,1)
=T Bxy) - P )Bxt) - dixl)) ,  (3.24)

DI (xp, . x, )= (TP (x ) Pulx, )N,

(3.25)

that generalize the conventional finite-temperature prop-
agators defined in the comoving frame to an arbitrary
frame. For real time arguments, we can interpret the
(x; *=(¢;,x;) as four-vectors, but we would also like to
apply these definitions to times ¢, ...,¢, and t},...,¢,
that lie on contours in the complex plane. [To simplify
the notation, the “prime” convention introduced in Sec.
III A will be suspended for spacetime coordinates, unless
otherwise noted.] This permits Feynman rules to be de-
rived for both real and imaginary times. (The thermal
contour propagators will be denoted with superscripts
“c,” and T, is a contour-ordering operator.) At this
stage, however, it is unclear how to make the contour
propagators (3.23)-(3.25) covariant for complex times,
since the quadruplet (z,x) with complex ¢ does not define
a four-vector. Furthermore, the role of the hypersurface
A in the covariant statistical operator [see Eq. (3.8)] and
in the definition of Heisenberg field operators is also un-
clear. Rather than resolve all of these questions at once,
we will start with the more familiar definitions of a
comoving observer and then consider the generalization
to an arbitrary observer as we proceed.

In the comoving frame, the grand canonical Hamiltoni-
an K is defined as

R=H—-pu'B , (3.26)

and the ensemble average of an operator Ais given by

((A))—M Z 'Trfe

(3.27)
Trfe ¥}

/313;{],

where the trace is over any complete set of states. Here
B=1/T’, so that the propagators are functions of u' and
T’, or equivalently, a and f3 defined in Sec. III A. The
volume YV’ of the system will be considered fixed
throughout the calculation, with the thermodynamic lim-
it V' — oo taken at the end.

The grand Heisenberg-picture operators are

dx)=d(t,x)=c"®P(x)e (3.28)
D) =P, x)=e K(x)e K | (3.29)
I’I;-k(x)ztfr( x)=e"’k$+(x)e7”k, (3.30)

and similarly for the vector field. Since ¢ may be com-
plex, ¥ and t[} must be defined separately, and (% ]Jr#x,b
in general. The meson field operators commute with B,
so the baryon chemical potential u’ cancels out in Eq.
(3.28) and can be set to zero when discussing the meson
propagators.

The propagators of Egs. (3.23)—(3.25) are defined using
grand Heisenberg- picture operators and so differ from
propagators defined in the usual (canonical) Heisenberg
picture, which involves only the Hamiltonian H. The
propagators can be used to evaluate ensemble averages of
various operators and thus compute observables.
Different choices of time arguments are convenient in
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different situations. For example, by associating 3 with
an imaginary time and K with the time-translation opera-
tor, a consistent set of imaginary-time Feynman rules can
be derived. In contrast, real-time propagators can be
used to compute « 7"")) in much the same way as at
zero temperature.! For real-time calculations, it is con-
venient to extract a phase factor exp[iu'(t —t')] from the
Fourier transform of the fermion two-point function (and
analogous phases for n-point functions), so that the
momentum-space Green’s functions correspond to those
defined in the canonical Heisenberg picture. This
simplifies the real-time rules and generates Green’s func-
tions with well-defined zero-temperature limits that are
equivalent to the usual T =0 functions.' Since the canon-
ical (H) and grand canonical (K) Heisenberg-picture
fields differ by a unitary transformation (for real times),
observables are not affected.

How can we generalize from the comoving frame to an
arbitrary frame? Various authors have observed that the
only nonscalar present in the noninteracting real-time
propagators is Bk, which appears in thermal distribution
functions. For example, the distribution function for bo-
sons takes the form

1

CTI

N, (ky)= (3.31)

Making the replacement Bk,—f3-k everywhere gives a
set of rules that is apparently covariant; we list the corre-
sponding rules for QHD-I in the next subsection. How-
ever, the precise nature of the generalized propagator
(e.g., what is the generalization of the Heisenberg pic-
ture?) and the role of the spacelike hypersurface in Eq.
(3.8) are not clear. In fact, the rules are correct, and we
apply them in Sec. IV to reproduce mean-field results ob-
tained through explicit calculations in the laboratory
frame in Ref. 5. In Secs. V and VI, after deriving expres-
sions for the grand partition function [Eq. (3.6)] in an ar-
bitrary frame, we will be able to justify the covariant
real-time rules and derive imaginary-time rules in covari-
ant form.

D. Covariant real-time Feynman rules

In this section, we list real-time, momentum-space
Feynman rules in covariant form for QHD-I. The Feyn-

K TP, )P, x'))

Im t

Re t

—i8/2

FIG. 1. Contour in the complex time plane for deriving real-
time Feynman rules.

man rules allow one to express the interacting propaga-
tors as order-by-order expansions in the coupling con-
stants and noninteracting propagators. In practical cal-
culations, various diagrams must be summed to all or-
ders, since QHD-I is a strong-coupling theory. As dis-
cussed above, the rules given here generate propagators
in the canonical Heisenberg picture. Real-time rules for
QHD-I have also been presented in Refs. 10 and 11,
based on a thermofield-dynamics derivation, but not in
covariant form.

Our presentation parallels that of Ref. 1, where rules
are given for QHD-I at T"=0. The rules given below are
generalizations both to 70 and to an arbitrary refer-
ence frame, which is characterized by the fluid four-
velocity u*. The rules of Ref. 1 can be recovered by tak-
ing the T—O0 limit and specializing to the comoving
frame with ©u*=(1,0,0,0). The new features at T+#0 are
that each vertex now comes in two types, which will be
labeled by » =1,2 and which differ only by a sign, and
that each propagator has a corresponding 2 X2 matrix
structure (e.g., A""'=A). (Note that we interchangeably
employ this matrix notation or exhibit the indices explic-
itly.)

The matrix structure arises by grouping together en-
semble averages with various combinations of time argu-
ments lying on the contour shown in Fig. 1. For exam-
ple, in the comoving frame, the (matrix) baryon propaga-
tor is defined by

— Lt —iB/2,x (1, %) N

iGlx —x')= N A . ~ (3.32)
KPe —ip/2,09(¢",x)) KTt —iB/2,x)4(t' —iB/2, X))
e — 1 d*%k ik —x
:el,u(l ") e ik (x X)IG(k) , (3.33)
f (2m)* o
¢
where T denotes anticausal time ordering. Thus the (1,1) by
matrix element involves only real time arguments and al- .
lows us to compute physical ensemble averages. S (w)= L 1 — 1 : (w real) , (3.34)
We begin with a variety of explicit expressions for the 2 |otie w—ie

noninteracting propagators. These expressions include
regularized delta functions, denoted &, which are defined

where €—0 eventually. In most cases, € must be kept
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finite until the end of a calculation to ensure well-defined
results; this is certainly true for diagrams involving prod-
ucts of propagators with the same momentum arguments.
The propagators also involve thermal factors, which
are Lorentz scalars and are defined covariantly, as fol-
lows. The Bose thermal distribution function N,(B-k) is

1

N, (Bk)=—7, 3.35
bB ) e\B,k‘_l ( )

and its fermion counterpart Nf(/J’-k,a) Iy
Nf(/}'k,a)ze(b’-k)nf(ﬁ’-k,a)+9( =Bk (Bk,a)

1 1
ey TPy

1
e|/3~k[~~asgn(ﬁ~k)+1 .

0(B-k)

i

(3.36)

These distribution functions depend on the baryon
thermal potential a=pu’, a scalar, and the temperature
four-vector B*=pLu", where f3 is a scalar equal to the in-
verse proper temperature, and u’ is the proper baryon
chemical potential.’ When evaluated in the laboratory
frame [where u*=(1—v?)"!/2(1,v)], these expressions
have the same form as those given in Ref. 5.

Note, however, that the four-momenta appearing in
the distribution functions in noninteracting propagators
are “off shell,” that is, they involve four independent
components k° and k. The use of off-shell rather than
on-shell momenta [k%=(k?+m?2)!/2] has been a contro-
versial topic in the literature>3!"** that has been resolved
in a recent paper** in favor of the off-shell form. This is
one of the subtle points arising in the time-path deriva-
tion of the Feynman rules that we will consider in a
forthcoming paper.3*

We also define a unimodular “thermal” matrix for bo-
sons M , as

cosh®(k) sinh®(k)
M= | Ginh@®(k) cosh®(k) | ° (3.37)
where
il
Ayp(k) 0 , .
Ayk)= 0 AAZ;F(k) —2mi8 (k*—m{)sinh@®(k)
Agp(k) 0 .
= 0 —AgF(k) —2mid(k*—m)N,(B-k)

=A oK)+ A o (k) .

1

sinh®(k)=Vv'N,(B-k ):W!—:l")—l/—z ,

(3.38)

_ \Bkln —e|/3~/<_1/2
cosh®(k)=e V/Ny(B-k)= (elb’-k\_l)x/z_ ’

so that ®(k)=0, and an analogous matrix M , for fer-
mions

cos®(k) —sin®(k)
M ;= 1§in@k)  cos®(k) | ° (3.39)
where
sin®(k)=V'N;(B-k,a)
_ 1
(e|/5‘k““asgn([3"k)+1)l/2 ’
(3.40)

cos®(k)=[0(B-k)—6(—B-k) ]V 1—N,(B-k,a)
_ sgn(B.k)eHB-kl*aSgn([}k)]/z
- (e|B'k|_aSgﬂ(ﬁ'k)+l)1/2 ’

and 0<O®(k)<w. The utility of these thermal matrices
was first discovered in the context of thermofield dynam-
ics, where they arise naturally as Bogoliubov transforma-
tion matrices.

With these definitions, the noninteracting scalar meson
propagator is given by

- Aop(k) 0
Ay (KY=AGk)=M , 0 _AZ;F(k) M,, (.41
where the scalar Feynman (F) propagator is

1 + 1
Applk)=——— , Doplk)=————— . (3.42)
or k?—m?+ie or k’—ml—ie

Note that the central matrix in Eq. (3.41) contains only
causal and anticausal Feynman propagators; all the tem-
perature dependence is in M ,. The propagator is con-
veniently decomposed into Feynman (F) and
temperature-dependent (7') parts:

sinh®(k) cosh®(k)
cosh®(k) sinh®(k)
1 elBkl/2
e Bkl2 1 l (3.43)
(3.44)

These expressions are more useful than Eq. (3.41) for some applications.

Let us check the zero-temperature limit (B— o) of the scalar propagator. Since N,(B-k)—0, sinh®(k)—0, and
cosh®(k)—1 in this limit, the second term in Eq. (3.43) disappears, and A (k) becomes diagonal. This also follows
from Eq. (3.41), as M , becomes the unit matrix at zero temperature. Since A 4(k) is diagonal and external points of
physical Green’s functions have » =1 only, connected diagrams with real-time propagators will reproduce the familiar
zero-temperature Feynman rules' in terms of Ayp(k).

The noninteracting vector meson propagator is concisely expressed in terms of the scalar meson propagator,

kv
2

v

Dé)rr’);u'(k)z_l—)-gv(k): *g“"‘i‘ Aé)rr')(k)
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where the prescription is to replace the scalar meson mass m, by the vector meson mass m, in A" (k) [Egs.
(3.41)-(3.44)]. It is reasonable to expect that the k*k" factor can be dropped when calculating observables, as at T =0,
because the baryon current is conserved. To our knowledge, however, there is no proof that this prescription is valid
for T>0.

Finally, the noninteracting baryon propagator is given by

Goplk)ee 0
G("")(k)_E;:IEQ olkee=M 0 - ‘GSF‘(k)ss' M, (3.46)
where the fermion Feynman (F) propagator is
Goplk)o =~ Mg gy = KM (3.47)
k2= Mtie” T k—MP—ie’

and there is no complex conjugation of the Dirac matrices in the anticausal propagator. The Dirac matrix indices &
and &’ should not be confused with the thermal matrix indices » and r'. We can again decompose the propagator into

Feynman (F) and temperature-dependent (7)) parts:

Gop(k)ee 0 sin®(k)  cos®(k)
Golklee= | o _ghk), | TRTIE MK =M SinOK) | _os0(k) sin@(K)
Goplk)ge 0
Tl 0 =Gk
1 Sgn(ﬁ.k)e[lﬁ-k\-asgn(/j’-kn/z
+2mi (K +M )8 (k*~M*)N (B-k,a) — sgn(B-k e llBKI - asan gk 12 | l (3.48)
=G op(k)ee+G or(k)ee . (3.49)

In the zero-temperature limit (S— o) with positive
chemical potential (a > 0),

sin2®(k)=N/-(B~k,a)~>0(/3-k 0(a—pB-k),
sin®(k)cos®(k)—0 .

(3.50)
(3.51)

Thus, from Eq. (3.48), G o(k) becomes diagonal, and
the (1,1) component gives a covariant generalization of
the finite-density propagator in Eq. (5.5) of Ref. 1.

PROPAGATORS
- Sk__r iAé"')(k) Scalar Meson
Sk r iG§™(k),. Baryon
¢ ¢ o (e
;,\/\g/\/\_;r‘ iDI™M (k)  Vector Meson
VERTICES
ro o r r § r r T “r \F
| I _-—— -
| ! ro, r
Ir ulr Ir Ir
i(-)g  —i(-)g - =27

FIG. 2. Components of real time Feynman diagrams for
QHD-I.

-

Given these definitions, we can list the rules for the
two-point functions in momentum space, in the canonical
Heisenberg picture. Other Green’s functions (higher n-
point functions) can be calculated using the same rules,
by changing the number of external lines appropriately
[generalizing rule (1) below] and defining the overall
phase consistently.

The rules for the nth order contribution to (i) X (real-
time propagator) in QHD-I are as follows (see Fig. 2):

(1) Draw all topologically distinct diagrams with two
external propagator lines and n vertices connected by
internal propagator lines. Do not include diagrams with
completely disconnected pieces (that is, not connected to
any external line).

(2) Assign a direction to each line. Associate a directed

SECOND—ORDER TADPOLES
r r
k k
s=s'f- —> — LQq + s=s' W@q iGgr')(k)
0 0
k k
r r

FIG. 3. Second-order tadpole contributions to the baryon
propagator.
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four-momentum with each line and conserve energy and
momentum at each vertex. This will leave only indepen-
dent four-momenta in the diagram.

(3) Each internal vertex is given a label r, which is
summed over » =1,2. External points of physical real-
time Green’s functions have » =1 only. Each vertex is
assigned a factor indicated in Fig. 2 [cNN vertex:
i(—1) 'g; oNN vertex: —i(—1)"~ g‘,yu, o? vertex:
—i(—1) "l o* vertex: —i(—1)""'A.] These are the
same factors as at T =0, except for the r-dependent sign.
Feynman rules for counterterm contributions follow
directly.

(4) Each directed line carrying momentum k gets a fac-
tor of (i) times the appropriate noninteracting propaga-
tor, Ay k), DY (k), or Gé,”')(k)sgl, as indicated in
Fig. 2. The labels r and r’ are those of the vertices at the
ends of the propagator. Explicit expressions for these
propagators are listed above.

(5) Sum over all repeated spacetime (u,v, .. .), Dirac
(&,&', .. .), and thermal matrix (r,7', . . .) indices.

(6) Integrate fd“k /(27)* over all independent four-
momenta.

(7) Include a factor of (—
loop.

(8) Any single-fermion line formiI{lg a tadpole loop, as
in Fig. 3, may be interpreted as e i Gy (k)ge, Where
7—07 at the end of the calculation. However, such fac-
tors are unnecessary if integrals are regularized dimen-
sionally, as we will do, and they are omitted in the sequel.

(9) A symmetry factor may be needed in diagrams with
o and o* vertices.*®® The factor is the same as at T =0.

. . k .
It is customary to include a factor of e’ °” (with p—0"

1) for each closed fermion

at the end of the calculation) in closed tadpole loops,
However, the operator ordering implied by this factor (¢

appears to the left of $) does not produce normal-ordered
operators, so one must still define the tadpole integral by
performing a subtraction. It is therefore equally accept-
able to omit this factor and define the integral by subtrac-
tion anyway, which is the preferred procedure when di-
mensional regularization is used. An exception to this
procedure involves the vertex for a conserved current;
this can be normal ordered in the Lagrangian so that
divergent (vacuum) tadpoles never appear.

Similar Feynman rules (for the comoving frame) have
been given elsewhere,l'?>!0 with several different phase
conventions. As discussed in Sec. 3.2.2 of Ref. 2, the
2 X2 matrix structure of the propagators removes patho-
logies that would arise if one kept only the (1,1) operator
components in the Feynman rules.

IV. APPLICATION TO NUCLEAR MATTER

We now calculate the energy-momentum tensor T#"
and other observables of QHD-I at the one-loop level, by
applying the real-time Feynman rules of Sec. III. Since
the momentum-space propagators we have defined are
the Fourier transforms of canonical Heisenberg-picture
propagators (as opposed to grand Heisenberg-picture
propagators), the calculation of observables closely paral-
lels the calculation at T =0, and it is convenient to follow
the development in Chap. 5 of Ref. 1. As in Ref. 1, we

choose the renormalized scalar self-couplings to be zero,

.k=A=0, but this is easily generalized.

When using real-time matrix propagators to calculate
thermal averages for physical observables, only the (1,1)
matrix element enters. We can therefore write the contri-
butions to T" defined in Egs. (3.19)-(3.22) as!

(T n=—if (j;’;4Tr[y“G‘11>(k)]k‘ 4.1)

(T )= TH kP —m2)gh —krk V1A (k)
4.2)

(TN =i [ ——Z[4k*=m{)g"" =k k1D V7 (k)

(2 )4
(4.3)

where Tr indicates a trace over both isospin and Dirac in-
dices (which will not be indicated explicitly). Similarly,
the baryon current and scalar density follow from

(B ) =( %ﬂ&»

=— f KTy 0], (4.4)
«p N =KD
4
—i [ LK 16 (4.5)
(2m)
ikym

The factors of e °", which appear in the T'=0 expres-
sions for these matrix elements,! are omitted here because
we will use dimensional regularization to define divergent
integrals over the baryon propagator. [See rule (8) in Sec.
IIID.]

The integrals in Egs. (4.1)-(4.5) are, in general, diver-
gent. We define physical observables by making subtrac-
tions to render these expressions finite. For the con-
served baryon current, one need only normal order the
operator, which is equivalent to a vacuum expectation
value (VEV) subtraction:

Br=(B*) ~ lim (B*)=(B")~VEV.
a—0

(4.6)

For TH", even though this is a conserved quantity, both
counterterm contributions (CTC) and a vacuum subtrac-
tion are needed:

TH = T +8T")) — 11m LT+ 8T )

> 0
a~>0

={T* ) +CTC—VEV . .7

The scalar density pg is not conserved, so the observable
is defined with counterterms, which include a vacuum
subtraction, as at T =0:!

ps={p N +CTC . (4.8)

We define the mean-field theory (MFT) and the relativ-
istic Hartree approximation (RHA) from a diagrammatic
analysis, using the real-time rules. These approximations
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are based on the self-consistent summation of “tadpole”
contributions to the baryon self-energy X, using Dyson’s
equations. The RHA is equivalent to a full one-loop cal-
culation, while the MFT neglects contributions to the
tadpoles from the filled Dirac sea. As in Ref. 1, we first
evaluate 7"V in the MFT and compare to the results of
Ref. 5, which were obtained using a canonical approach.
Then we generalize to the RHA.

In the real-time formalism, Dyson’s equation for the
baryon propagator is’

G(rr’)(k):Gé)rr‘)(k)_+_G(Ors)(k)z(sx')(k)G(s'r’)(k) , (4.9)

where repeated thermal indices are summed (from 1 to 2)
and we have suppressed the Dirac matrix indices. In ma-
trix form,

G(k)=G ((k)+G ((k)Z(k)G(k) . (4.10)

Dyson’s equation and the self-energy in the real-time for-
malism are discussed for a general Lagrangian in Ref. 2
(and for the Walecka model in Ref. 10), and we will sim-
ply quote results obtained there. In particular, by using
translational invariance, CPT invariance, and the an-
tiperiodicity condition on the fermion propagator, one
can prove that the exact matrix propagator has the same
general form as the noninteracting propagator [Eq.
(3.46)]:

_ G (k) 0
G(k)=M , 0 — G M, (4.11)
Thus the self-energy
S(k)=[Go(k)] '—[G(k)] ! (4.12)
has the form
o 3(k) 0 .
2(k)=M ; 0o —stk) M, (4.13)

which implies that the self-energy has only one indepen-
dent thermal matrix component. We can also write the
inverse propagator as

[G(Kk)]!
=[Gy(k)] 1—2(k)

K—M—3(k) 0

g —1
M, 0 =M -3t )]

(4.14)

The self-energy is particularly simple when only tad-
pole contributions are included, because =""(k) is real,
independent of momentum, and diagonal in the thermal
|

matrix indices. To see how this works in practice, follow
the development in Chap. 5 of Ref. 1. Start by applying
the real-time rules of Sec. III to the second-order tadpole
contributions to the baryon propagator [which we call
iG{"(k)], as illustrated in Fig. 3. If we define the
second-order self-energy by

GV (K)=iG ™ (k)2SGE " (k) , 4.15)
where
2(2‘“'):E(ZSSXV)_Y;LE!ZI"(IXS’) R (4.16)

we find that =" is a diagonal matrix, independent of
momentum, with components

2
.8 d*q
2(11):_2(22)21 S Tr G(ll)( ) , 4.17)
2s 2s mg (277_)4 [ 0 q]
2
8y X
suth=—su00=; 8 [ 4G g)] . @)

m2 Y (2r)?*

In this approximation, it is not necessary to regularize
the delta functions in the meson propagators. This im-
plies that the thermal parts of the meson propagators
vanish at zero momentum, so that these propagators are
diagonal,
A5“”(0)=~L(~1)"“a_§, .

2
mg

(4.19)

Note also that

dt d*
[ (27:;4Tr[I‘G5”’(q)]=f T

(4.20)

where I'=1 or y#, which has been used in Egs. (4.17) and
(4.18). [Equation (4.20) is satisfied by the Feynman parts
of G, when the integral is regularized dimensionally,
since Gyr(q) and Ggp(q) require Wick rotations in oppo-
site directions.]

We sum the tadpole contributions to all orders using
Dyson’s equation. Self-consistency dictates that the Har-
tree self-energy =% is defined by evaluating Egs. (4.17)
and (4.18) with the Hartree matrix propagator

Gk)=G o(k)+G ((k)Z"G (k) . 4.21)
Thus =" is independent of momentum. Just as at 7" =0,
= is the average interaction felt by a propagating nu-
cleon, which means that G (k) should have the same an-
alytic structure as G ((k), but with a shifted mass and
spectrum. Furthermore, it follows that 2 has the same
diagonal form as 3 ,, with S# 1= —3H(22),

Thus G "(k) takes a form similar to Eq. (3.49):

b GH(k) 0 Sk b i | SO cos@ (k)
GMR)=| Gk | TR EMISK 2 =M in® (k) | _ ok cin@* (k) (4.22)
=G Hk)+G k), (4.23)
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k*=kt+3He M*=M+31, (4.24)
EH(”)ZEH=2§—7/HE€1“ , (4.25)
and
(K*+M*) . (K*+M*)
GHliky=—"—"—" GIlMk)y=—"—"—— | (4.26)
i k*2—M*2+ie’ " k*2—M*2—ie

(Note that the superscript “#,” which is historical, does not mean complex conjugation.) We also define new thermal
angles

1 1

sin2®*(k)=0(ﬁ-k*)m+9(—B-k*)m 4.27)

and
cos®@*(k)=[0(B-k*)—0(—B-k*)]V 1—sin’@* (k) , (4.28)

with the same phase conventions for ®*(k) as for @(k) in the noninteracting propagators. We emphasize that the
thermal distribution functions in Egs. (4.27) and (4.28) involve the canonical four-momentum &, in the exponents and
not the kinetic four-momentum k;’j. This is because the distribution functions compare true single-particle energies to
the chemical potential, which means comparing 3-k to a.

The self-energy integrals involving the Feynman piece G/(k) are divergent, but this is the only source of divergences
in the calculation. We can include counterterms and renormalize to compute RHA results, but since the integrals have

no explicit temperature or density dependence, and since

d"k 1{ o d”k H"'
Tr[GF(k)]=— Tr[T'G k)], (4.29
J e TG == [ TG )] )

all vacuum (zero-point) contributions to the one-loop observables will have the same form as at T =0.
We define the MFT by keeping only the temperature- and density-dependent parts of the Hartree propagator G %(k)
in evaluating the Hartree self-energies. To calculate observables, we need only the (1,1) matrix element:

G ") =2mi(K* +M*)8(k**—M*?)sin*@* (k)
1 1

=2mi(K* +M*)8(k**—M*?) |0(B-k*)— = +O0(—Bk*)— | . (4.30)
B eﬁ'/"f"—i—l /3 e‘/)’~k+a+1

[
Then the MFT self-energies (and p, and B*) are where y is the spin-isospin degeneracy. Note that 3 is
manifestly a Lorentz scalar and Z## is manifestly a four-
g2 ak g2 vector. We also note that Eq. (4.31) is the MFT self-
sH=i=% [ = 2oTr[ G V()] = — =5 p, consistency equation for M *, written covariantly. Final-
mg ~ (27) s ly, Egs. (4.31) and (4.32) give us manifestly covariant ex-

pressions for the scalar density and baryon current:

2g?

=25 a Y [ gtk §(k*2— M*?)sin@* (k) —om*—V d*k8(k**—M*?)sin’@* (k) , (4.33)
m? (27)3f Ps (277)3f

MESON PROPAGATORS
=M*—M (4.31)

s AH(ss") = ——»—— > = o> — =
and 1Ass(k)“s‘ >ks + s' %f@@z%s

& d% v

4 .
Font J gy T GF N OI= = B w0 - prpdt + mprd OOt
v

v

Hp —
2V

2g2
= — =5 L [k k*#8(k*2—M*?)sin?0* (k)
m2 (2mw)} ,
FIG. 4. The Hartree meson propagators iA''*"(k) and
iD"'»" (k). The double solid line represents the Hartree

1

(4.32) thermal baryon propagator iG 1"
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Br=2 Y fd4k k*18(k *2— M *2)sin20@* (k) in the zero-temperature limit.
27r)3 The second line in Eq. (4.34) follows from the general
result
=2 27’ 3 [ d*k (ke *u)8(k *2— M*?)sin’@* (k) |u*
T

( Jatk i rfikkwy=ur [dik(e*u)f (k2 ku),
=pyut. (4.34) (4.35)

It is a simple exercise to verify that these equations which is valid because u* is the only four-vector available
reduce to the expected results in the comoving frame and after integration. We can also deduce

i

Jd*k k ke f (k2 kw)=utu® [ dk (k) f (k% ku)+ gt —utu”) [ dk[k*2—(k*-u21f (k% k-u), (4.36)

which will be useful in simplifying 7+".

To evaluate the energy-momentum tensor 7#", we will need the tadpole contributions to the (1,1) meson propaga-
tors.! We apply the real-time Feynman rules to the diagrams in Fig. 4, using G#/'''(g) to compute the loops (which is
consistent with our definition of the MFT), with the results

APy =AG k) —i2m ) 8 (kN E /g3 4.37)
DI (k)=Dg\) (k)—i(2m)*8' (k) Z{ =) /83 (4.38)

There are no counterterm corrections in the MFT, but vacuum subtractions are needed to define T4 and T#". After
performing the subtractions, there will be terms in 74" and T%" coming from the thermal excitation of free mesons. In
principle, these free-meson contributions should be included in T#". Nevertheless, we omit them on physical grounds
because the contribution from thermal pions will dominate these contributions at any temperature, and because we ex-
pect a transition to a quark-gluon phase before they become important. Thus we keep only

2 2
m m
TV +Th = ——Sz g’”'(Ef)z— —; g"“'(E",i,Zi’U) (4.39)
2 S 2 v
2 g2
=gh” SZ(M—M*)Z— "2 B,B° | . (4.40)
2g. 2my,

For the baryon contribution, there are neither counterterm contributions nor a vacuum subtraction (in the MFT).
Thus we have

d‘k
T = — Tr ,uGH(ll)(k> kY
br=—i [ Tl G )]
=2—L— [ @k k* kK 8(k*2—M*?)sin®@* (k)
(27)
— g‘z’ v Y 4 * *V %2 *2 )i 2() *
=—=CBHB"+2—L— [(d*k k*#k*"8(k*?—M*))sin*O* (k) , (4.41)
m; (2m)

where we have used the definition of kK ** and Eq. (4.32) to obtain the last line.

Combining these results, we find a manifestly covariant expression for the energy-momentum tensor in the MFT of
QHD-I:

2 2 2
mY v v o]
Tiier =g" ’Z(M—M*)Z—Hg >B,B° +g—219#13"+2—1—3 [ d%k k*#k*8(k *2—M*?)sin©* (k) (4.42)
2g5 2my, m? (27)
2 g2 g2
=g" | —5(M —M*)*——=5B,B° |+—=5B*B"+utu” |2—L— [ d*k(k*-u)?8(k*>—M**)sin’®* (k)
2g; 2m, ms (27)
+L(gM —utu") 7517 fd“k[k*z—(k*-u)2]8(k*2*M*2)sin2®*(k)] , (4.43)
)

where we have applied Eq. (4.36). By shifting integration variables from k" to k */ and doing the k integration, one
can reproduce the results in Ref. 5, which were calculated in an arbitrary reference frame but not in manifestly covari-
ant form.
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It is straightforward to verify that T§;r has the form

Titer =(Empr HPurr 4 1Y —pvrrg””

(4.44)

and to obtain covariant expressions for the proper energy density &\ pr and the hydrostatic pressure pyrr by projecting
the results for T{ pr parallel and orthogonal to #*. In particular,

Empr=uut, TNFT > (4.45)
pMFT:—%(gH‘,—u#u‘,)Tﬁ;T . (4.46)
Thus we obtain for &ypr and pyers
63 =—m—§(M —-M* )2——g—332 + —gi(B-u PA2—L— [ d*k(k*-u)?8(k*2—M*)sin’@* (k) (4.47)
MET 9g?2 2m2H* m? (2m)?
2 g2 2
S v .
=——2(M—M*)>+ 2= L [ d%[k**—(k*u)*]8(k**—M*?)sin’@* (k) . (4.48)
Pwrr 2g2 2m2 "3 2n)? f [ ]
[Note that (B-u )*=(p )2=Bi.] These expressions are manifestly covariant and determine the equation of state for an

observer in an arbitrary reference frame.

An alternative expression for the pressure is obtained after some changes of variables and a partial integration:

2 2
mg 8v 2 Y
=———(M—-M*P+—"5B,+=
PMFT 2g§ m% N B (2#)3

X[6(B-k*)In(1+e P* ) —0(—B-k*)in(1+e* )] .

This form will provide a direct comparison with the ther-
modynamic pressure calculated in Sec. V.

We can generalize our results to the RHA by including
the zero-point (ZP) corrections. As explained earlier,
these corrections have the same form as the T"=0 expres-
sions in Refs. 1 and 49:

{Aps)zp= —%[M*31n(M*/M>—M2(M* —M)
o

—IM(M*—M)—L(M*—M)*] (4.50)

and
{ATH ) zp=— ﬁ[M*4 In(M*/M)+M* M —M*)
T
—IM M —M*P+ MM —M*)
—B(M —M*) g 4.51)
=A6L8" . (4.52)

Note that the “Casimir energy” A&y is a Lorentz scalar.
(Note also that a specific renormalization prescription
has been applied, as described in Ref. 1, and an isospin
degeneracy of 2 has been assumed for the vacuum.) The
baryon current is unchanged, since B* is assumed normal
ordered through Eq. (4.6).

Thus we can write the RHA (one-loop) results as

TRua =Thier T {AT" Y 2p (4.53)
SruA= G MpT TAGp (4.54)
Prua =Pmrr —AB67p , (4.55)

which agree with the results in Ref. 8.

fd4k(k*-u )a(k*Z_M*Z)

(4.49)

V. COVARIANT CALCULATION
OF THE GRAND POTENTIAL

A. Partition function and grand potential

To verify that a calculation satisfies the virial theorem
and is thermodynamically consistent, one must compare
the pressure computed from the energy-momentum ten-
sor (the hydrostatic pressure) with that computed directly
from the partition function (the thermodynamic pres-
sure). If a calculation is also Lorentz covariant, this com-
parison can be made by performing the calculation in any
reference frame. In Sec. IV, we derived frame-
independent expressions for the RHA hydrostatic pres-
sure starting from 7T**. [See Egs. (4.48), (4.49), and
(4.55).] In this section, we derive a covariant expression
for the thermodynamic pressure starting with the parti-
tion function of Eq. (3.6). This calculation will help justi-
fy the covariant real time Feynman rules given earlier
and also help determine the covariant imaginary-time
rules.

Recall that in our discussion of the real-time Feynman
rules, it was straightforward to generalize the
momentum-space propagators from the comoving frame
to an arbitrary reference frame. The subtleties arise in
the interpretation of the results. In particular, how does
one define the Heisenberg picture (both canonical and
grand canonical) in an arbitrary Lorentz frame? How
does one allow for quantization on hypersurfaces that are
not moving with the relativistic fluid? The answers to
these questions will determine the form of the covariant
propagators, which contain information on the time evo-
lution of the system and the properties of the surrounding
fluid. To obtain the answers, it is easiest to begin with
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the partition function Z given in Eq. (3.6) and generalize
later to the generating functional and the resulting Feyn-
man rules.

We will simplify the discussion by considering space-
like hyperplanes o rather than more general hypersur-
faces A. Four-vectors x* that determine the hyperplane
are defined by a unit normal vector n* and a time param-
eter ¢ through™

o, :t—nkx,=0, ntn,=1, n>0. (5.1)

Note that the time (or “instant”) parameter ¢ is not neces-
sarily equal to the coordinate x©, since the spacetime
coordinate axes can be chosen in many different ways;
however, t is a Lorentz scalar quantity that measures the
time evolution for observers living on hyperplanes nor-
mal to n#. Although only real time variables enter in the
definition of o, we will generalize the discussion to allow
for complex time variables in order to study the partition
function and the grand potential. The imaginary time is
related to the scalar quantity n-B=1/T, where B* is
defined in Eq. (3.2), and T is the temperature measured
by observers living on the hyperplanes o. This general-
izes the result of Ref. 5 that a laboratory frame observer
with n#=(1,0,0,0) measures a temperature T=1//3°

The first step in the construction of a covariant grand
potential is to rewrite Eq. (3.6) in terms of an imaginary-
time variable 7 appropriate for the hyperplanes o. From
the definitions of 8 and the thermal potential a, we have

— [do, (B T*—aB "

=—fﬁd7"fda (u

where do,=n,do. This result follows because T and
B* are conserved. The parameter 7’ is the imaginary
counterpart of the proper time ¢’ that determines the evo-
lution for observers living on hyperplanes normal to u*
(comoving observers). The relationship between 7 and 7'
can be deduced by observing that an infinitesimal time-
like translation between two hyperplanes o, and o,
can be written as ndt =u'dt’, so that dt=n-u dt’' (see
Fig. 5) and d7=n-u d7'. Thus we can write the partition
function as

(zO)B:fj’WD

=" Dldylexp

W =By, (5.2)

]

(4, ¢ ]exp

fo”""dffda

_ 1
3 M a\' _
in,Yy*n, 3"y o

J" Par [doiLytn,In,~u,/(nu ]¢7/“8‘¢+,un‘uB"}]

nk

7"

t+dt
dt dt’

FIG. 5. Two-dimensional illustration of hyperplanes at suc-
cessive times. Infinitesimal translations along the normal n*
and fluid four-velocity u/ are indicated by dt and dt’, respec-
tively.

Z=Trexp —fon' dedo”[(n-u)ﬂu,f’“'ﬁuﬁ“]

(5.3)

where we have used u'=u(n-u). The chemical potential
u is that measured by an observer living on hyperplanes
normal to n¥.

Equation (5.3) expresses the partition function as the
trace of an (imaginary) time evolution operator with a
grand canonical Hamiltonian, where all quantities are
defined for an observer living on hyperplanes normal to
n'. This trace can be recast as a path integral over fields
using well-known techniques.’"* The only subtlety
arises because the quantization is carried out on an arbi-
trary hyperplane, which may not be expressed in terms of
purely spatial coordinates. We will illustrate the pro-
cedure with free fermions and then generalize to model
QHD-I.

Since the time evolution is along n*, we must make the
replacements

1[}——)}’1“8“1&,

when computing the time derivatives of fields and the
canonical momenta. Thus, for free fermions, the path-
integral representation of the partition function becomes

M—n, I =n ipy" (5.4)

nu, " +pun, B*

(5.5)

The limits on the path integral reflect the usual antiperiodic boundary condition for fermions, and we have used® [com-

pare Eq. (3.16)]
TW=—gtL,+11"3"Y ,

where L, is the free fermion Lagrangian.

(5.6)

Equation (5.5) can be cast into a more intuitive form by defining the derivatives

F=3"*—nHn-3),

D=n- a—ﬂ—a R
neu
dr=ntD+3"

(5.8)

(5.9)
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so that

(Zo)p=[" DI wlexp

Here the Lagrangian is to be evaluated by replacing the
usual partial derivative 8" with the new derivative d¥,
which contains a gradient d* in the hyperplane and a
“convective” derivative £ normal to the hyperplane.
This is a natural result because the fluid is flowing past
the observer when n*u*, and the convective derivative
automatically incorporates the Lagrange multiplier in-
volving the fluid velocity.® (Note that the convective
derivative collapses to u -9 if n*=u#.) Moreover, the
final term involves the familiar pupp constraint, in which
both of these quantities are defined naturally for this ob-
server.

The extension of the preceding derivation to the scalar
and vector bosons is straightforward, but somewhat tedi-
ous, and we will simply sketch the development and
quote the results. For the scalar field, one must first write
a path integral over the field ¢ and its conjugate momen-
tum density II, defined by

AL,
33,4)

Note that the commutation relations imposed in the hy-
perplane constrain only the component of I1* normal to
the hyperplane. The path integral can be cast into a form
involving the Lagrangian by using a relation analogous to
(5.6) and then by integrating over I, with proper care re-
garding momentum and coordinate variables. In particu-
lar, since only the component of IT# along n# is a momen-
tum, one must take

4 =TIn"+ (11" —n ) =TIn"+3 "¢

N=n,01# IH= (5.11)

m

(5.12)

when integrating over II. The result is an expression
analogous to (5.10), with £ =0.

For the vector field, things become even more cumber-
some, as the only dynamical components of the field are
those that lie in the hyperplane. The corresponding con-

jugate momenta are given by
J

Z[j,7*1= [ DI%,41D[$ID[V*]exp %fo"' dr [do([Lag+un-B+jo+J-V) | .

Here we have exhibited a factor of # to enable us to iso-
late the one-loop contribution. The Lagrangian density is
as written in Eq. (3.11) (with all terms bilinear in the fer-
mion fields proportional to #), and we are instructed to
shift the derivative operators from 9* to d* defined in Eq.
(5.9). We can rewrite the integral in the exponential us-

fo”. dedozifoim'BdtfdaZif‘d“x R

ing
where ¢ denotes the familiar Matsubara contour. We will
consistently suppress the (anti)periodic boundary condi-
tions on the (fermion) boson path integrals, as well as

(5.15)

n-f8
fo dedo([‘.Co]aﬁd-f-‘un#B“) .

(5.10)

i
3L,

W=n ——
ETENZY

=n, FM (5.13)

which indeed illustrates that the field variable n -V has no
conjugate momentum, since F*¥ is antisymmetric. One
therefore begins with a path integral over the spacelike
vector fields V*—(n -V )n* and the corresponding electric
fields IT*, and expresses the energy-momentum tensor T*”
in terms of these variables alone. To arrive at an expres-
sion analogous to (5.10), one introduces an auxiliary field
as a Lagrange multiplier** to remove terms involving
(9,I1*)%. The (Gaussian) path integral over the electric
fields can then be easily done, and in the end, one
renames the auxiliary field n -V to arrive at a result corre-
sponding to Eq. (5.10), with a path integral over all four
field components V#. [Note that most of the complica-
tion here is independent of the covariant formulation.
Even if one chooses coordinates such that n#*=(1,0,0,0),
one must start with a path integral over V and E, and in-
troduce V° as an auxiliary field.]

Interactions can be included easily, since the QHD-I
Lagrangian is renormalizable. Thus the interaction terms
contain no derivatives, and they are carried along trivial-
ly through the manipulations discussed above. In the
end, the QHD-I result for the partition function has the
form of Eq. (5.10), with L, replaced by the full Lagrang-
ian (3.11). [Conversely, more care is needed if one con-
siders a Lagrangian with derivative interactions; one
should not assume that the interacting partition function
will have the form of Eq. (5.10).] This result is manifestly
covariant, is valid for observers living on hyperplanes
normal to any timelike n#, and requires no particular
definition of coordinates.

If we now add source terms for the scalars and vectors,
we can write the corresponding result for the Euclidean
generating functional in QHD-I as

(5.14)

[

some normalization constants arising from the integrals
over boson momenta. These normalization factors are
easy to determine (see Ref. 45), but they will not be need-
ed in our discussion.

As expected, the generating functional depends on
both the external sources j and J# and the thermodynam-
ic parameters T=(n-8)" ', u, u*, and V= fda. The
connected generating functional W[j,J*] is related to
Z[j,J"]by

Z[j,J"]=exp véW[j,J“] , (5.16)
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and the partition function Z follows by turning off the
sources:

Z[0,0]=Z =exp | — [ do,®"a,B) (5.17)

with a and * defined in Egs. (3.1) and (3.2).

It is convenient to make a Legendre transformation
from the “Lagrange multipliers” j and J* to the corre-
sponding fields ¢ and V* by defining the effective action

Lo, VF=W[j,J*]— fd‘* [(x)p(x)+J,(x)V(x)] .
(5.18)

As usual,’? the sources on the right-hand side of (5.18)
must be eliminated in terms of the fields, and the ob-
served fields in the absence of sources are determined by
extremizing the resulting effective action

8T [¢, V] ST [¢, V*]
, | (5.19)
S¢(x) 8VV(x)

If we consider only constant and uniform external
fields and sources (as appropriate for nuclear matter),
I'[¢, V*] becomes proportional to the effective potential,
and Egs. (5.16) to (5.18) allow us to relate this to a four-

J

S{¢, V]

1fd4

— N, V,—d, YV, )d"V—

d"Vi)+im

vector grand potential through
T, VM =it [ do, o a,B6, V") .
Here ®*(a,B";¢, V") depends parametrically on the field

variables; the physical grand potential is to be determined
by applying the extremization conditions (5.19).

(5.20)

B. One-loop approximation

An exact determination of the generating functional
Z[j,J*] is not feasible. Various schemes have been de-
vised for making systematic approximations to the grand
potential (see Ref. 2 for a bibliography), but for the
present discussion, we require only the one-loop term.
(Feynman rules for imaginary time, which can be adapted
to the calculation of the grand potential, are discussed in
Sec. VI.) We will therefore carry out the conventional
expansion of W{[j,J#] around the classical fields and re-
tain only the first quantum correction. Although our
procedure follows that of the usual loop expansion, the
higher-order quantum terms that we neglect here need
not be treated order-by-order in # and can be summed in
any desired fashion.

We begin by defining the Euclidean action (including
the chemical potential) from Eq. (5.14) as

YLy idH—g, V) — (M —g ) +un, vy 1P+ 1H(d, dd ¢ —md?)

y Ve, (5.21)

vl

where we have set the meson self-interactions to zero (as in the original model of Walecka) and suppressed the counter-

terms 8.£L. The contour c is understood to be the Matsubara contour. The time derivatives in d* are defined as 9 /0t.
The equations defining the classical fields ¢, and V' follow from extremizing the Euclidean action in the presence of

the sources. Henceforth, we will assume that the external sources and classical fields are constants, so that the classical

action becomes

Saldo VE1=i [ d*x(=4m2gi+1imlViV,,) . (5.22)
We then expand the generating functional around the classical fields by defining
d(x)=¢o+#"%0(x) and VHx)=VE+#"2n"x) , (5.23)
with the result
exp Wij,J!] |=exp % lSd d0, VE] +1fd x[jgotJ, V“]}]
X [ DIG,ID[o D[ lexp i [ dx [y, lid"—g,VE)—(M —g.bo)+pn-y 1o
+yo(—d,d"—m)o—Hd,n,~dn,)
smontn,—h2g by '+ Pg o} |
(5.24)

where the classical action is given by Eq. (5.22).

This expression is still exact (for uniform matter), although we have

suppressed the counterterms and vacuum subtractions needed to render W/[j,J"] finite; these will be included as need-

ed.

We now make the relativistic Hartree (one-loop) approximation by retaining only the terms through O(#°) in the ex-

ponential, which produces
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exp %WRHA[].’J”] =exp % [Scl[qﬁo, V{,‘]-chd“x[jqﬁo—f—J# Vg]} (Z)W(Z)Z 5 )rHA > (5.25)
= [ Dlolexp ifcd“x%a(-dﬂd“—mi)a] : (5.26)
=fD[77"]exp {i fcd“x [——%(d#n‘,—d‘,n#)z—i-%m‘z,n“n#} ] , (5.27)
(Zplua= [ DUV exp i [ dx (T, lid" g, VE) (M —g.bo) +un, v 19} ] : (5.28)

We compute the baryon partition function by evaluating Eq. (5.28) on the Matsubara contour. With the relations
(5.15) and (5.7)—(5.9), we can rewrite this function as

(Zpena= [ DUEwlexp | ["dr [ do{Gly,(id"~g, V)~ (M —g.bo)+un, v 10} |

:fD[{[r,lp]exp[fO”ﬁdeda

" —n'yéa— +ily,—u,(n-y)/(n-u )]o#

—g, 7, VE—M*+(u—g,n-Vo)n-y) |¢

l . (5.29)

Here we have isolated the directional derivative /37 normal to the hyperplane and used the shorthands M*=M —g ¢,
and V§ =(n-Vy)n*+ V4§, with V4 in the hyperplane o.

We can now follow the analysis in Ref. 45 by dividing the integral over 7 into N segments of length €, such that
Ne=n-f. As discussed in that reference, it is permissible to treat the spacelike hypersurface as a continuum for the
algebraic manipulations (but see the discussion of normalization factors below).

Proceeding exactly as in Ref. 45, the partition function is given by the determinant of the imaginary-time baryon
propagator, which can be written in a Fourier representation as

ig, (x—y=—L "5’ S e —icotm =m0 | i1y Qulu) Fy K+ M (5.30)
mm n'BI: N/zc\/ Qj’l‘( ) E*Q(E ) » .
where
wg%, E*=kr—g PVl E*k*)=(—k **+M*)"2, (5.31)
and
] —i€w -k o*
Q) =L ) — iy R (5.32)
€ n-u

with v=u—g (u-V,)/(n-u). Here X and y are spacelike coordinates confined to a hyperplane o of volume YV normal
to n*, k* and k ** are spacelike four-momenta confined to the reciprocal hyperplane, and 3, ¢ runs only over the re-
ciprocal hyperplane. The indices m and m' label nodes along the Matsubara contour.

Note two important points. First, the Fourier series involving the Matsubara frequencies w; has the same form for
any n*, but the frequencies are defined in terms of the temperature 7'=1/n-3 for observers that live normal to n*.
Second, all normalization factors required to evaluate the determinant of & involve either the volume of the hyperplane
and the length of the Matsubara contour or the corresponding infinitesimal quantities that arise when we divide space-
time into a lattice.** Since these objects are all “coordinate free,” the proof that the path integral is normalized correct-
ly follows here just as in Ref. 45, and we will not consider this point further.

The evaluation of the determinant of § proceeds straightforwardly, and various products over Matsubara frequencies
can be computed using the formulas in the reference noted above. One finds

N/2—1

(Zg)gua=IIlim ]

P €0 ="Nn

4 diew

Q% (u)+E*X(k *))?
=exp |n-BI[E*(k*)+u—g,n-Vo] | [ (1 texp{ —n-BlE*(k *)—v+u-k*/n-ul})
ks ks

X (1+exp{—n-BlE )tv—u-k*/n-ul}) (5.33)

for the baryon partition function in the RHA. (The sum and product over s incorporate the spin-isospin degeneracy.)



122 R. J. FURNSTAHL AND BRIAN D. SEROT 43

To arrive at this result, one must recall that gamma matrices defined for a particular set of coordinates can be
transformed to another set of coordinates through a similarity transformation, which has no effect on a determinant;
thus, one can pick a simple set of coordinates (such as those in Ref. 45) to evaluate the determinant.

Equation (5.33) is a manifestly covariant expression for the RHA partition function on a set of hyperplanes normal to
any n*. It is also “coordinate free,” since it involves only scalar products and scalar objects defined for these hyper-
planes. Note, however, that our expression is not finite, since the initial exponential contains a contribution from the
zero-point energy, which must be renormalized, as we discuss shortly.

Similar manipulations can be carried out for the (free) scalar and vector partition functions using the techniques dis-
cussed in Ref. 45. For example, the general form of the scalar partition function is given by

B3 do | L0

k k

—n-Blo, tu-k/nu)
e

(Zy);,=exp )b, (5.34)

where 0} = —k *+m?2and n-k=0.
We can now combine the results in Eqgs. (5.25) and (5.33) to write the connected Hartree (one-loop) generating func-
tional as

Wenalj,J#]1=—i {Scl[¢O7V‘g]+ifd4x[j¢0+Jng] —ifin-B3 [E*(k*)+u—g,n-V,]
¢ ks

In(1+exp{—n-BlE*(k *)—v+u-k*/n-ul})

—i#3,

ks

+In(1+exp{ —n-BlE*(k *)+v—u'E*/n'u]})] . (5.35)

Here both the sources and classical fields are assumed constant and uniform. We have neglected the meson partition
functions as they will be relevant only at exceedingly high temperatures (7’2 mg,m, ).
The Hartree effective potential is now determined by the Legendre transform

Crualé, V'u]:WRHA[j?J“]_fd4x(j¢+JuV'u) ) (5.36)

where the new fields ¢ and V* differ from the classical ones by terms of O(#). Since the classical action (in the presence
of sources) is stationary about ¢, and V', the Legendre transformation is trivial to this order, and since the fields are
constants, Eq. (5.20) allows us to write
[do, @ (a,B"6, V) =Vn-B(im2$*—tm2V Vi) —n-B3 [E*(K*)+u—g,n-V]

ks

v u

— > |In(1+exp{ —n-Bl[E*(k*)—v+u-k*/n-u 1)

ks
+In(1+exp{ —n-BE*(k *)+v—u-k*/n-ul}) |, (5.37)

where we have restored the units #i=1.

The first sum in Eq. (5.37) represents the zero-point energy and can be handled in the usual fashion. The u—g,(n-¥)
term arises because we failed to normal order the baryon current in the Lagrangian; the correct normal ordering can be
restored by omitting this term. The remaining divergent sum is a Lorentz scalar that can be evaluated for n*=u* by
making the familiar vacuum subtraction and including Lorentz scalar counterterms.! At the end, the sum can be re-
placed by —VAE,p(M —g ¢), with A6,p(m *) from Eq. (4.52).

By converting the remaining momentum sum to an integral over the reciprocal spacelike hyperplane o, and cancel-
ling an overall volume factor, we find

do, ~
5 g; [In(1+e FETO)fn(1+eFR-0)] . (5.38)
T
Here we have introduced on-shell canonical four-momenta for particles and antiparticles:
KH=E*(k *)nt+g VF+k *=[E*(k *)+g,n-Vint+k",

Kt=—E*(k*)nt+g VF+k **=[—E*(k*)+g,n-Vint+kH,

n-®(a, B¢, VI =n-Blim2$?—im2V-V+ A6 (M —g 51— 3 [

(5.39)

and used the relation u(n-B)=a. Note that the timelike components of the canonical four-momenta contain the true
single-particle energies € *'(k)=g (n-V)+£E*(k *), which yield the correct values to compare with the thermal poten-
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tial @ in the arguments of the exponentials. Equation (5.38) gives a coordinate-free, manifestly covariant expression for
the four-vector grand potential.

We are now in a position to discuss thermodynamics and the relation between Eq. (5.38) and the results of Sec. IV.
We will demonstrate the following:

(1) The extremization conditions that determined the physical values of ¢ and V* agree with those deduced from Egs.
(4.31), (4.32), and (4.50).

(2) Equation (5.38) reproduces the covariant expression for the pressure in Eq. (4.49), which follows from T#". This
will verify the virial theorem, since the present calculation determines p from the partition function.

(3) Results for physical observables are independent of the quantization hyperplane defined by n*.

As a first step, recall that thermodynamic arguments imply that ®* is proportional to the fluid four-velocity u*.
While this is apparent for the first term on the right-hand side of (5.38), it is not yet obvious for the second. We can,
however, introduce on-shell kinetic momenta

K**=E*(k *)n*+k * and K **=—E*(k *)n*+k ** (5.40)
that obey
K*K ¥ =K **K *=E**(k *)+k **=M*? (5.41)

for both particles and antiparticles. The on-shell kinetic momenta lie on a hyperboloid of mass M * in four-dimensional
momentum space, and rather than integrate over the spacelike hyperplane o, we can integrate over a/l momentum
space, as long as we enforce the condition (5.41). In this way, the integral in Eq. (5.38) can be rewritten as

4
d’k k*—E*(k *NIn(1+e Prtay+ 8(n-k*+E*(k *)In(1+eP*7%)]

=—2n, fd‘*k K*H8(k*2—M*)[0(B-k*)n(1+e Brtay—g(—B-k*)In(1+eP* ")), (5.42)

where we have replaced the sum over spin and isospin by the degeneracy factor y. As the integration runs over four-

dimensional momentum space, the dependence on n* disappears from the integration measure. Note that k* and

k**=kH"—g, V* have four independent components and are not restricted to the reciprocal hyperplane o,. We have

also let n-k*—B-k* inside the 0 functions; these scalars have the same sign because all vectors involved are timelike.
By combining Egs. (5.38) and (5.42), we can express the four-vector grand potential as

D, B¢, V=B I mi¢? —Im iV VO +AE,(M*)]

257 [ d*k k*#8(k*2—M*3)[0(B-k*)In(1+e FETa)—g(—B-k*)n(1+eP* )] . (5.43)
T
Here M* is still simply a shorthand for M —g.¢é. Notice that all dependence on the original hyperplane (defined by n*)
has disappeared.
Now the extremization conditions that determine the physical values of ¢ and V* [see Eq. (5.19)] can be derived by
first differentiating Eq. (5.38) with respect to these variables, and then switching to on-shell momenta. The results can
be written as

2 2 ’ *
DA, M*)
Mr=m—Ep - B 20 (5.44)
mg mg oM™
8y
yu=-"pn, (5.45)
m

where p,(M*) and B* are exactly the same as in Egs. (4.33) and (4.34). Thus the extremization conditions on the
effective potential (and hence on ®*) reproduce the field equations determined from the self-consistent diagrammatic
analysis. The additional zero-point contribution in Eq. (5.44) agrees with the correction to the scalar density in Eq.
(4.50). This correction must be added to the MFT self-consistency condition of Eq. (4.31) when working in the RHA.

Equation (5.45) implies that V* < u#, so that Egs. (4.35) and (5.43) imply that ®* «< u# as well. Moreover, the relation
®H= —pB* allows us to arrive at the following covariant expression for the thermodynamic pressure,

2
my g4

= M—M*)+——B"*B,—AEyp(M
P 2g§ ( )+ va ZP )
%(27); fd“k(k*-u)S(k*z—M*z)[G(B-k*)ln(1+e Bktay—g(—B-k*)n(1+ef*~ )], (5.46)
)

which agrees with Eqgs. (4.55) and (4.49). Here Eq. (5.45) has been used to eliminate V'*, and M * is to be determined by
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solving Eq. (5.44). Moreover, by working directly with Eq. (5.43), it is easy to verify that the thermodynamic identities’

(pB") a(pp*)
a3, da

are satisfied, where T"" and B* are given by the covariant expressions (4.43) and (4.34), with the additional zero-point
contribution to T# from Eq. (4.51).
Finally, since we have verified that the one-loop approximation is thermodynamically consistent, we can apply the

— _pgw (5.47)

B,

>

a

covariant form of Gibbs’ relation [Eq. (3.10)], together with Egs. (5.46) and (5.47), to find the entropy flux:

St=ppt+pB T —aB"

_ . app) | 13(pp)
o] <[

aB, B,

=—2

(2/}/)3 fd4k k*“ﬁ(k*2~M*2)
m

X(O(B-k*){nyB-k,a)nn (B-k,a)+[1—n (B-k,a)]In[1—n (B-k,a)]}

—0(—B-k*) {7 (B-k,a)lnfi (B-k,a)+[1— 7 (B-k,a) |In[1—7,(B-k,a)]})

(5.48)

where n(8-k,a) and 7 ,(B-k,a) are defined in Eq. (3.36). As expected, S* is proportional to u*.

VI. COVARIANT FEYNMAN RULES
IN IMAGINARY TIME

A. Noninteracting contour propagators

Feynman rules for the Euclidean Green’s functions of
QHD-I can be derived from the Euclidean generating
functional Z[j,J#*], which is given in Eq. (5.14). The
procedure is standard: Remove nonquadratic terms from
the action in favor of functional derivatives with respect
to the sources and then evaluate the remaining Gaussian
integrals to determine the noninteracting propagators.
To perform the latter step we must invert the differential
operators that appear in Eqgs. (5.26)—(5.28), with V¥ and
¢, set to zero in the last equation, subject to the appropri-
ate thermal boundary conditions.

In fact, we can invert these operators for a more gen-
eral contour than the Matsubara contour and in doing so
relate the noninteracting Euclidean propagators to the
noninteracting real-time propagators given in the Feyn-
man rules of Sec. III. In this paper we will simply state
the results without a detailed derivation, which we
reserve for Ref. 34. The noninteracting contour propaga-
tors given below in spectral form are covariant generali-
zations of expressions given in Ref. 2.

The noninteracting scalar contour
defined to satisfy [see Eq. (5.26)]

(d, d"+m2)AL(1,%)=—8.(1,%) ,

propagator is

(6.1

where X # lies in o, _(, ¢ can be complex, d* is defined in
Eq. (5.9), and the appropriate boundary condition is

Cg (t,x)=Cg§ (t+in-B,X), (6.2)
where
iIAY(2,%)=6,(1)Cg (£,%)+6,(—1)C§ (¢,X) . (6.3)

Here 6, and §, are straightforward extensions of the fa-

[

miliar 6 and & functions to times lying on a contour ¢ and
spatial variables lying in the hyperplane o,_, At this
point the contour ¢ has not been specified. The solution
to Eq. (6.1) can be written as>*

d*%  aos ik
'A(C)(t,~)= e ik Xo itCk-u)/(n-u) (k)
1o \L,x f(27)4 Po

1
X ——*':Bfk“@c(l)"f'

66(_t) s
l1—e

ePk—1

(6.4)
with the regularized spectral function py(k ) defined by

polk)=27[0(n-k)—0(—n-k)18(k*—m?2) . (6.5)

One can also derive Eq. (6.4) directly from grand
interaction-picture fields ¢(,%) quantized on the hyper-
plane o, .

The noninteracting Euclidean propagator follows by
letting ¢ be the Matsubara contour. With t— —it, we
define

AP (1) =AP(—iT,X) (6.6)
and the Fourier transforms
AP vp)= [Tdr [do e AP (rz),  (6.7)

. do P .
AE)“(T,X')=——1 > f p‘ e Pre Af)m(vj,ﬁ) ,

(6.8)

which involve the discrete frequencies v;=2jm/n-fB (see

below). If one inserts (6.4) into (6.7), the distribution
functions drop out, leaving
. _ d(n-p) ipo(p)
A(E) " )=
80" (V)P f 2 v, +ilpu)/(n-u)
1

e — (6.9)
—pj+m;
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where p/' is defined in Eq. (6.16) below. Similar expres-
sions can be written for the noninteracting baryon and
vector meson propagators. [For example, the nonin-
teracting baryon propagator is given by the continuum
limit of Eq. (5.30) with ¢,=V4 =0.] The imaginary-time
Feynman rules listed in the next subsection allow one to
express interacting Euclidean propagators as order-by-
order expansions in the coupling constants and these
noninteracting propagators. Note that the propagators
generated by Z[j,J*] and the imaginary-time Feynman
rules involve operators in the covariant grand Heisenberg
picture, in contrast to the canonical Heisenberg-picture
propagators generated by the real-time rules of Sec. III.

Let us clarify the role of the quantization hyperplane
and the different Heisenberg pictures. A freely falling ob-
server in a laboratory frame will trace out a world line n#
and thereby define a set of hyperplanes normal to n¥, on
which he makes observations. A second freely falling ob-
server in a different laboratory frame will define a set of
hyperplanes normal to n¥ and will appear to be moving
with a finite velocity relative to the first observer. Each
observer can choose to quantize a field theory on any hy-
perplane, and if the theory or approximation is covariant,
physical observables must be independent of the choice of
hyperplane. Nevertheless, the finite-temperature propa-
gators will depend, in general, not only on the fluid four-
velocity u* but also on the timelike four-vector n# that
defines the quantization hyperplane.

After one quantizes on a particular hyperplane o, —,
the covariant Heisenberg picture evolves the system on
successive hyperplanes o in the direction of n#. The time
evolution operator contains fdo n,n,T"=n,P" and
no explicit reference is made to the moving fluid. In con-
trast, time evolution in the covariant grand Heisenberg
picture involves fda n“uvT‘“'/(n'u), plus a term in-
J

d*k
2m)*

1

1—e

iaV(xm= [ e *xpik) —0xn)+

4 . .
= (‘;T’; e ke li@(ﬁ-k YAor (k) +i0(—B-k)AL (k) +pylk)

which agrees with Eq. (3.41). Note that the dependence
on n* has disappeared in the final expression. Similar re-
sults can be obtained for the other thermal matrix ele-
ments.

B. Imaginary-time Feynman rules

In this section, we list imaginary-time momentum-
space Feynman rules in covariant form for QHD-I.
These rules generate propagators in the covariant grand
Heisenberg picture, and so the rules depend explicitly on
the timelike unit four-vector n*, as discussed above. In
general, the n* dependence does not drop out until ob-
servables are calculated (see below). The Feynman rules
can also be applied to the calculation of the thermo-
dynamic potential, but the combinatorial factors are rath-
er intricate (see Refs. 2 and 17 for a discussion).

ePk—1

volving the chemical potential, which is the same as the
grand canonical weighting operator from the partition
function. Neglecting the chemical potential, we see that
the grand Heisenberg picture follows the evolution of
fluid elements along the hyperplanes o. The physical
reason for this is that the grand Heisenberg picture must
incorporate the constraint that the fluid has a nonzero ve-
locity in an arbitrary reference frame. Therefore, time
evolution in the grand Heisenberg picture depends explic-
itly on the fluid four-velocity #* and on n-u in particular,
while time evolution in the canonical Heisenberg picture
is performed without reference to n-u. The consequence
is that real-time propagators in the former picture have
explicit n-u dependence while those in the latter picture
are independent of n*.

For real time arguments, the difference between opera-
tors in the two pictures is simply a phase, because the
pictures are related by a unitary transformation. For a
real time argument ¢ =Xx -n, we can rewrite the scalar con-
tour propagator in terms of the four-vector x*:

d*k

iAEf)(x“):f (27T)4eﬂkucei(x-n)[k-nﬂk-u)/tmu)]
Xpolk) l_ewﬁ.kec(x-n)
+—L 6 (—xen) (6.10)
Sk _q e X n .

The evolution operators commute with each other, so the
phase factor between pictures is precisely the second ex-
ponential in Eq. (6.10). If this is removed, we are left
with an expression for the canonical Heisenberg-picture
contour propagator. Thus the (1,1) component of the
real-time scalar propagator is given by

! 60(—x-n)

_
efk—1 |’

The rules for the mth order contribution to (i) X ( Eu-
clidean propagator) in QHD-I are as follows (see Fig. 6):

(1) Draw all topologically distinct diagrams with two
external propagator lines and m vertices connected by
internal propagator lines. Do not include diagrams with
completely disconnected pieces (that is, not connected to
any external line).

(2) Assign a direction to each line. Associate a directed
four-momentum on o, (i.e., K * such that n-k =0) and a
discrete (Matsubara) frequency with each line. The fre-
quencies obey

2jm

(6.11)

f

Vj:;% (bosons) , (6.12)
0, =2EDT (germions) (6.13)
n-3
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FIG. 6. Components of imaginary-time Feynman diagrams
for QHD-I.

with integral j. Conserve four-momentum on o, and
Matsubara frequency at each vertex.

(3) Each vertex is assigned a factor indicated in Fig. 6.
[oNN vertex: gg; oNN vertex: —g.¥,; o’ vertex:
—x; ot vertex: —A. ]

(4) Each directed line gets a factor of (i) times the ap-
propriate  noninteracting propagator, Aé,’”(vj,ﬁ ),
Dé)E)“"(vj,ﬁ ), or GBE’(wj,I;“)EE,, as indicated in Fig. 6.
The propagators are given by

. 1
A (v, pH)= ——— (6.14)
! —pjt+m;
‘ ) — g plip Y S 2
l-DBE);n'(Vj,ﬁA): g zpjp‘/z Y , (6.15)
—Pj+mv
where p!* is defined as
ph= ivj—% nh+pH (6.16)
and
~ (K;+M),,
lG(E)(w/,k“)gt'z ' =— 2 552
s —k+M |, —kitM
sS
(n-y) iwj——:Z“f‘u +7-E+M}
_ ) &€
w;+i———iu | +EXK)
(6.17)

with
k= iwj—@——l—,u, nt+kt (6.18)
n-u
and
EXk)=—k?*+M?*. (6.19)
(5) Sum over all repeated spacetime (u,v,...) and

Dirac (§,&’, . . .) indices.

(6) Integrate [do /(2m)’ over all independent four-
momenta on o and sum (1/n-B)3; over all indepen-
dent Matsubara frequencies.

(7) Include a factor of (—1) for each closed fermion
loop.

(8) Any single-fermion line forming a tadpole loop
must be multiplied by a convergence factor such as e 7],
where 7—0" at the end of the calculation. Since the
convergence factor defines an ordering that is not normal
ordering, a subtraction is still needed to define the tad-
pole loop.

(9) A symmetry factor may be needed in diagrams with
o3 and o* vertices. The factor is the same as at T=0.

If desired, one can replace [do, by [d*k 8(n-k) in
loop integrals and then let k “— k¥, but this is really just
an alternative notation. However, as we will see below, it
is possible in some circumstances to introduce an integral
over n-k with an appropriate delta function that elimi-
nates the dependence on n*.

We observe that the covariant imaginary-time rules are
quite similar to those written in the comoving frame.®°
Recall that there are basically three problems to be
solved to write imaginary-time propagators covariantly:
How does one define four-vectors when spatial parts are
real and temporal parts are imaginary? How does one in-
corporate the Lagrange multiplier for the fluid velocity?
How do general observers define the Matsubara frequen-
cies? The first problem is solved by using two types of
four-vectors: a real one in the quantization hyperplane
and a complex one normal to the hyperplane. The com-
plicated form of the complex part arises because we work
in the grand canonical Heisenberg picture, and the
Lagrange multipliers for the fluid velocity and chemical
potential enter here as imaginary shifts in the Matsubara
frequency. Finally, the Matsubara frequencies are
defined using 7=1/n-; thus, each observer defines the
frequencies with the observed temperature, rather than
the proper temperature.

C. Application to nuclear matter

We now apply the imaginary-time rules to the calcula-
tion of observables in the one-loop approximation to
check that the real-time results are produced. Thermal
matrix elements of Heisenberg-picture operators can be
expressed in terms of the imaginary-time propagators us-
ing standard manipulations. For example,

Uy —ir,x MDDy (—im,x 1)) = (—in,X TP (—iT, X))

o
m)?

Tr[FG'*w;,k )], (6.20)
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where the H and K labels refer to the covariant Heisenberg and grand Heisenberg pictures, and T" does not contain
derivatives. Thus the baryon current and scalar density follow from

«B “>>~——2 Tr[v*G' P(w;, kM), (6.21)

«pn=—~ o' ”f . )3 Tr[G'Blw,, k)] . (6.22)
To formulate expressions for T#", use

Uy (=i, M Py (—ir,x )N =L g (—im, % P)d"—ipn Vg (—inr,x M) , (6.23)

where d,, is defined in Eq. (5.9). Similar results hold for scalar and vector fields, so that all field gradients produce fac-
tors of momenta p{* and k! defined in Egs. (6.16) and (6.18). Thus the contributions to T*" defined in Egs. (3.19)-(3.22)
follow immediately as

(Pwn=——L_5 " r[y"G e,k MK, (6.24)
J J
A v dap 2 2y, 0y ALE) A
§N=— Hpi—m{)g —plp; vip "), -
«T ey Bzf 3[‘(, g —pip 1A P (v, 5 t) (6.25)
(P =-"~ S 7 =m g —pfp) 1D (v, B ) (020

where Tr indicates a trace over isospin and Dirac indices (which will not be indicated explicitly). Ensemble averages of
composite operators are divergent and must be rendered finite with appropriate normalization conditions, as in Egs.
(4.6)—(4.8).

The summation of tadpole diagrams goes through just as in real time or as in the imaginary-time calculation in the
comoving frame (see Ref. 8), so we can write down expressions for the Hartree propagators and self-energies immediate-
ly. The baryon propagator also follows as the continuum limit of Eq. (5.30). Thus

G0, k") =G (w;,k ")+ G (w;, k)N —iZ"G N w;,k*)
i i(Kr+M*)

= - (6.27)
2 2
Kr—M* ki —M*
where
ey -
k= lio,— +v |ntt+k e (6.28)
n-u
k*=kt—g Vh E*k*)=(—k*+M*»)'"?, (6.29)
and v=u—g. (u-Vy)/(n-u), as in Egs. (5.31) and (5.32).
We will calculate the scalar self—energy as an example. From the Feynman rules and Eq. (6.27),
2:1: A(F) 0,0)—— 2 iw; ’If G(”(w ku)]
_ 280, . 4o e 6.30)
- mz Vf( l’lBEk*z M*z : |
To evaluate the frequency sum, apply
. e " n-B
1 — (6.31)
1]1—1:2)? ia)j*x e(”'B)Xﬁ—l
to obtain .
ei(ujn B 1 fw;m B euuj'r]
§k,*2—M*2 2E*(k*) ?iwj——(u-K/n-uHu ? iw;—(u-K/n-u)+p
__nb 1 1 (6.32)
2E*(k*) |ePRTad1 o PRIy
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Here we have used the definitions of on-shell canonical four-momenta from Sec. V [see Eq. (5.39)] and (n-Blu=a.

Just as in Sec. V, we can introduce an integral over n -k with & functions that ensure on-shell kinetic momenta. Equa-
tion (6.32) implies that there will be a contribution to =¥ that has no explicit dependence on the thermodynamic vari-
ables 8 and «; this represents the vacuum (zero-point) contribution, and as usual, it is omitted to define the MFT and
retained (with renormalization) in the RHA. The result for the MFT scalar self-energy is

28, 1 - 1 - 1
sH=_ Sy ¥V (g —— |8(nk*—E*k*)————+8(n-k*+E*(K *))——
: o (ZW)J IO ()= +8(n N —rars
2g2 1 1
=Y (% 8(k*2—M*?) |0(B-k*)—————+ O — Bk * ) —— | , 6.33
m? (2m)} f b )e”"k_"-i-l (=P )e*ﬁ'k+“+1 ©6.33)

which agrees with that obtained using the real-time rules and is independent of n*. The vector self-energy =#* can be
calculated analogously. Notice that the zero-point contribution from Egs. (6.30) and (6.32) can be written as

2 2
8s doy 1 8s Y
M* ——=——M* d*k 8(k**—M*)0(—B-k*)

m2 Vf(zw‘ 2EYK*) m? (z7r>3f h
2
& 1 9 -

= — E*(k*) 6.34

m: YV oM+ % (634

when the appropriate counterterms are included, this
produces the vacuum correction to the scalar self-energy
that appears as the final term in Eq. (5.44).

The Hartree meson propagators contain tadpoles
analogous to those shown in Fig. 4, and the mesonic con-
tributions to T#" can be calculated from Eqgs. (6.25) and
(6.26). Convergence factors of the form e " (p—07™)
must be included to properly define the vacuum contribu-
tions, which are then removed by subtraction.

The baryon contribution follows by substituting G £’
of Eq. (6.27) into (6.24). The manipulations are similar to
those discussed for 25, and after some algebra, the final
result agrees with Eq. (4.53). The zero-point correction
looks exactly like that in Eq. (5.37) and can be renormal-
ized in the same fashion.

An alternative representation of the Euclidean Hartree
propagator, based on the contour representation dis-
cussed earlier, is

din-k) palk*)K*+M*)
2m  w;tilkeu)/(nu)—ip

G[(_[E)(wj,f(‘;t): f

(6.35)
with
puk*)=2m[0(n-k*)—6(—n-k*)]8 (k*?—M*?) .

(6.36)
(Note that k *** and not k *** appears in the numerator and
k# appears in the denominator.) Substituting Eq. (6.35)
into Eq. (6.30) and performing the frequency sum pro-
duces the final expression for = [Eq. (6.33)] immediately
[plus the zero-point contribution (6.34)].

VII. SUMMARY

We have developed a unified treatment of relativistic
many-body systems at finite temperature and density, in-

f
corporating both real- and imaginary-time formalisms,
for a hadronic field theory of nuclear matter. Covariant
Feynman rules in both real and imaginary time were
given and were applied to derive covariant expressions
for the one-loop energy-momentum tensor of QHD-I, in-
cluding the zero-point energy contributions. These ex-
pressions allow any observer to determine the equation of
state from an arbitrary reference frame. Moreover, when
evaluated in the comoving frame or in the laboratory
frame, they duplicate results obtained in Ref. 5 by work-
ing canonically.

A key element in our discussion was the difference be-
tween the time evolution of the system in the canonical
and grand canonical Heisenberg pictures. The former
evolves the system along the world line of the observer,
and thus corresponds to the Eulerian formulation of hy-
drodynamics, whereas the latter follows fluid elements
and corresponds to the Lagrangian formulation. In this
way, the grand canonical picture incorporates the
Lagrange multipliers for the fluid velocity and chemical
potential. Although the generalization of the real-time
Feynman rules from the comoving frame to an arbitrary
frame is algebraically simple, it is only by recognizing the
distinction between the two pictures and by utilizing
canonically defined propagators that this simplicity can
be understood. These canonical propagators also have
the advantage that they are independent of the hyper-
plane used to quantize the system.

The noninteracting imaginary-time propagators are
more complicated for two reasons: First, they are defined
in the grand Heisenberg picture, and second, since the
spatial variables are real while the temporal variables are
complex, it is necessary to introduce two four-vectors to
incorporate the variables covariantly. Thus imaginary-
time propagators have an explicit dependence on n*, the
timelike unit vector orthogonal to the quantization hy-
perplane. Nevertheless, contrary to what is often stated
in the literature, it is possible to define these propagators
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covariantly, and we have shown how the dependence on
n# drops out in the calculation of observables. One ad-
vantage of these covariant imaginary-time rules is that
they allow one to correctly identify the Lorentz structure
of thermodynamic quantities, which can be important in
practical calculations.

We also derived a manifestly covariant expression for
the QHD-I partition function and evaluated it in the
one-loop approximation. The direct calculation of the
grand potential yields an expression for the pressure that
agrees with the result computed from the energy-
momentum tensor, verifying that this approximation is
consistent with the virial theorem. The self-consistency
conditions and thermodynamic relations agree with those

obtained from the covariant summation of tadpole dia-
grams. Although the one-loop calculation performed
here for illustration is a simple one, the techniques we
have developed can be applied straightforwardly to more
sophisticated covariant calculations in QHD, as well as to
other dynamical models. The general development of
nonperturbative approximations in QHD and other
strong-coupling theories remains an open problem.
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