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Pion double charge exchange on T=2 nuclei
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We present cross sections for the reactions Ca, Fe (7r+ s. )leading to the residual ground
states and double-isobaric-analog states (DIAS) for incident pion energies from 100 to 300 MeV.
Data include both angular distributions and 5' excitation functions. Ground-state cross sections
were also obtained from the ' C and 0 contaminants in the Ca target. The DIAS data are
compared to known systematics and to theoretical predictions. Some features of the data are
reproduced by the theoretical predictions, but major discrepancies exist.

I. INTRODUCTION

The (~+ x ) double-charge-exchange (DCX) reaction
is a sensitive probe of two-nucleon effects and structure,
because it is a two-nucleon process in lowest order. Un-

tangling structure information from reaction-mechanism
effects has, however, proven difficult. As yet, no micro-
scopic theory exists which explains transitions to both
residual ground states and double-isobaric-analog states
(DIAS) over a large range of incident energies. Near 300-
MeV incident kinetic energy, lowest-order theories appear
consistent with the data. Higher-order processes are rel-

atively weak (at least at forward angles) and the reac-
tion is more sensitive to the gross numbers of nucleons
rather than to the fine details of nuclear structure. At
low energies, below about 100 MeV, it has been shown
with several complimentary theoretical approaches
that simple shell-model effects are an important ingredi-
ent in understanding the data. At 63~2 3~2 resonance en-

ergies, second-order reaction mechanism effects are large
but poorly understood. Cross sections for nonanalog
residual ground states are large and can be understood as
arising from a delta-nucleon interaction mechanism.
For DIAS residual states, a number of reaction mecha-
nisms seem to be important, and the only successful the-
ories are certain phenomenological models in which
the first- and second-order pi-nucleon optical potentials
interfere to produce the forward minima seen ' ' in

the data for DIAS on T = 1 nuclei. Since the second-
order optical potential is isospin dependent, one ex-
pects an isospin dependence in resonance-energy DIAS
angular distribution shapes. This prediction has not been
tested experimentally until this work.

Recently there has been much interest in measure-
ments on fp-shell nuclei. With certain models of the
nuclear structure, analytic expressions can be derived for
ratios of the cross sections for isotopes within the same
shell. 7 Transitions to residual ground states and DIAS
in fp-shell isotopes require two amplitudes, which are
related to the long- and short-range parts of the inter-
action. The amplitudes have been extracted ' with
fits of both low-energy data and data at 292 MeV. It
appears that, for T ) 1 nuclei, the strength of the short-
range term is lessened relative to that of the long-range
uncorrelated part of the amplitude, and the minimum
in the angular distribution should move to larger angles.
This model has not, however, been studied in detail in
the resonance region.

In addition, there is an older class of two-amplitude
models developed to explain the forward minima seen
in the T = 1 angular distributions. In these models,
the DCX amplitude is divided into a b,T = 0 analog
component and a AT = 2 nonanalog component. For
T = 1 targets, both amplitudes contribute to the resid-
ual ground state, g.s. , which is also the DIAS, producing
the known interference. For a T = 2 target, the AT = 2
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TABLE I. Target properties. Two Fe targets were used.

Property

Areal density (g/cm )
Chemical form
Chemical purity (%)
Isotopic purity (%%uo)

Experimental resolution (MeV)
Ground state Q value (MeV)
DIAS excitation energy (MeV)

CaCO3

44Ca

1.5
with polyethylene binder

30
98.4 (enriched)

0.84
—2.9

9.0+0.2

56F

2.4 / 1.2
1010 steel

95
91.2 (n a tu r a 1)

1.00 / 0.64
—5.7

9.90+0.05

nonanalog strength leads primarily to the g.s. The DIAS
results almost solely from the analog strength, and the
angular distribution should resemble first-order calcula-
tions, rather than showing interference effects.

In this paper, we present measurements of 44Ca, Fe
(x+x ) to the residual ground states and DIAS from
100 to 300 MeV. We present the first T ) 1 angular
distributions measured at and above resonance energies.
Although naively we might expect deep forward minima
for T = 2 DIAS angular distributions, as are observed in

those on T = 1 targets, there are several reasons to ex-
pect shape changes, and these data test the predictions.

II. EXPERIMENTAL DETAILS

The measurements were made at the Clinton P. An-
derson Meson Physics Facility (LAMPF) with the En-
ergetic Pion Channel and Spectrometer (EPICS). De-
scriptions of the channel, spectrometer, and modifica-
tions for forward angle DCX measurements have been
presented elsewhere. '~ We note that the nonpion back-
ground is reduced to a negligible level with a system
that includes a Cherenkov detector, time-of-fiight mea-
surements, a stack of scintillators and carbon slabs for
rejecting muons, and angle check cuts to exclude pions
decaying in flight. Target properties are shown in Table
I. Pion DCX background does occur from contaminants
in the targets, but the contaminants are either isotopes
present in small amounts, such as other Fe isotopes, or
isotopes with much more negative Q values, such as ' C

(Q = —32.0 MeV) or ~sO (Q = —28.4 MeV).
The DCX data were normalized by measuring yields

for ~H (s'+s'+) H at 0 = 40', and comparing them to
cross sections calculated from x-nucleon phase shifts. 8

An angular distribution for tH (++ x+)tH showed that
any angle-dependent systematic errors are less than
Np. Cross sections were extracted with a line-shape
fitting code that uses the CERN M1NU1T optimization
package. The fitted line shape was a Landau distribu-
tion folded with a Gaussian required to fit elastic scatter-
ing spectra, thus taking into account both instrumental
resolution and straggling in the targets. The resulting
cross sections are given in Tables II, III, and IV. For the

Ni(g. s.) at 292 MeV, only upper limits of similar mag-
nitude were obtained at all angles, and we report only the
limit at O'. The systematic uncertainty in the absolute

TABLE II. Fe(x+ x ) Ni(DIAS) cross sections from
this work.

T (MeV)

100
120
164
164
180
180
180
180
180
180
180
230
292
292
292
292
292
292
292
292

8 (deg)

5
5
5
10
5
5

10
15
20
25
30

5
10
15
20
25
30
35

do/dA (nb/sr)

74 + 30
55 + 21
34+ 12
30 + 11

72 + 13
68 6 13
35+8
22+4
19+6
ll +5( 10

172 + 43
413 + 77
234 + 40
70 + 20
28 + 12
55 + 18
47 + 15
21 + 11
13 + 10

These cross sections result from a reanalysis of earlier data.

cross sections is about 10%.
Some spectra are shown in Fig. 1. Due to the relatively

poor signal-to-noise ratio at lower energies and at larger
angles, several sensitivity checks were performed on the
fitting procedures. In particular, different line shapes
(all required to fit elastic scattering), background shapes
(polynomial and exponential parameterizations), num-

bers of peaks, and statistics (g2 and Poisson2~) were all

tested. The systematic variations with model were found
to be typically half the quoted uncertainty. For exam-

ple, for the Fe 180-MeV angular distribution, the most
prominent model dependence is the choice of number of
peaks in the spectrum. Three peaks with an exponen-
tial background fit the data well (reduced y~ is about
1). Including additional small, but poorly determined,
peaks reduces the average level of the background curve,
and increases the number of DIAS counts. Removing all
non-DIAS excited states in the fit to these data would

decrease cross sections by about 10%.
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TABLE III. Fe(s'+ s ) Ni(g. s.) cross sections from
this vmrk.

T (MeV)

100
120
164
164
180
180
180
180
180
180
180
230
292

8 (deg)

5
5
5
10
5
5
10
15
20
25
30
5
5

der/dA (nb/sr)

& 28
61 + 20

33+ 9
6+6

22+ 8'
19+ 6
7+3
4+ 2

& 1

7+ 3
5+2
& 8

& 11"

III. DISCUSSION

In general, the overlap of the present data with pre-
vious results is good. Cross sections were extracted
for the ~2C (n.+x ) and ~sQ (sr+a ) reactions with
the CaCOs target, and the agreement with previous
measurements ~ is satisfactory despite large accep-

' These cross sections result from a reanalysis of earlier data.
Upper limits at larger angles at 292 MeV are slightly smaller

than at 5'.

tance corrections. The agreement of the Fe data with
our previous work2 is also good (see Fig. 2). Some of the
ss Fe excitation function data (see Table II and III) result
from a reanalysis of data previously presented. ~ 2s (On
average, the diA'erences are less than an error bar, consis-
tent with the remarks above. ) The extracted DIAS exci-
tation energy for Fe given in Table I (9.90 + 0.05 MeV)
is more reliable than our previous value due to more
precise energy calibration procedures and the improved
analysis, and is in better agreement with determinations
from s4Fe( He, n) Ni and Ni(p, t) Ni, which find E

9.97 MeV. 26

The 5' excitation-function data for Ca and Fe,
shown in Fig. 2, follow the systematics of T = 1 nuclei.
For energies above 1?0 MeV the cross section increases
with energy. In the 100—170 MeV energy range, differ-
ent T = 1 nuclei exhibit diferent patterns, but in the
present work the cross sections at these energies are not
well enough determined to distinguish between the differ-
ent behaviors. Ground-state transitions are peaked near
160 MeV as seen with other nonanalog transitions.

The Fe angular distributions are compared to theory
in Fig. 3. At 292 MeV, the reaction mechanism is be-
lieved to be simple and understood, due to the apparent
simplicity of the data. s First-order theories calculate
sequential charge exchange through the intermediate sin-
gle analog state, and qualitatively reproduce the data.
We see, however, that the first-order theory tends to un-
derpredict the cross sections at the larger angles relative

TABLE IV. Other (s'+ 7r ) cross sections from this work.

Reaction

'~C(s+ s )"O(g.s.)

' O(s+ s )"Ne(g. s.)

"Ca(s+ s )"Ti(g.s.)

Ca(s+ s ) Ti(DIAS)

T (Me V)

180
210
260
292
140
164
180
210
260
292
120
140
164
180
180
210
260
292
120
140
164
180
180
210
260
292

8 (deg)

5
5

5

5

5
5
5

5
5
5
5

5
5
5
10
5
5
5
5

5

5

10
5
5
5

do/dA (nb/sr)

383 + 75
262 + 48
88 + 58
60 + 31

492 +160
439 + 72
249 + 71
218 + 53
260 + 93
215 + 52
292 + 90
281 + 58
139 + 24
102 + 34
65 + 29

& 41
& 130
& 76

87 + 69
61 + 34
40 + 21
190 + 47
168 + 47
300 + 69

1013 + 188
587 + 106
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to those at forward angles. This behavior can also be
seen for ~ C, 0, and Mg at 292 MeV. a In general,
it is difBcult to increase the predicted cross section at
larger momentum transfers. The addition of short-range
correlations in some models decreases the predicted
cross sections at larger angles relative to those at smaller
angles. It is difIicult to assess whether this systematic
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FIG. 2. Excitation functions at 8 = 5' for Ca(x+ x )
DIAS (diamonds, multiplied by 10), Fe(x+ n ) DIAS (solid
circles from this work and open circles from earlier work ),
and Fe(x+ x ) Ni(g. s.) (solid squares from this work,
open squares from earlier work, multiplied by 0.1). The old

Fe(ir+ x ) DIAS data at 164 and 292 MeV has been offset
slightly for display purposes.
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FIG. 1. Examples of fits to the excitation energy spectra
for Fe(x+, x ) at 180 MeV. In (a), the sum of data at all

angles is shown. In (b), spectra at three angles are shown.
The error bars (lir) represent the statistical uncertainty of
the data. The fit to the data is shown as a solid line. In (a),
the dashed lines are the three peaks and the dotted line is the
exponential background used to parametnze the data. The
DIAS is at 9.90 + 0.05 MeV; the identity of the peaks 1.3
MeV below and 3.2 MeV above the DIAS is ambiguous. The
spectrum has not been corrected for spectrometer acceptance
as a function of excitation energy (a 3% effect).

discrepancy between data and theory results from prob-
lems in the optical potential or from the contribution of
some short-range phenomenon.

The ssFe data at 180 MeV resemble none of the pre-
dictions. One might naively expect the data to exhibit a
deep forward minimum, as has been observed in T = 1

nuclei, and as represented by the prediction for Fe
shown in Fig. 3. Alternatively, as in certain interference
models, one might expect the DIAS to be simply diffrac-
tive, as are T = 0 to T = 2 transitions at this energy,
as shown by the 180-MeV first-order curve in Fig. 3. For
another possibility, one might expect the isospin depen-
dence of the second-order optical potential to change the
angular distribution shape, as shown in the second-order
curve in Fig. 3. The data do not support any of these
expectations.

Additional points at 10' and 180 MeV for 4~Ca and
at 10' and 164 MeV for Fe indicate that the cross sec-
tions fall off more slowly with angle than one expects
based on measurements for T = 1 or T = 0 nuclei, but
the statistics are poor. Attempts were made to make ad-
ditional measurements at larger angles at 164 and 180
MeV for Ca, and at 164 MeV for Fe, but because of
limited statistics and a small signal-to-noise ratio it was
impossible to extract reliable cross sections.

In interpreting the disagreement between the second-
order isospin-dependent theory and the data, it is also im-

portant to recall that second-order p2 parameters are en-

ergy dependent, and the calculations presented use 164-
MeV parameters at 180 MeV. There are insufFicient data
at 180 MeV to repeat the fitting procedures of Greene et
al. , but we have estimated changes in the parameters



42 PION DOUBLE CHARGE EXCHANGE ON T=2 NUCLEI IN THE. . . 1933

~N

10

I
[

I
i

I

292 MeV
(x10)

180 MeV

MeV, the shape of which has not been adequately ex-
plained. While the quality of the data is not sufficient to
completely rule out any of the models, it does indicate
the need for improved reaction models at both resonance
and higher energies.

The state observed just below the DIAS for Fe may
be related to T& states observed in other nuclei. In the
present data at 180 MeV, one of the non-DIAS states
used had Ee = Ee(DIAS) —1.3 + 0.2 MeV, in agree-
ment with these observations. The cross sections for this
state were about 9 + 5 nb jsr at each angle. Thus, it is
diKcult to make strong conclusions about the shape of
the angular distribution.
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FIG. 3. Angular distributions at 292 (squares) and 180
MeV (circles) for Fe(z+ r ) DIAS. The Fe data at 292
MeV and the calculation have been multiplied by 10. The
calculations shown were done with the code PIESDEX, and
include a first-order calculation (solid curve), a second-order
calculation (dashed curve), and a second-order calculation for
the T = 1 nucleus Fe (long-short dashed curve). The first-
order calculation at 292 MeV has been normalized to the three
small-angle data points. The calculations at 180 MeV have
been normalized to the datum at 5'.

based on fits at 230 MeV, z zs and find no major change
in the predicted angular-distribution shape.

We conclude that the present data do not support
any of the standard DCX models for the resonance en-

ergy region. The 180-MeV Fe angular distribution
most closely resembles that for ' C (z'+ z ) DIAS at 164

IV. CONCLUSION

We have measured angular distributions and excitation
functions for (z+ m ) on two T = 2 nuclei. The excita-
tion functions are consistent with expectations based on
systematics from other nuclei. Angular distributions at
292 MeV systematically exceed first-order predictions at
the larger angles. The Fe angular distribution at 180
MeV is not in good agreement with any of the three pre-
dictions for its shape. These data indicate a need for
both improved reaction models at energies on and above
the A3~2 3~2 resonance and more precise experiments,
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