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A new experimental method has been implemented for precise measurements of neutron capture
cross sections in the energy range from 3 to 200 keV. Neutrons are produced via the Li(p, n)'Be re-

action using a pulsed 3-MV Van de Graaft' accelerator. The neutron energy is determined by the
time-of-flight (TOF) technique using flight paths of less than 1 m. Capture events are detected with

a 4~ barium fluoride detector. This detector is characterized by a resolution in gamma-ray energy
of 14% at 662 keV and 7% at 2.5 MeV, a time resolution of 500 ps, and a peak efficiency of 90% at
1 MeV. Capture events are registered with -95% probability above a gamma-ray threshold of 2.5
MeV. The combined effect of the relatively short primary flight path, the 10-cm inner radius of the

detector sphere, and of the low capture cross section of BaF2 shifts the background due to capture
of sample scattered neutrons in the scintillator to later TOF and therefore leaves the high-energy

portion of the TOF spectrum undisturbed. The high efficiency and good energy resolution for cap-
ture gamma-rays yields a further reduction of this background by using only the relevant energy
channels for data evaluation. In the first measurements with the new detector, the neutron capture
cross sections of Nb, ' Rh, and "'Ta were determined in the energy range from 3 to 200 keV rela-

tive to gold as a standard. The cross-section ratios could be determined with overall systematic un-

certainties of 0.7 to 0.8%,' statistical uncertainties were less than 1% in the energy range from 20 to
100 keV, if the data are combined in 20-keV wide bins. This represents an improvement of factors
5—10 compared to existing experimental methods. The necessary sample masses were of the order of
one gram. Maxwellian averaged capture cross sections were calculated in the temperature range
relevant for s-process studies. Severe discrepancies were found compared to the data reported in

literature.

I. INTRODUCTION

The accurate determination of neutron capture cross
sections in the keV neutron energy range is of interest in
two different areas.

(i) For nuclear astrophysics accurate data are required
for the quantitative investigation of nucleosynthesis in
the so-called slow neutron capture process or s process
for short. ' There, the fundamental quantity is the prod-
uct E, (0 ) ( A ), where X, denotes the isotopic abundance
and (0 ) the neutron capture cross section averaged over
a Maxwellian velocity distribution at a temperature of
kT=30 keV. In many actual problems it is sufficient to
know the ratio of this quantity for two isotopes of the
same element. In this case, the accuracy is clearly limited
by the cross sections since isotopic ratios are known with
uncertainties of less than 0.5% (Ref. 2). In favorable
cases, it is even possible to determine elemental abun-
dances with an uncertainty of 2% (Refs. 3 and 4), which
is still significantly better than the accuracy of present
cross-section measurements.

Detailed investigations during the last ten years
showed that the conclusions on the physical conditions
during the s process, such as temperature and neutron

density, are limited by the accuracy of the measured neu-
tron capture cross sections, and that uncertainties of 1%
or even better are highly desirable. This requires an im-
provement of present experimental techniques by factors
of 5—10, since the accuracy of the presently available data
is 5—10% and in many cases even worse.

(ii) In the field of applied physics neutron capture cross
sections in the keV energy range are required mainly in
fast reactor design. According to the world Request List
for Nuclear Data capture cross sections of structural
materials and actinide isotopes are needed with accura-
cies up to 1%.

The registration of a neutron capture event and espe-
cially the accurate determination of the cross section is
complicated by the fact that there is no unique signature
in the exit channel, as, e.g. , in (n, p) or (n, a) reactions.
The capture process results in a cascade of prompt gam-
ma rays, the multiplicity and the energies of the individu-
al gamma rays being determined by the transition proba-
bilities to a great variety of nuclear levels. The only fixed
quantity is the sum energy of the cascade that corre-
sponds to the binding energy of the captured neutron (6
to 8 MeV for most isotopes of interest for s-process stud-
ies) increased by the kinetic energy of the captured neu-
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tron (3—200 keV). For isotopes with Z) 26, the level den-

sity at excitation energies of several MeV is so large that
the capture cross section is spread over many possible
cascades. According to statistical model calculations for
neutron capture in gold, more than 4000 cascades have
to be considered in order to cover 95% of the cross sec-
tion (see Sec. IV). For Fe, a typical isotope with inter-
mediate mass, the respective number is still 300 (Refs. 8
and 9). The average gamma-ray multiplicity of the cas-
cades is 3 to 4 with maximum values of up to 10.

The accurate determination of the cross section re-
quires a detector with an efficiency independent of the in-
dividual gamma-ray cascades. Since only a comparative-
ly low neutron flux is available at the sample position, rel-
atively large sample masses have to be used in order to
obtain sufficient statistics. The corresponding corrections
for neutron multiple scattering and self-absorption and
for absorption of capture gamma rays represent a second
major problem for reliable measurements.

After three decades of neutron capture cross-section
measurements with large liquid scintillator tanks, ' '"
Moxon-Rae detectors, ' and C6D6 or C6F6 detec-
tors, ' ' the potential of these techniques seems to be ex-
hausted. As mentioned already, the related accuracies
are limited to about 5%.

In case of the liquid scintillator tank, the main prob-
lems arise from the poor energy resolution of the scintil-
lator material. A significant fraction of events is regis-
tered with low pulse height only and thus is buried under-
neath a background due to natural radioactivity and to
capture of scattered neutrons in the hydrogen of the scin-
tillator. The necessary extrapolation of the pulse height
spectrum to low energies yields systematic uncertainties
of the order of 10%%uo. Therefore, this method was aban-
doned relatively soon. Better results were obtained with
Moxon-Rae detectors and with small hydrogen-free C6D6
or C6F6 liquid scintillators in combination with the pulse
height weighting technique. In the latter cases, on aver-
age only one gamma ray is detected from the capture cas-
cade due to the low detector efficiency, The efficiency for
the entire capture cascade has therefore to be determined
via the pulse height observed in the detector. This is
complicated and requires accurate calculation or mea-
surement of the efficiency for monoenergetic gamma rays
and the related pulse height distribution. In this pro-
cedure, all materials near the scintillator need to be con-
sidered, because energetic electrons created by capture
gamma rays outside the scintillator may be detected as
well, thus increasing the efficiency. This problem was
discussed in detail recently, ' ' and is hard to solve with
high precision. As a result, many of the previously pub-
lished cross sections exhibit discrepancies, which
significantly exceed the quoted accuracies. A prominent
example is the capture cross section in the 1.18-keV reso-
nance of Fe (Refs. 17, 18, and 19), but also for the iso-
topes of the present investigation one finds severe
discrepancies between the data of Refs. 20, 21, 22, and
our first experiment (see Sec. VII).

The difficulties related to the sample mass may be illus-
trated by the following comparison: In the measure-
ments of the neutron capture cross sections of Nb,

Rh, and ' 'Ta carried out at the Oak Ridge Electron
Linear Accelerator (ORELA), sample masses of 10
to 30 g were used, whereas 1.5 to 6 g were sufficient in
Van de Graaff experiments. For example, the correc-
tions for multiple scattering and self-shielding in the Nb
measurements of Refs. 7 and 22 were 5 and 14% at 200-
keV neutron energy, respectively.

The desired improvement could be realized with a new
capture detector, the Karlsruhe 4m Barium Fluoride
(BaF2) Detector. This detector combines about 100%
efficiency for gamma rays up to 10 MeV with good ener-

gy and time resolution. The full potential of this detector
can best be used in connection with a Van de Graaff ac-
celerator for neutron production via the Li(p, n ) Be reac-
tion, where short flight paths of less than one meter can
be used in time-of-flight (TOF) experiments (see Sec. II).
The detector, originally planned to be built from bismuth
germanium oxyde (BOO), was proposed in 1983 (Ref. 23).
The design studies and preliminary results from proto-
type crystals have been published in Refs. 24—26. The
final detector and the experimental technique is described
in detail in Ref. 27. In the present paper, we present re-
sults of the first measurements that were used to study
the procedures of data acquisition, data evaluation, and
to optimize the experimental setup. Samples were the
stable monotopes Nb, ' Rh, and ' 'Ta as well as ' Au
that was used as a cross-section standard. These isotopes
cover the entire mass range of interest for the astrophysi-
cal application and exhibit significantly different nuclear
properties, i.e., level densities and neutron binding ener-
gies, to investigate the respective detector response.
Furthermore, these samples are easily available with high
purity, and the cross sections have previously been stud-
ied in detail. ' In case of ' 'Ta, it is also possible to
check the results by an independent activation experi-
ment that is presently under way.

A first approach to measure neutron capture events
with a 4m detector of good energy resolution and high
efficiency was reported by Muradjan et al. (Ref. 29).
However, the use of NaI(T1) as detector material did not
allow for precise measurements in the keV neutron ener-

gy range. The same holds for a spectrometer recently de-
scribed by Block et al. (Ref. 30). Both instruments are
well suited for measurements in the eV range, where the
detector can be shielded from neutrons scattered in the
sample. The use of BGO as detector material was real-
ized by Yamamoto et al. ,

' but their design is simpler
and less efficient compared to the present setup and,
hence, cannot yield the accuracy aimed at in our study.
Presently, another 4~ BaF2 detector is under construc-
tion at the Los Alamos Neutron Scattering Center
(LANSCE), in Los Alamos, which has about the same
efficiency as the Karlsruhe detector.

II. EXPERIMENTAL METHOD

A detector for the accurate determination of neutron
capture cross sections must meet the following require-
ments: (i) efficiency of about 100% for gamma-ray ener-
gies up to 10 MeV; (ii) good energy resolution (10% at 1-
MeV gamma-ray energy); (iii) good time resolution
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(iii) The good energy resolution causes the capture
events to be concentrated in a line in the sum energy
spectrum. About 95% of the capture events are regis-
tered with a sum energy of more than 2.5 MeV, well
separated from most of the background. The correlated
systematic uncertainty in the present experiment was
found to be 0.6% and will be reduced by further improve-
ments (see Sec. VIII).

(iv) Due to the small capture cross sections of the bari-
um isotopes, the detector exhibits a very low neutron sen-
sitivity: About 90% of the sample scattered neutrons es-
cape from the scintillator material without producing a
background signal.

(v) The short primary flight path of 77 cm and the
inner radius of the detector of 10 cm guarantees that part
of the TOF spectrum at high energies is completely un-
disturbed by background from sample scattered neutrons.
This is important as this part offers optimum signal to
background ratio and is used for normalization (see Sec.
IV D). As shown in Ref. 27, it is possible to cover the to-
tal energy range from 30 to 200 keV neutron energy free
from this type of background by choosing different pro-
ton energies in subsequent experimental runs.

(vi) Background from sample scattered neutrons will
disturb the measured effect at lower neutron energies.
Since these neutrons are scattered 20 times on average be-
fore they are captured in the scintillator, most of these
events are delayed in time due to their additional flight
path and their decreasing velocity. Therefore, they fall
partly in a TOF interval, where no primary capture
events are observed, and do not affect the measurement.
It has to be mentioned that features (v) and (vi) are lost in
Linear Accelerator (LINAC) experiments where flight
paths of 10 m or more have to be used.

(vii) According to the large binding energies of ' Ba
and ' Ba, capture events in barium are concentrated in
the sum energy spectrum at about 9 MeV. If the binding
energy of the measured isotope is below this value, these
background events can be efficiently suppressed. This is
the case for most isotopes of interest for nuclear astro-
physics.

(viii) The high efficiency for capture events allows to
use rather small samples. In this first measurement on

Nb, ' Rh, and ' 'Ta, sample masses of 0.5 to 1.6 g were
found to be sufficient, 13 to 27 times less than in LINAC
experiments and 3 to 6 times less than in our previ-
ous experiment with Moxon-Rae detectors. Corre-

spondingly, corrections for gamma-ray self-absorption
are negligible, and those for neutron multiple scattering
and self-shielding are of the order of l%%uo for most of the
covered energy range (see Sec. IV). With the improve-
ments discussed in Sec. VIII it will be possible to reduce
the sample mass further by a factor of 2 to 3.

(ix) The 4m. geometry of the detector makes the mea-
surement insensitive to a possible angular anisotropy of
the capture gamma rays. Furthermore the problem of
gamma-ray self-absorption is reduced compared to the
common geometry where the gamma-ray detectors are
located perpendicular to the sample and beam axis and
registrate only one photon of the capture cascade.

III. MEASUREMENTS

A. Neutron source

The measurements were performed at the Karlsruhe
3-MV Van de Graaff accelerator. The important parame-
ters of the neutron source are compiled in Table I. Neu-
trons are produced via the Li(p, n ) Be reaction. The
pulsed proton beam hits a metallic lithium target of 6-
mm diameter and -2-mg/cm thickness evaporated onto
a 0.3-mm thick copper backing. The target is cooled via
heat conduction by water flowing in a closed tube about 3
cm behind the lithium target. This cooling proved to be
sufficient for the low beam currents applied in the present
experiment, and replaced the previously used direct cool-
ing of the target backing by an open water flow that did
not allow for reliable monitoring of the neutron flux (see
below).

The proton energy was adjusted 100 keV above the re-
action threshold of the Li(p, n) Be reaction, yielding a
continuous neutron spectrum in the energy range from 3
to 200 keV at the sample position, which covers the en-
tire energy range of interest for s-process studies. An ad-
ditional run was performed with the proton energy 30
keV above threshold, restricting the neutron energy
range from 3 to 100 keV. In this case, the signal to back-
ground ratio at low neutron energies is significantly
better than for the first run due to the reduced integral
neutron flux.

The repetition rate of the accelerator was chosen to
250 kHz and the correlated beam current is 2 pA.
Though the primary neutrons pass the sample at 77-cm
distance from the target in a time interval of only -700

TABLE I. Important parameters of the neutron source.

Accelerator:
Proton energy:

Repetition rate:
Pulse width:
Beam intensity:
Neutron beam:

Neutron target:

Flight path:

3-MV Van de Graaff
30 and 100 keV above the threshold of the

'Li(p, n)'Be reaction at 1.881 MeV
250 kHz
2 ns
2 pA
Continuous neutron spectra in the energy ranges
from 3 to 100 keV and 3 to 200 keV, collimated to
25-mm diameter at the sample position
Metallic lithium (-2 mg/cm ) evaporated onto water
cooled copper backing (0.3-mm thickness)
77 cm
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ns, the low repetition rate was required to avoid overlap
with the time-dependent background due to sample scat-
tered neutrons, which appears with delays of up to 3 ps.

The neutron target is surrounded by a shield of —1 m
volume. The inner part consists of blocks casted from
boron carbide and araldite mixed in a ratio of 4:1 by
weight. The central part of the collimator defining the
neutron beam is made from separate pieces that can be
changed if a different diameter is desired. Optionally,
pieces made from isotopically pure Li carbonate can be
used as well. In the present geometry, the beam diameter
at the sample position is 25 mm. The central part of the
collimator is surrounded by at least 25 cm of boron load-
ed paraffin. Towards the BaF2 detector, gamma rays pro-
duced in the neutron target and in the collimator are
suppressed by 10-cm lead.

The required quality of the collimator can be estimated
from the following numbers: Of the -2X10 neutrons
produced per second in the neutron target, —8X10 s
strike the sample and only -10 n/s are captured. There-
fore, the shielding factor of the collimator has to be
larger than —10 to avoid unacceptable backgrounds.

B. The Karlsruhe 4m. barium fluoride detector

The Karlsruhe 4m. BaF2 detector is used for registra-
tion of the capture events. The detector consists of 42
crystals shaped as hexagonal and pentagonal truncated
pyramids. Each crystal is covered by a reflector and a
canning of 0.5-mm total thickness, and is viewed by a 5-
inch phototube with quartz window (EMI 9823 QKA),
thus representing a complete gamma-ray detector. The
individual detector modules are mounted in a spherical
honeycomb structure made from aluminum, so that they
can be replaced and adjusted individually. The detector
is subdivided into two parts fixed in octagonal frames,
which can be moved on rails independent of each other
over a maximum distance of 1.5 m. In this way, the
detector can be opened for easy access of the samples or
it can be shifted as a whole in order to change the flight
path between neutron target and sample.

In the present state the detector is used as a calorime-
ter and only the sum energy signal and the TOF are
recorded together with a 42 bit pattern indicating those
modules that have detected the event. We have begun
the installation of an analog-to-digital (ADC) data con-
version system by which gamma-ray energy and TOF can
be recorded for each detector module separately. Within
20 ns a decision is made whether the sum energy of a par-
ticular event exceeds a threshold of typically 2 to 3 MeV
in order to suppress low-energy backgrounds. To this
end, only the fast component of the scintillation light of
all 42 detector modules is added in a linear fan-in
module. The corresponding fast sum energy signal is 10
ns wide and carries still an energy resolution of —15% at
3-MeV gamma-ray energy. In principle, it is desirable to
keep this threshold as low as possible but due to the limit-
ed storage capacities of the magnetic tapes it has to be
adjusted to about 2.5 MeV. With this procedure, a mas-

ter gate is produced, which opens the linear gates for
those detector modules that have triggered the constant
fraction discriminators (CFDs; threshold 50 keV). Then,
the slow signals of these modules, which carry the energy
information, pass the linear gates and are added in a
linear fan-in module to a sum energy signal with good
resolution. Simultaneously, a timing signal is derived
from a fast 42-fold oR unit, which is fed by the CFDs of
the individual detector modules. A leading edge discrim-
inator produces a second logic signal for detector
identification.

The complete detector is under computer control using
CAMAC modules for constant fraction and leading edge
discriminators, delays, high voltage power supplies,
linear gates, scalers, and multiplexers. This allows for au-
tomatic gain and delay adjustments, threshold settings,
etc., via computer software. During the experiments,
long term stability is maintained using the internal cali-
bration provided by the a lines from radium impurities in
the crystals. These a signals can easily be separated from
gamma-ray events by a simple pulse shape analysis.

About 50% of the electronics is used for detector sur-

vey in order to ensure reliable long term operation. A
generous fan-out capacity and a set of six multiplexers al-

low to observe all improvement signals of any detector
module on oscilloscope, to determine the respective count
rates, or to use them in further processing without dis-

turbing data acquisition during an experiment.
The resolution of the sum energy is 14.3% at 662 keV,

7.1% at 2.5 MeV, and 6.0% at 6.1 MeV; it follows the
I/&E law up to energies of -3 MeV. A peak efficiency
of 93% is obtained for the ' Cs line (662 keV), and for
the higher energies of the Co source (1.17/1.33 MeV)
the peak efficiency is 82%. The respective values for the
escape probability are 1 and 2%%uo. A time resolution of
630 ps was measured with a Co source for twofold coin-
cidences using one detector module for the START and all
other modules for the sTQP signal (for details see Ref. 27).

During the experiments, each event is stored as a 64 bit
word on magnetic tape; this information is composed of
sum energy (11 bit), TOF (11 bit), and detector
identification (42 bit). Simultaneously, a two-dimensional
spectrutn consisting of sum energy (7 bit) vs TOF (11 bit)
is accumulated in a metastore device, and up to four
one-dimensional control spectra are recorded by a
separate increment unit. During the sample change (see
below), a new list mode file for the next sample is created
on magnetic tape and the two-dimensional spectrum is
added to a sum file that is stored on disk for each sample
separately. Also the control spectra are transferred to
disk. The two-dimensional spectra containing the full
statistical information are always available for inspection
and survey of the actual measurement.

This first measurement has been performed with 40 in-
stead of 42 detector modules with two free positions at
the entrance and exit of the neutron beam. In this way,
the solid angle covered by the detector is reduced to 95%
of 4m. , affecting the efficiency and the shape of the capture
gamma-ray spectrum (see Sec. IV). Crystals with a cen-
tral hole of 5-crn diameter will be available in future ex-
periments to reduce these remaining gaps.



1736 K. WISSHAK, F. VOSS, F. KAPPELER, AND G. REFFO 42

C. Monitor detectors

The measuring time necessary to accumulate suScient
statistical accuracy is about 1 to 2 weeks for each choice
of the proton energy. Using the accumulated charge of
the proton beam current for defining the measuring time
per sample implies a systematic uncertainty: Since the
neutron yield of the lithium target is slightly decreasing
with time, the first sample in a cycle is systematically ir-
radiated with a higher neutron flux compared to the last
sample. To correct for this effect, we used the data mea-
sured with two Li glass monitor detectors: A pulse
height spectrum is recorded from monitor 1 which is lo-
cated inside the neutron collimator at a distance of -20
cm from the neutron target. The signal from this detec-
tor corresponds to the integral neutron flux, but does not
distinguish between time-correlated and moderated neu-
trons. Therefore, a TOF spectrum is accumulated with
the second detector (monitor 2) in the direct neutron
beam at a flight path of -2.5 m, which determines the
time-correlated integral neutron flux. Since it is looking
at the neutron target through the samples, its spectrum
has to be corrected for the sample transmission; in gen-
eral, these values are larger than 98% (see Sec. VI) The
two monitor detectors offer an independent normaliza-
tion of the integral neutron flux per sample.

D. Samples

A sample changer driven by a computer controlled
stepping motor is installed at the detector. The samples
are fixed on two parallel steel wires of 0.1-mm thickness
at distances of 10 cm from each other. A set of eight
samples was mounted on the sample changer and moved
cyclically into the measuring position in —10-min inter-
vals as defined by accumulating the proton beam current
up to a preselected charge. In order to pass the sample
changer vertically through the detector, a rectangular
grove of 30 X 10 mm was milled in two opposite crystals
and in the honeycomb structure. The important parame-
ters of the samples are compiled in Table II. In addition
to the isotopes under investigation, i.e., Nb, ' Rh, and
' 'Ta, two identical ' Au samples were used as cross-
section standards. The two gold samples allow us to
check the normalization to equal neutron flux and to ver-
ify the subtraction of the various background com-
ponents. In addition, an empty position is used to deter-

mine the sample-independent background that is mainly
due to natural radioactivity and to neutrons escaping
from the collimator or scattered in the air along the flight
path. Air scattered neutrons cause a background that
exceeds that from scattering in the gold samples by
-50%; therefore, an evacuated tube will be installed
along the flight path in future experiments. Finally, a
graphite sample is used to simulate the background from
sample scattered neutrons, and a Co sample serves for
verification of the neutron enegy scale via the positions of
several well defined neutron resonances.

E. Measurements

Three measurements have been made, two with a max-
imum neutron energy of 100 keV and one with 200 keV.
In the first case, data were recorded in a TOF range of
—1.2 ps, covering the neutron energy range down to -2
keV. In these runs, the threshold in the sum energy spec-
trum was adjusted at 2.6 MeV, yielding a total count rate
of -0.5 kHz. Most of the recorded events are due to
background from the radium impurities in the BaF2 crys-
tals with sum energies below 3 MeV and multiplicities 1

and 2 (see Sec. IV). In run III, the time interval for data
acquisition was reduced to -0.7 ps corresponding to a
minimum neutron energy of -6 keV; the sum energy
threshold was lowered to 2.3 MeV yielding about the
same integral countrate of 0.5 kHz. In the total measur-
ing period of 2 weeks, 50 high density magnetic tapes
were required containing a total information of -5
Gbyte. Time and energy calibrations of the electronics
were performed every second day.

IV. DATA EVALUATION

A. Processing of list mode data

In a first step, the data stored on magnetic tape were
converted into two-dimensional TOF vs sum energy spec-
tra. In runs I and II, where a time range of 1.2 ps was
covered, the spectra contained 2048 X 128 channels, while
the shorter time range in run III required only 1024 X 128
channels. The respective calibrations were 0.72
ns/channel for the TOF and 86 keV/channel for the sum
energy spectra. The event multiplicity was determined
from the 42 bit pattern defining the involved detectors.

TABLE II. Compilation of relevant sample data.

Sample'

(1) AU I
(2) Graphite
(3) Ta
(4) Rh
(5) Nb
(6) Co
(7) AU II
(8) No sample

Thickness
(mm)

0.25
0.50
0.15
0.10
0.50
1;00
0.25

Thickness
(10 ' A/barn)

1.5099
4.0561
0.8092
0.7917
2.8923
9.0032
1.5050

Weight
(g)

1.8772
0.3075
0.9242
0.5142
1.6961
3.349
1.8711

Purity
(%)

99.99

99.9
99.9
99.9

99.99

Neutron binding
energy (MeV)

6.5127

6.0629
6.9996
7.2295
7.4916
6.5127

'Metallic samples of,22-mm diameter.
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Separate spectra were determined for events with multi-

plicities 1, 2, 3, 4, and ~ 5; these five spectra per sample
were found to be sufficient for further evaluation. In
principle, spectra for higher multiplicities could be con-
sidered as well; however, since spectra from eight samples
are recorded simultaneously, data analysis would become
increasingly time consuming.

True capture events are concentrated at higher multi-
plicities. In general about 50%%uo of the capture events are
observed in the spectrum with multiplicities 5, while
only —1% have multiplicity 1. On the contrary, the
background decreases rapidly with increasing multiplici-
ty because it is dominated by the radium impurities in the
BaF2 crystals; this component is concentrated in the
spectra with multiplicity 1 and 2. Therefore, the small
fraction of capture events observed with multiplicities 1

and 2 is difficult to determine. For the absolute normali-
zation of the cross section, however, this contribution
cannot be neglected. To improve the signal to back-
ground ratio in the spectra with low multiplicity, the data
sorting was repeated by eliminating those events, where
only neighboring detectors had contributed. Events re-
jected in this way are with high probability due to back-
ground from radium impurities, which is dominated
above 2 MeV by the decays of ' Bi and Tl, where an
electron is emitted in prompt coincidence with one or
two gamma-rays; these events have a high probability for
triggering two or three neighboring detecor modules.
This selection criterion also removed background events
due to neutron captures in the scintillator, since the cap-
ture cascade originates inside a detector module. In con-
trast, there is only a very small probability that all
gamma-rays from true capture events in the sample
should be absorbed in neighboring detector modules.

With this additional criterion, -70%%uo of the low-

energy background in the spectra with multiplicity 2, and
40% in the spectra with multiplicity 3, could be rejected.
It also eliminates —50% of the background from scat-
tered neutrons, whereas only -2%%uo of the true capture
events are lost. In order to ensure that this criterion does
not systematically affect the results, the complete data
evaluation was performed twice using the original data as
well (Sec. V). A fully detailed report on data evaluation,
calculation of correction factors, and the results of indivi-
dual runs and evaluation methods is given in Ref. 36. In
that same reference the signal to background ratio as a
function of multiplicity is illustrated at the example of
the two-dimensional spectra measured with the gold and
rhodium samples.

measured with monitor 2 was divided into four energy
bins, the respective integrated rates were corrected for
the transmission, and the results were again compared for
the different samples. The average transmission was
found to be 0.983, 0.975, 0.993, and 0.992 for the gold,
niobium, rhodium, and tantalum samples, respectively
(see Ref. 36). The two completely independent pro-
cedures yielded consistent results within uncertainties
(Sec. VI). The averaged corrections from both pro-
cedures, which are smaller than -0.5%%uo, were finally
adopted in further analysis.

C. Sample-independent background

At first, the spectrum recorded with the empty position
of the sample changer was subtracted from the other
spectra for the recorded five multiplicities separately. By
this procedure all time-dependent and time-independent
backgrounds correlated with the neutron source were
considered; these are mainly due to capture of moderated
neutrons, escaping from the collimator and to capture of
neutrons scattered in the air along their flight path.
Simultaneously, the overwhelming part of the time-
independent background due to natural radioactivity and
to gamma-rays from the collimator is eliminated, too.
However, minor parts of these background components
are still present or have been overcompensated, since the
spectra have been normalized to equal neutron intensity
and not to equal time or beam current.

In a second step, this remaining time-independent
background was removed from the spectra by integrating
a time interval of —100 ns prior to the prompt gamma-
ray peak corresponding to neutron flight times of 3.9 ps.
According to Monte Carlo studies, no time-dependent
effects are expected at such long flight times. This was
verified experimentally by dividing that interval in two
equals parts: The respective integrated count rates were
indeed equal. These corrections are demonstrated for the
gold and the rhodium samples in the upper and rniddle
part of Fig. 2. Now, the capture events concentrated at a
sum energy of 6.5 and 7.0 MeV, respectively, and the
remaining background due to capture of sample scattered
neutrons concentrated around 9 MeV can clearly be dis-
tinguished. For gold, the scattering to capture ratio at 30
keV is 22 and for rhodium 8. This difference is clearly
reflected in the observed background intensity. The
respective numbers for niobium and tantalum are 28 and
13, which yields compatible signal to background ratios.

D. Sample scattered neutrons

B. Normalization to equal neutron flux

Due to the cyclic transfer of the samples into the
measuring position in the center of the detector and due
to the decrease of the neutron yield with time, the first
sample in a cycle is exposed to a slightly higher neutron
dose than the last sample. The corresponding correction
factors have been calculated in two independent ways.
First, the peak in the analog spectrum recorded from the
monitor 1 was integrated and the results were compared
for the different samples. Secondly, the TOF spectrum

The projection of a background corrected spectrum
measured with the graphite sample is shown in Fig. 3.
Since neutron capture in carbon can be neglected, the
spectrum contains only events due to capture of sample
scattered neutrons in the scintillator. Capture in ' Ba
and ' Ba with binding energies of 9.11 and 8.61 MeV, re-
spectively, dominates the spectrum. A considerably
smaller effect is due to ' Ba and '368a (6.97- and 6.90-
MeV binding energies), whereas the contribution from

Ba at 4.72 MeV is almost negligible because of its small
cross section. This holds the more for capture events in
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FIG. 3. Sum energy spectrum measured with the graphite
sample, showing the energy distribution due to neutron capture
in the BaF2 scintillator. The dashed energy range was used to
determine the normalization factor for background subtraction.

only purpose of the carbon spectrum is to determine the
ratio of the scattering background of the even and odd Ba
isotopes, since only the latter interfere with the true
events. In this way, the correction for neutron scattering
can be carried out reliably including its correct energy
dependence. The only plausible assumption that still has
to be made is that the ratio for capture of scattered neu-
trons in the odd and even barium isotopes is sample in-
dependent. The final, background corrected spectra are
shown in the lower part of Fig. 2.
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E. Determination of the cross-section shape

In Fig. 4 the sum energy spectra of gold and rhodium
are plotted for different multiplicities. These spectra are
obtained by projecting the two-dimensional distributions
in the TOF range with optimum signal to background ra-
tio (see Sec. IVF below). The arrows in Fig. 4 indicate
the energy regions for which the two-dimensional distri-
butions were projected on the TOF axis to obtain favor-
able signal to background ratios. These spectra were
then used to determine the cross-section shape after sum-
mation over all multiplicities (Fig. 5). For comparison
this figure contains also the background due to capture of
sample scattered neutrons that has been subtracted be-
fore. The time shift between the primary capture events
and the delayed background is clearly visible. This delay
leaves the neutron energy interval from 150 to 200 keU
completely undisturbed. In contrast to the sharp onset of
the capture events, the background is spread in time due
to the fact that the neutrons are scattered 20 times on
average before they are captured in the scintillator. Fig-
ure 5 demonstrates that a signal to background ratio
larger than unity is achieved down to neutron enegies
around 10 keV; better signal to background ratios at low
neutron energies are obtained in runs I and II with the
lower maximum neutron energy of 100 keV.

At this point it should be mentioned that the use of
NaI(Tl) as a detector material is completely ruled out for
measurements in the keV neutron energy range. As cal-
culated in Ref. 27, in this case more than 60%%uo of the neu-

trons are captured in the scintillator after a few scattering
interactions without significant delay. Since the binding

energy of iodine is the same as for gold, these events can-
not be separated from true capture events in the sum en-

ergy spectrum. The ratio of scattering to capture cross
section in gold being -20 implies that the background

n0
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FIG. 5. TOF spectrum used for the determination of the
cross-section shape. The region for absolute normalization is

shaded. The background due to sample scattered neutrons that
was subtracted before is shown separately.
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FIG. 4. Sum energy spectra of gold and rhodium as a func-
tion of multiplicity. The regions used for determination of the
cross-section shape are indicated by arrows.
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dominates by a factor of 10 over the true capture events.
For keV neutron energies it is impossible to shield the
scattered neutrons from the detector without destroying
the energy resolution and hence the well defined detector
efficiency (see Sec. IV F below).

F. Absolute normalization of the cross sections

For absolute normalization, the total efficiency for cap-
ture events has to be determined. For this purpose, the
sum energy spectra were projected in the TOF region
with optimum signal to background ratio as indicated by
the shaded region in Fig. 5, e.g. , between channels 600
and 699. The resulting spectra are shown in Fig. 4. The
total detector efficiency can be determined from these
spectra after correction for the number of events falling
below the experimental thresholds of 2.3 or 2.6 MeV (see
Sec. IV 6 below).

It is obvious from Fig. 4 that the number of capture
events in the spectrum with multiplicity 1 is difficult to
define at low sum energies due to statistical fluctuations.
To reduce this problem, the ratio of the integrated count
rates of these spectra and of the respective count rates at
high sum energies, where statistics are much better, i.e.,
above channel 54, was plotted for all higher multiplici-
ties. The resulting distribution was then extrapolated to
multiplicity 1. In this way, a somewhat better accuracy
was obtained for the normalization factor.

The cross-section ratio of isotope X relative to the gold
standard is then

0 '(x) Z'(X) yZ(Au)
X

o;(Au) Z;(Au) XZ (X)

XE (X) m (Au)
XE(Au) m (X)

In this relation, Z; is the count rate in channel i of the
TOF spectrum, XZ is the integral TOF count rate in the
interval used for normalization (see Fig. 5), XE is the to-
tal count rate in the sum energy spectrum for all multipli-
cities summed over the normalization interval (see Fig.
4), and m is the sample thickness in units of atom/barn.
The correction factor I'

&
is the ratio of the capture events

below the threshold for sample and reference sample (Sec.
IV G), and F2 the respective ratio of the multiple scatter-
ing corrections (Sec. IV H).

G. Correction for capture events
below the experimental threshold

In the sum energy spectra for normalization of the
cross section, XE(X) (Fig. 4), a certain fraction of cap-
ture events falls below the electronic threshold of 2.3 or
2.6 MeV. This unobserved part may be different for sam-
ple and reference sample according to the differences in
binding energies, capture gamma-ray spectra, and aver-
age cascade multiplities. This difference is taken into ac-
count by the correction factor

F)= 100—f(Au)
100—f (X)

where f is the fraction of unobserved events in (%%uo).

F, has been calculated as described previously. For
this purpose two pieces of information are necessary: the
individual neutron capture cascades and their relative
contribution to the total capture cross section as well as
the detector efficiency for monoenergetic gamma-rays in
the energy range up to 10 MeV.

The capture cascades and capture gamma-ray spectra
of the involved isotopes have been calculated according
to the statistical and optical model as discussed in detail
in Ref. 7. Meanwhile, the computer codes have been
modified to yield the energies for the individual gamma-
rays as well as the partial capture cross sections related
with the possible gamma-ray cascades. All cascades
necessary to account for 95% of the total capture cross
section were considered. Depending on the level densi-
ties, the partial cross sections per cascade can be very
different for the investigated isotopes. In case of gold,
only 10% of the capture cross section are covered by the
20 most probable cascades; consequently, more than 4000
cascades are necessary to cover 95% of the gold cross
section. For rhodium, the corresponding numbers are
40% and only —300 cascades (see Ref. 36). The average
multiplicities are surprisingly constant and vary between
3.6 and 4.2.

The efficiency for monoenergetic gamma-rays of a
spherical BaFz shell with 20-cm inner diameter and 15-
cm thickness was calculated analytically in steps of 1

MeV up to 10 MeV as described in Refs. 8 and 37. These
calculations have been performed with different assump-
tions for multiple Compton events resulting in an op-
timistic and a pessimistic estimate for the peak efficiency
SW(MAX) and SW(MIN). Measurements of the detec-
tor efficiency with calibrated sources showed that the
actual efficiency can be approximated by

EFF=—', SW(MAX)+ —,'SW(MIN) . (2)

Using the above information, the sum energy spectrum of
the detector was determined in the following way: The
registration probability for each gamma-ray of a capture
cascade was derived by a linear interpolation between the
calculated values. Then, the sum energy spectrum was
determined for each cascade, and the final spectrum was
obtained by summation of the individual spectra accord-
ing to their partial capture cross sections.

In the calculation it was taken into account that only
40 out of 42 detector modules were actually installed. Al-
lowing in addition for 1% losses through the gaps be-
tween the BaF2 crystals, only 94% of 4m. were covered by
active material. Gamma-rays below SO keV were rejected
to account for the electronic thresholds. The calculated
results for the fraction f of events below threshold ener-
gies of 2.0, 2.5, and 3.0 MeV in the sum energy spectrum
are given in Table III for the two estimates of the peak
efficiency. The final correction factors F, were calculated
as the mean of the two possibilities and were interpolated
to the actual threshold energies. For comparison, the
corresponding f values for an ideal 4m detector (full solid
angle, no electronic thresholds) are given as well.

In the present first experiment, the design value of
95%%uo efficiency could not be reached. In the future, two
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TABLE III. Calculated fraction of unobserved capture events, f (%), and the corresponding correction factors, F~, for the cross-
section ratios.

Sample 2.0
Threshold in sum energy (MeV)

2.32 2.5 2.67 3.0
Assumption for

gamma-ray efficiency

Solid angle 94%%uo, gamma-ray threshold 50 keV

f(Au)
f(Nb)
f(Rh)
f(»)

5.25
5.56
3.77
3.68

7.78
7.87
5.89
5.67

10.87
9.96
9.12
9.45

SW(MAX)

f(Au)
f(Nb)
f(Rh)
f(Ta)

6.19
6.09
4.73

4.48

8.99
8.85
6.91

7.37

12.50
11.35
10.43

12.06

SW(MIN)

Fl (Nb/Au)

Fi (Rh/Au)

F, (Ta/Au)

1.0011
0.9846
0.9829

1.0003
0.9809
0.9812

0.9998
0.9788
0.9801

0.9960
0.9788
0.9834

0.9885
0.9789
0.9897

~
SW(MAX)+

2
SW(MIN)

Solid angle 100%, gamma-ray threshold 0 keV

f(AU)
f(Nb)
f(Rh)
f(Ta)

2.95
2.78
2.01
1.63

4.31
3.27
3.78
2.93

6.18
5.20
6.08
5.19

SW(MAX)

f(Au)
f(Nb)
f(Rh)
f(Ta)

3.52
2.98
2.71
2.14

5.20
4.05
4.29
3.80

7.31
5.88
6.51
6.50

SW(MIN)

additional crystals with a central hole of 50-mm diameter
will be introduced at the neutron beam entrance and exit,
which will cover 80% of the space presently not filled by
detector material. Moreover, the seven crystals with the
largest radium content have been replaced, thus reducing
the correlated background by 40%. With these improve-
ments, it will be possible to increase the total efficiency
finally up to values of 97—98 %.

In Fig. 6 the calculated sum energy spectra for gold
and rhodium are displayed separately for the two
different assumptions of the detector efficiency. Compar-
ison with the experimental results of Fig. 4 shows them to
lie between these two extreme values, but somewhat
closer to SW(MIN). This means that the resolution for
capture cascades is slightly worse compared to that for
monoenergetic gamma-rays [Eqs. (2)]. Therefore, F,
was determined using the mean of the calculation for
SW(MIN) and SW(MAX) (see Table III and Sec. VI).

The significantly different level densities and neutron
binding energies of the investigated isotopes led to
correction factors I"

&
of up to 2%. In future experiments

of interest for nuclear astrophysics neighboring isotopes
of the same element like i48, isoSm or ' ' ' Te will be
investigated. In these cases, the corresponding
differences are much smaller and therefore, even smaller
correction factors are expected.

H. Multiple scattering corrections

~o- GOLC

SW( MIN )

U7 E-
LLJ X

Z

RHL'D I UN
CL QJ

SW( MIN )

CL

Sw( MAx )

l

I I I I

Sw( MAx )

I I I I I I I I I I

2 4 E 0 2 6 6
SUM ENERGY I MEV)

code. In order to study the inhuence of the input pa-
rameters in detail and to obtain reliable estimates for the
uncertainties, the calculations were carried out with three
sets of input parameters (Ref. 36). One set had already
been used for the respective corrections in Ref. 7 and was
selected to reproduce the known total and capture cross
sections. The second set was adopted from Ref. 35, and
the third contains the calculated parameters given in Ref.

The correction for neutron multiple scattering and
self-shielding in the sample was calculated by the SESH

FIG. 6. Calculated sum energy spectrum used for the deter-
mination of the fraction of unobserved capture events.
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7. The resulting corrections listed in Table IV represent
the mean values obtained with the different sets; however,
results were only considered if the cross sections for
scattering or capture calculated simultaneously with the
SESH code deviated by less than -20% from the com-
piled data of Ref. 39. For the first two sets, the level den-
sity was calculated simply by the statistical factor
1/D -X2J + 1, while in the third it was treated more ac-
curately according to

——f (E,J)-2J + 1
1

D

exp
(J+—,')
2o (E)

2o (E)

I. Gamma-ray self-absorption

The self-absorption of neutron capture gamma-rays in

gold samples has been measured for two conventional set-
ups using Moxon-Rae and C6D6 detectors in Ref. 40.
Compared to these results, the present gold samples
would have led to corrections of —1% with even smaller
corrections for the cross-section ratios. In these previous
experiments, the gamma-ray detectors were located at 90'
or 60' with respect to the neutron beam axis causing a
considerable increase of the effective sample thickness.
In addition, only one gamma ray per capture cascade was
detected. In contrast, the present setup covers the entire
solid angle of 4m leading to a significantly smaller
effective sample thickness, and it records all gamma rays

where the spin cutoff factor

0 (E)=0.146+a (8„—b, ) A

is calculated at the neutron binding energy 8„;a is the
level density parameter. The pairing energy 6 is zero for
the investigated odd-odd compound nuclei. The correc-
tion factor F2 is defined as F2=MS(Au)/MS(X). Due to
the very small samples used in the present experiment, all
values for F2 are below 2%. With the future improve-
ments (Sec. VIII) it may be possible to decrease the sam-
ple masses by an additional factor of 2 to 3, so that this
correction can be further reduced.

of a cascade. Therefore, the corrections for gamma-ray
self-absorption are much smaller than 1% and were actu-
ally neglected in the present case.

J. Neutron energy calibration

For the TOF measurement, the combined fast detector
signals were used for the START of the time to pulse
height converter (Ortec 467); the sTop signals were de-
rived from the pulsed proton beam by means of a pickup.
During the experiments, the time scale was calibrated
every two days (Ortec time calibrator 462). The position
of the prompt gamma-ray peak was used to define the
time zero point in the TOF spectra. As discussed in Ref.
27, the output of the 42-fold OR unit for generating the
START signal depends slightly on the event multiplicity,
affecting the position of the prompt gamma-ray peak ac-
cordingly. In data analysis, the average position in the
spectra with multiplicities 3, 4, and 5, which contain
most of the capture events, was adopted. The differences
in these three spectra are less than 50 ps, and in the spec-
tra with multiplicity 1 and 2 they are less than 200 ps.
Since the shape of the cross section is mainly determined
by events with multiplicity 3 (Sec. IVE), this small
difference could be neglected.

For the definition of the time scale, the same average
Aight path was assumed for the prompt gamma-rays and
for the neutrons. Since the intensity of the gamma-ray
peak is practically equal for all samples (even in the spec-
trum without sample), it is probably due to prompt gam-
ma rays from the neutron target that are not absorbed in
the lead shield. These gamma rays are detected predom-
inantly in the crystals closest to the neutron target and
have, therefore, a slightly shorter average TOF than ex-
pected with the above assumption. In view of these prob-
lems, an independent experimental check of the neutron
energy scale was carried out using several well known iso-
lated resonances in Co. Compared to the resonance en-
ergies from literature, agreement within 100 eV is
found for absolute energies around 20 keV, justifying the
assumptions for the defintion of the neutron energy scale.

TABLE IV. Correction factors for neutron multiple scattering and self-shielding, MS, and the related correction factors, F
Energy range

(keV)

3—5

5—10
10-15
15-20
20-30
30—40
40-60
60-80
80—100

100-120
120-150
150—200

Au

1.022
1.021
1.019
1.0185
1.0175
1.017
1.016
1.015
1.014
1.0135
1.013
1.0125

Nb

1.006
1.010
1.014
1.0155
1.0195
1.022
1.025
1.0275
1.0295
1.031
1.033
1.035

Rh

1.0025
1.0035
1.004
1.005
1.005
1.006
1.006
1.007
1.007
1.007
1.0075
1.008

Ta

1.007
1.007
1.007
1.007
1.007
1.007
1.007
1.007
1.007
1.007
1.007
1.007

Nb/Au

1.0159
1.0109
1.0049
1.0030
0.9980
0.9951
0.9912
0.9878
0.9849
0.9830
0.9806
0.9783

F2
Rh/AU

1.0195
1.0174
1.0149
1.0134
1.0124
1.0109
1.0099
1.0079
1.0070
1.0065
1.0055
1.0045

Ta/AU

1.0150
1.0139
1.0119
1.0114
1.0104
1.0099
1.0089
1.0079
1.0070
1.0065
1.0060
1.0055

Accuracy +0.3% +0.3% +0.Z%%uo +0.2%
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V. RESULTS

The neutron capture cross-section ratios of Nb,
Rh, and ' 'Ta relative to ' Au are listed with the

respective uncertainties in Ref. 36 for all three runs and
the two evaluations discussed in Sec. IV. In evaluation 1,
the original data were used, while in evaluation 2 the
background was reduced by elimination of those events
consisting only of signals from neighboring detector
modules. Hence, evaluation 2 implies smaller statistical
uncertainties and more precise normalization factors
XE(X)/XE(Au) in Eq. (I). The weighted averages of the
three runs were derived with the weight being determined
by the square of the statistical uncertainties. The final re-
sults of evaluation 2 are compiled in Table V. The data
of the present experiment were combined into discrete
energy bins to improve the statistical accuracy of the data
points and to allow easier comparison with previous mea-
surements; the original data with full energy resolution
are available on request from the authors.

An important check for the present experimental tech-
nique is the cross-section ratio measured with two identi-
cal gold samples. These results are not affected by sys-
ternatic uncertainties correlated with the spectrum frac-
tions and the multiple scattering corrections, because the
factors F, and F2 are unity by definition. Hence, this

cross-section ratio should also be unity with uncertainties
determined only by statistics. Any additional systematic
uncertainties due to neutron flux normalization or due to
background subtraction should, therefore, become evi-

dent. The same holds for the systematic uncertainty re-
lated to the selection criterion of evaluation 2 as well.
There are no indications for such effects in the results (see
Ref. 36) that cannot be explained by statistics and by the
small systematic uncertainties due to spectrum normali-
zation and to flight path uncertainties (Sec. VI). In par-
ticular, no systematic differences are observed for the
different evaluations, which strongly supports the data of
evaluation 2 to be accepted as the final results.

At this point, it is worth emphasizing the advantage of
relative cross-section measurements using a standard
sample and changing sample and standard cyclically. In
this way, the capture events in the sample as well as the
neutron flux are measured with one and the same detec-
tor simultaneously, avoiding any problems caused by gain
shifts, dead time losses, threshold stability, pileup, etc.
As long as the samples are changed frequently enough, all
these corrections cancel out in the cross-section ratio and
do not cause systematic uncertainties.

These final cross-section ratios are compiled in Table V
together with the overall statistical and systematic uncer-
tainties. The experimental ratios were also converted

TABLE V. The Anal neutron capture cross-section ratios of 'Nb, ' 'Rh, and ' 'Ta relative to ' Au together with the statistical
and systematic uncertainties in (%). The ratios are converted to absolute cross sections using the gold data from literature (Refs. 41
and 42).

Energy

(keV)
u( Nb)

(
197A )

Uncertainty

stat sys tot
0.(' Rh)
o('"Au)

Uncertainty

stat sys tot
&( 181Ta)

o.(' 'Au)

Uncertainty

stat sys tot

3—5

5—10
10-15
15-20
20-30
30-40
40-60
60-80
80-100

100-120
120-150
150—200

0.3628
0.4944
0.5449
0.5521
0.5247
0.4995
0.4474
0.3896
0.3742
0.3378
0.3230
0.2984

12.8 0.8
4.0 0.8
2.1 0.8
1.5 0.8
1.0 0.8
1.0 0.8
0.9 0.8
0.9 0.8
1.0 0.8
1.2 0.8
1.7 0.8
1.7 0.8

12.8
4.1

2.2
1.7
1.3
1.3
1.2
1.2
1.3
1.4
1.9
1.9

0.9781
1.0806
1.3315
1.4593
1.5993
1.5270
1.5616
1.5159
1.4551
1.3702
1.3007
1.1697

11.9 0.7 11.9
4.4 0.7 4.6
1.9 0.7 2.0
1.4 0.7 1.6
0.9 0.7 1.1

0.8 0.7 1.1

0.7 0.7 1.0
0.7 0.7 1.0
0.7 0.7 1.0
0.9 0.7 1.1

1.1 0.7 1.3
1.1 0.7 1.3

1.3717
1.4040
1.3447
1.4111
1.4146
1.3202
1.2954
1.2407
1.2484
1.2074
1.1633
1.0328

9.8 0.7 9.8
3.7 0.7 3.8
1.9 0.7 2.0
1.4 0.7 1.6
0.9 0.7 1.1
0.8 0.7 1.1
0.7 0.7 1.0
0.7 0.7 1.0
0.8 0.7 1.1

1.0 0.7 1.2
1.2 0.7 1.4
1.3 0.7 1.5

Energy
(keV)

3—5

5—10
10-15
15-20
20-30
30-40
40—60
60-80
80—100

100-120
120-150
150—200

cr(' Au)
(mb)

2266.8
1471.2
972.4
738.8
585.4
500.4
411.5
349.4
298.3
290.1

274. 1

258. 1

~(93Nb)
(mb)

822.4
727.4
529.8
407.9
307.2
250.0
184.1

136.1
111.6
98.0
88.5
77.0

~(' 'Rh)
(mb)

2217.2
1589.8
1294.7
1078.1
936.3
764. 1

642.6
529.6
434.1

397.5
356.6
301.9

( 181T

(mb)

3109.4
2065.6
1307.5
1042.5
828.2
660.6
533.0
433.5
372.4
350.3
318.9
266.6
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FIG. 9. The neutron capture cross-section ratio
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into absolute cross sections by means of the gold cross
section of Macklin ' after normalization by a factor of
0.989 to the absolute value of Ratinsky and Kappeler.
These authors determined the Maxwellian average at
kT=30 keV to 582+9 mb, which exhibits a two times
smaller uncertainty than the respective value calculated
from the data of Macklin. "' Hence, the uncertainties of
the absolute values in Table V include the 1.5% uncer-
tainty of the gold cross section and a small uncertainty
correlated with the shape of the standard cross section of
Ref. 41.

Compared with our previous measurements, an aver-
age deviation of only -2% is obtained in the range from
20 to 60 keV, where the optimum accuracy was achieved
(Figs. 7—9). In view of the five times better accuracy of
the present data, this agreement means simply that the
corrections in the old measurement were properly treat-
ed. A discussion of the results from literature will be
given in Sec. VII.

VI. DISCUSSION OF UNCERTAINTIES

A. Statistics

The cross-section ratios in Table V are energy averaged
values calculated via Eq. (1). In total, six terms of Eq. (1)
contribute to the statistical uncertainty, i.e., Z, , XZ, and
XE of sample X and of the gold sample. All these terms
have the same structure

Z(X)=N(X) f N(C) —(1—f) N(L)—
—B (X)+fB (C)+(1 f)B (L), —

where X stands for the net counts measured with sample
X, with the graphite sample C, and with the empty posi-
tion, I.. Correspondingly, B denotes the time-
independent backgrounds and f is the normalization fac-
tor of the graphite spectrum for proper correction of
background from sample scattered neutrons.

Obviously, several quantities occur in more than one
term of Eq. (1), i.e., XE(X) completely includes XZ(X),
and the time-independent backgrounds form part of the
entries Z and XZ. The statistical uncertainties of the six
terms are, therefore, correlated; this means that the
squared statistical uncertainties of the cross-section ratios
are not simply given by summation of the squared statist-
ical uncertainties of the individual terms. For the calcu-
lation of appropriate correction terms, the entries X and
B have to be subdivided into components with and
without overlapping pulse height and (if necessary) TOF
channels.

In order to keep the number of terms manageable,
several simplifying assumptions were introduced in calcu-
lating the correlations: No weight was given to the chan-
nel widths in averaging over energy bins, and the weak
dependence of the normalization factors, f, on neutron
energy was neglected. Then, 16 statistically different
terms had still to be treated, giving rise to 56 and 90
correlated uncertainty terms (depending on whether or
not the energy bin and the normalization interval do
overlap). Since these terms can either be positive or neg-
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ative, the consideration of these correlations results in a
reduction of the overall statistical uncertainty.

case that the impurities have very small cross sections.
The uncertainty for the gold samples could be neglected.

B. Systematic uncertainties 4. Dead time and stability

The various components of the systematic uncertain-
ties discussed below are compiled in Table VI.

1. Background subtraction

The subtraction of time-independent and time-
dependent backgrounds may cause a systematic uncer-
tainty, particularly at low neutron energies where the sig-
nal to background ratio is smaller. In case of the time-
independent background, nonlinearities in the TOF scale
may cause a similar problem, since this background is
determined in a TOF range different from that of the cap-
ture events. However, such effects cancel out to a large
extent in relative measurements. Since the count rates
from sample and reference sample differed on average
only by -20%, no corrections are required in the cross-
section ratios, and the related systematic uncertainties
were neglected.

Z. F/ight path

The flight path of the individual samples was measured
with an accuracy of 0.1 mm and it was found to be equal
for all samples within an accuracy of +0.2 mm. The
average flight path being 775 mm causes a difference in
solid angle of 0.1%, if sample and reference sample are
supposed to be located at the two extreme positions.
Therefore, a systematic uncertainty of 0.1% was included
in our analysis.

3. Sample mass

The masses of the individual samples have been deter-
mined before and after the experiment to better than 100
pg; therefore, this uncertainty is negligible. The purity of
the sample material was )99.9% for the three investigat-
ed isotopes and )99.99% for the gold samples. Since it
is unlikely that the impurities should have significantly
larger capture cross sections, a correlated systematic un-
certainty of 0.1% was assumed, which accounts for the

The event rate for captures in the gold sample varied
between 4 and 10 Hz in the different runs, and was
-20% smaller for the other isotopes. The total back-
ground rate correlated with the sample mass is a factor of
two larger than the capture rate. The overwhelming part
of the recorded count rate of 500 to 1000 Hz is indepen-
dent of the sample, and, therefore, systematic uncer-
tainies due to dead time effects can be excluded.

The gain of all detector modules was stabilized
throughout the experiment using the o. lines of the radi-
um impurities in the BaFz crystals for internal calibra-
tion. In addition, the thresholds of the constant fraction
discriminators were continuously checked without ob-
serving any significant shift during the measuring period
of two weeks. As pointed out before, relative measure-
ments are insensitive to long term drifts as long as the
samples are changed in comparably short intervals ( —10
min in the present experiment). Hence, systematic uncer-
tainties due to stability problems could be excluded.

5. Pileup

The overall count rate of all 40 detector modules above
a threshold energy of 50 keV is approximately 40 kHz.
The fast decision whether the gates of the individual
modules are opened to accept an event for further pro-
cessing is made in an interval of —10 ns. This is 2000
times shorter than the mean signal distance, and hence,
the probability for catching a signal accidentally together
with those of a true capture event is small. After this fast
decision, the gates of typically four detector modules are
open for 3 ps. The integral count rate of these modules is
only -4 kHz, so that the probability for pileup is still
small. Indeed, only -0.5% of the capture events are reg-
istered at energies above the neutron binding energy (see
Fig. 4). Moreover, this effect cancels out in the ratio,
since the number of pileup events is proportional to the
observed capture rate in first approximation. Again, sys-
tematic uncertainties due to pileup could be neglected.

6. Normalization to equal neutron jeux

TABLE VI. Systematic uncertainties (%).

Flight path (cross-section ratio):
Neutron flux normalization {sample):
Neutron flux normalization (standard):
Sample mass (Nb, Rh, Ta):
Multiple scattering (Au):

(Nb}.
(Rh):
(Ta):

Unobserved events (cross-section ratio):

0.1

0.1

0.1

0.1

0.3
0.3
0.2
0.2
0.6

From the spread of the integrated count rates of the
two neutron monitor detectors a correlated uncertainty
of -0.1% was deduced for this correction. In view of
the larger systematic uncertainties for multiple scattering
and for unobserved events, these small uncertainties were
rounded to one digit. The corresponding corrections
were less than 0.5% for all samples.

7. Spectrum fraction

Total
Systematic
Uncertainties:

o (Au)/o {Au):
o.(Nb)/o (Au):
o.{Rh)/o (Au):
o.(Ta)/o. (Au):

0.2
0.8
0.7
0.7

The largest systematic uncertainty in the present ex-
periment had to be assigned to the correction for un-
detected capture events falling below the threshold in the
sum energy spectra. Therefore, this correction was stud-
ied in detail to reveal the influence of the relevant param-
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eters. In the following, the related uncertainties are given
in brackets for each of the investigated effects:

(i) In the calculation of the detection probabilities, the
number of bins for the gamma-ray energy was changed
from 10 (Ref. 8) to 20 in the present work [0.4%].

(ii) The solid angle covered by detector material was
varied between 93 and 95% to check for losses through
gaps between the detector modules [0.4%].

(iii) The gamma-ray threshold was changed in the cal-
culations between 0 to 100 keV [0.15%].

(iv) Since limitations in computing time did not allow
to consider all cascades with multiplicity 6 in the calcula-
tion of the sum energy spectra of gold and tantalum, it
was shown at a few examples that the resulting uncertain-
ty was small [0.15%).

(v) All calculations were made for both assumptions on
the detection probability SW(MAX) and SW(MIN)
[0.15%].

These contributions add to a total uncertainty of 0.6%.
It has to be mentioned again that the absolute detection
efficiency is not required in relative measurements. This
absolute efficiency would be more difficult to determine,
since it strongly depends on the threshold (see Table III);
however, this threshold acts on the fast sum energy signal
and is less well defined due to the limited energy resolu-
tion of that signal.

8. Multiple scattering

The correction for neutron multiple scattering and
self-shielding was calculated with the SFSH code after
modification by the author to allow for up to 10 Monte
Carlo histories. All calculations were made with the
three input parameter sets. The spread of the respective
results yields the estimated uncertainties given in Table
IV. The smaller uncertainties for ' 'Ta and ' Rh corre-
spond to the smaller correction factors of less than 1% in
these cases.

9. Gamma ray self absorpti-on-

As discussed in Sec. V, these corrections and the relat-
ed systematic uncertainties can be neglected.

VII. MAXWELLIAN AVERAGED
CROSS SECTIONS

The Maxwellian averaged cross section in a stellar
plasma of thermal energy kT is defined as:

(~, ) 2 f "~„rEexp( E/kT)dE—
n

f E exp( E /k T)dE—
0

f u„Eexp( E lkT)dE . —
&tr (kT)'

Since cross sections have only been measured over a lim-
ited energy range in the present work, it is convenient to
subdivide the integral into four separate parts according
to the different data from which they are calculated as
schematically indicated in Fig. 10:
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FIG. 10. Subdivision of the neutron energy range for the
determination of Maxwellian averaged cross sections.

2 1 E2
dE+ dE

&tr (kT)' EI

E3 oo+f dE+f dE
E2 E)

=I] +I2+I3+I4 . (4)

The main contribution I3 results from the measured cross
sections in the energy range from Ez to E~. The term I2
accounts for the gap between the last known resonance at
E, and E2, and I4 is the contribution from energies
beyond the measured range.

The integral I3 is approximated by the sum

—g o „r;E,exp( E, /kT)b, E,—,
2 1

&m. (kT)
(5)

where 0.„;is the measured capture cross section in bin i
with a width AE, centered at energy E, .

The integral I] over the resonance energy range is ap-
proxirnated according to Ref. 43 by

E„
I, = g A„"exp( E„/kT), —

"(kT)

with A„=(2tr /k'")(gr„r,/r) .

The sum runs over all resonances with energy E„'the res-
onance areas A„are determined by the neutron, radia-
tion, and total widths I"„I, and I, respectively. The
statistical factor g =(2J +1)/2(2I +1) depends on com-
pound state spin J and target spin I, and k is the wave
number at the resonance energy.

The resonance parameters were taken from Ref. 35.
Where this information was incomplete, the average radi-
ation width was adopted in the calculations. The contri-
bution of resonances without spin assignment was calcu-
lated assuming all J =I + —,

' and J =I —
—,
' and adopting

the average. In principle, also contributions from direct
capture or from negative resonances have to be con-
sidered, but they are negligible for the three nuclei inves-
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tigated and will not be discussed.
For the gap between E, and E2 two different ap-

proaches were considered: (i) Statistical model calcula-
tions using formulas given in Ref. 35, and (ii) theoretical
cross sections from Ref. 7. In order to get an estimate of
the uncertainties associated with different methods, their
contributions to the total integral were compared in 1-
keV wide energy bins. For this purpose, the calculations
according to (ii) were not restricted to the true gap but
also extended into the region of resonance parameters.
On the other hand, the contributions from resonances
were also calculated for energies overlapping with the
measured energy range.

Nb: Resonance parameters are available up to 7.3
keV. Therefore, there is no gap and no statistical model
calculations are required. In addition, the contributions
derived from experiment and resonances can be com-
pared.

Rh: Resonance parameters are available up to 4.2
keV. Accordingly, the statistical model is only required
for the bin 4—5 keV of the second calculation (see below).

' 'Ta: Resonance parameters are available up to 2 keV
giving rise to a relatively large gap.

The results, which are compiled in full detail in Ref.
36, showed that data points derived from measured cross
sections are consistent with those based on resonance pa-
rameters and/or the statistical model.

As a formal alternative, the code of Beer offers an ex-
trapolation of the measured cross sections to low energies
by fitting O. =aE "to the data. The contributions to I2
corresponding to this fit compare reasonably well with
those based on resonance parameters, strength functions,
or on the data of Reffo, suggesting that such an extrapo-
lation may be a reasonable approach if other information
is lacking, at least for energies immediately below the
measured range.

The integral I4 extends to infinity but can be restricted
in practice to several hundred keV, depending on the ac-
tual kT value. The shape of the cross sections at high en-
ergies was taken from Refs. 20—22, corrected according
to Ref. 45 and normalized to our data. The normaliza-
tion factors used for Nb, ' Rh, and ' 'Ta are 0.89, 0.85,
and 1.12, respectively. This documents significant sys-
tematic differences to the present results far outside the
quoted accuracy.

Maxwellian averaged cross sections were calculated for
kT=12, 20, 25, 30, 40, and 52 keV. The value at 12 keV
was chosen to fit a recent s-process model in low mass
stars of low metallicity (e.g. , Ref. 46), where most of the
neutron exposure occurs at a relatively low temperature.
The value at 52 keV can be used for comparison with ac-
tivation experiments using the T(p, n) reaction, which
simulates a Maxwellian neutron energy distribution at
rather high temperatures. For each thermal energy,
(o ) was calculated twice: The first result includes all
measured data from 3 to 200 keV. For the second value
no use was made of the relatively uncertain data in the in-
terval from 3 to 5 keV, hence extending the range of I, or
Ii. Both results were found to be well in agreement (see
Ref. 36). The final data compiled in Table VII are the
outcome of the first calculation which gave slightly

higher accuracy.
The uncertainties for (o ) were estimated in the fol-

lowing way: The resonance parameters of Nb and
Rh are relatively complete; therefore, an uncertainty of

10% was assumed for the sum I, +I2 for these nuclei.
For ' 'Ta, resonances are only given up to 2 keV, mostly
with unknown spins and radiation widths. In this case,
an uncertainty of 20%%uo was assumed for I, +I2. The un-

certainty of I3 consists of three components: statistics,
systematic experimental uncertainties, and the 1.5%o un-

certainty of the Au standard cross section. The uncer-
tainty of I4 at the high-energy end was estimated to be
smaller than 5%. The individual uncertainties are given
together with the cross sections in Table VII. Except for
small kT, the Au standard contributes most to the total
uncertainty. (However, in many problems related to nu-
clear astrophysics, only cross-section ratios are required
so that this term cancels out. ) At low kT, there are
significant contributions also from the statistical uncer-
tainties of the low-energy data points and from the es-
timated uncertainties of the integrals I, and I2.

Other potential sources of uncertainties requiring con-
sideration are the procedure for averaging the cross sec-
tions into energy bins before calculating the Maxwellian
average, and uncertainties in the shape of the Au cross
section. Starting from the high resolution Au cross sec-
tions of Macklin, ' the Maxwellian average was calculat-
ed according to Eq. (5) with increasing bin widths for
different kT values. The resulting effect of the bin width
was found to be ~0.2%.

Because the cross-section ratios o (X)/o (Au) are ener-

gy dependent, uncertainties in the shape of the Au cross
section may lead to uncertainties in (o(X)) in addition
to the 1.5%%uo uncertainty quoted above. Assuming a
slightly different slope with neutron energy but leaving
the Maxwellian average unchanged has the effect that the
corresponding deviations cancel in the integral. Since
such deviations are certainly below 2%%uo, it was estimated
that the resulting uncertainty of o ( (X) ) does not exceed
a few tenths of a percent even in unfavorable cases. Con-
sequently, these two possible uncertainties have been
neglected in the final results given in Table VII.

In Fig. 11 the present results are compared with the ex-
perimental data for kT=30 keV published since 1970 and
compiled in Ref. 5. For our previous measurement, the
data were directly taken from Ref. 7 that were already
calculated with the revised gold cross section of Mack-
lin. ' By mistake, the Evaluated Nuclear Data File ver-
sion BV (ENDF/BV) data were quoted as the standard in
Ref. 7; hence, these data were corrected a second time in
Ref. 5. The data of Ref. 53 were not considered as they
have been withdrawn in the meantime. The present re-
sults are 3 to 10 times more accurate compared to previ-
ous cross sections, and their uncertainties are still dom-
inated by the standard cross section. In general, good
agreement with the older measurements is obtained, but a
systematic deviation of the data of Macklin et al. (Refs.
20—22 and 45) is to be noted. Their data are 16 and 25%%uo

larger for Nb and ' Rh, but 8% lower for ' 'Ta, all de-
viations being far outside the quoted uncertainties. These
discrepancies seem to be correlated with the binding en-
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FIG. 11. Maxwellian averaged cross section at kT=30 keV
of 'Nb, ' 'Rh, and "'Ta in comparison to the data published
since 1970 (the numbers indicate the respective references).

ergies of the investigated isotopes and may be due to a
problem with the weighting function. Recently, Corvi
et aI. ' discovered significant difterences between calcu-
lated and experimentally determined weighting functions,
which could account for the discrepant results if the
weighting function of Macklin is rising too fast with
pulse height.

VIII. FURTHER IMPROVEMENTS
AND CONCLUSiONS

During the first capture cross-section measurements
with the new experimental setup, the method was studied
in detail and several possible improvements were pursued
for future implementation.

At present, the achieved uncertainty for the cross-
section ratio of —

l%%uo is mainly limited by the absolute
normalization of the cross-section shape. The main prob-
lems are the reduced signal to backround ratio at low
sum energies, especially in the spectra with multiplicity 1

and 2 (see Fig. 4), and the determination of the spectrum
fraction below threshold.

In view of this situation, the following improvements
are planned or already implemented.

(i) The spectra shown in Fig. 4 have been measured
with 40 detector modules covering 95% of the full solid

TABLE VII. Maxwellian averaged neutron capture cross sections of 'Nb, ' 'Rh, and "'Ta. The individual contributions I, from
different energy ranges b,E are quoted separately [see Eq. (4)].

(mb)

Res. Parameter Statistical Model
kT AE Il 5Il AE I2 5I2

{keV) (keV) {keV) (mb)

AE
(keV) {mb)

9'Nb

Measurement

I3 gI a

{mb)

Extrapolation
AE I4

{keV)
5I4

Total
(o) &(o)

(mb)

12
20
25
30
40
52

0—3
0—3
0—3
0—3
0—3
0—3

52.3
20.0
13.0
9.2
5.2
3.1

5.2
2.0
1.3
0.9
0.5
0.3

3—200
3—200
3—200
3—200
3—200
3—200

447.8
334.1

289.4
255.9
208.0
169.0

10.8
6.9
5.8
5.0
4.0
3.2

& 200
& 200
& 200
& 200
& 200
& 200

0.0
0.0
0.2
0.7
2.8
7.2

0.0
Q.O

0.0
0.0
0.1

0.4

500.1

354.1

302.6
265.7
216.0
179.3

12.0
7.2
5.9
5. 1

4.0
3.2

12
20
25
30
40
52

0—3
0—3
0—3
0—3
0—3

0—3

92.5
35.4
23.1

16.2
9.3
5.5

9.3
3.5
2.3
1.6
0.9
0.6

'"Rh

3—200
3—200
3—200
3—200
3—200
3—200

1186.5
962.4
867.2
791.4
674.4
568.2

26.7
18.4
16.0
14.3
12.0
10.0

& 200
& 200
& 200
& 200
& 200
& 200

0.0
0.2
0.9
2.9

11.6
28.7

0.0
0.0
0.1

0.1

0.6
1.4

1278.9
997.9
891.2
810.5
695.3
602.4

28.3
18.8
16.2
14.4
12.0
10.1

12
20
25
30
40
52

Q—2
0—2
0—2
0—2
0—2
0—2

121.8
45.5
29.4
20.6
11.7
7.0

24.4
9.1

5.9
4. 1

2.3
1.4

2—3
2—3
2—3
2—3
2—3
2—3

69.3
27.1

17.8
12.6
7.2
4.3

13.9
5.4
3.6
2.5
1.4
0.9

3—200
3—200
3—200
3—200
3—200
3—200

1239.2
929.3
815.0
730.5
609.5
507.3

29.0 & 200 0.0 0.0
18.4 & 200 0.1 0.0
15.5 & 200 0.8 0.0
13.5 & 200 2.5 0.1

11.0 & 200 10.3 0.5
9.1 & 200 25.7 1.3

1430.3
1002.1

863.0
766.2
638.7
544.3

48.0
23.5
18.1
15.1

1 1.7
9.5

This uncertainty includes statistical and systematic uncertainty of the measured ratio and a 1.5% uncertainty for the gold standard
cross section.



42 MEASUREMENTS OF keV NEUTRON CAPTURE CROSS. . . 1749

angle; two positions were left open for the neutron beam
to pass. This means for a capture cascade of multiplicity
4 that there is already a 20% probability that one of the
gamma rays may escape from the detector without hit-
ting a BaFz crystal at all. Hence, the number of events in

the full energy peak is reduced and the average multipli-
city appears too low. A significant fraction of the missing
solid angle presently not filled with BaF~ will be covered
in the future by crystals with a central hole of 50-mm di-
ameter for the neutron beam.

(ii) The background from radium impurities was re-
duced meanwhile by 40% as the eight crystals with larg-
est radium content were replaced. Correspondingly, the
threshold in the sum energy spectrum could be reduced
down to 1.8 MeV in a second experiment.

(iii) The pulsing system of our accelerator is presently
being modified with the aim to improve the intensity per
pulse in the extracted proton beam. Any such improve-
ment will translate almost linearly in an improved signal
to background ratio.

(iv) Neutron scattering in the air along the fiight path
through the detector was practically eliminated by evacu-
ated flight tubes with thin Kapton windows.

The favorable combination of a Van de Graaff ac-
celerator and the 4~ BaFz detector for measurements in
the keV neutron energy range was discussed in detail.
With the Li(p, n) Be reaction as an efficient source of
keV neutrons and with flight paths of less than 1 m, it is
well suited for the intended application, since neutron
production can be restricted exactly to the energy range
of astrophysical interest. The setup offers a number of
possibilities for background suppression, and the remain-
ing backgrounds can be studied quantitatively. Barium
fluoride proved to be the best available scintillator, com-
bining high efficiency, good energy resolution, and excel-
lent timing with a low sensitivity to capture of keV neu-

trons.
The new method required significant investments for

scintillator, electronics, and computers, large amounts of
data have to be handled, and painstaking procedures had
to be worked out in order to verify each step of data
analysis. However, already the first results on Nb,

Rh, and ' 'Ta confirmed that it was worth this effort,
and that data for the cross-section ratio relative to gold
with an accuracy at the one percent level could be ob-

tained. The comparison to the existing data measured
with the classical pulse height weighting technique
showed discrepancies of 10—25%, possibly correlated
with the binding energy of the investigated isotopes. This
supports the recently discovered problems with calculat-
ed weighting functions' and may be an indication that
the accuracy claimed for this method was sometimes
overestimated.

The determination of Maxwellian averaged capture
cross section from the experimental data was discussed in

detail. It was found that the energy range from 0 to 3

keV, which is not covered by the experimental data, may
introduce significant uncertainties for low thermal ener-

gies kT. To overcome this difficulty, it is planned to use a
complementary experiment with Moxon-Rae detectors
and flightpaths of - 10 cm for measuring the cross-
section shape down to —1 keV.
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