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Measurement of deuteron-deuteron total cross sections
in the incident momentum range 1.5—4.0 GeV/c
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We have made the first systematic precision measurement of the deuteron-deuteron total cross
sections at 12 incident momenta in the range of 1.5-4.0 GeV/c on a proton synchrotron. The data
were obtained by means of the transmission method covering the momentum transfer squared range

of 0.001 to 0.009 {GeV/c) at each momentum. Our data show no anomalous structure in the exci-

tation function and are in good agreement with Glauber model calculations including the effect of
the Fermi motion of the nucleons in the deuteron except at 1.5 GeV/c, where the datum is lower

than the calculated value.

I. INTRODUCTION

The deuteron is the simplest system of nucleons. It is a
loosely bound state of a proton and a neutron, the bind-
ing energy of which is 2.2 MeV, and its wave function has
been well investigated. The accumulated knowledge of
the deuteron enables us to make quantitative analysis of
scattering processes with deuteron beams theoretically.
The deuteron-deuteron reaction is, therefore, important
and fundamental in the study of the nucleus-nucleus sys-
tem. Experimental study of this reaction provides a test
of the features predicted by multiple nuclear scattering
theories for cases where both the projectile and target are
composite.

Theoretical studies of nucleus-nucleus scattering have
been actively carried out during the last three decades as
extensions of nucleon-nucleus multiple scattering
theories. In the intermediate energy region the multiple
scattering theory of Glauber' is a standard tool to de-
scribe nucleon-nucleus reactions quantitatively. With the
aid of this method we can calculate nucleon-nucleus
scattering amplitudes using the data of nucleon-nucleon
scattering amplitudes (N Namplitudes) an-d the nuclear
density distribution without the full knowledge of the in-
teraction between nucleons such as the exact form of the
potentia1. An extension of the Glauber model to the
nucleus-nucleus system was carried out first by Franco,
who calculated the deuteron-deuteron scattering ampli-
tudes (d-d amplitudes). Though d dscattering is t-he

simplest example of the collision between two nuclei, the
number of terms and the order of integration in the d -d
amplitudes are about three to four times larger than those
in the p-d amplitudes. It is no longer realistic to expect

that the exact calculation of the Glauber model can be
made in cases where both projectile and target consist of
more than two nucleons. Hence the Glauber calculations
of nucleus-nucleus amplitudes have been usually made
with some approximations.

While a lot of theoretical studies exist, there are only a
few d dtotal cro-ss section data in the deuteron momen-
tum range of 1.5-4.0 GeV/c in spite of the fact that the
total cross section is one of the most important observ-
ables in the study of scattering processes. In the inter-
mediate momentum range of 1.5&.0 GeV/c, which is the
range covered by our experiment, there are a datum at
3.0 GeV/c by Debaisieux et al. ,

"data at 1.50, 1.75, and
2.12 GeV/c by Goshaw et al. ,

' and a datum at 3.1

GeV/c by Jaros et al. ' The datum by Debaisieux et al.
is much lower than both the impulse approximation pre-
diction 2X(o +cr„) and the Glauber prediction. The
data by Goshaw et al. agree with the impulse approxi-
mation prediction as in the case of p-d total cross sec-
tions in this energy region. ' ' And the datum by Jaros
et al. agreed with a simplified version of the Glauber
theory. To summarize the above, there are no systematic
data of d-d total cross sections, and the few data points
that do exist have large errors and some disagree with
one another.

The main aim of this experiment is to make the first
systematic high-precision measurement of the d-d total
cross sections as a function of incident momentum to see
if there is any unexpected anomaly in their behavior, and
if not, to compare them with theoretical calculations to
check the validity of the Glauber model. The incident
deuteron momentum range of 1.5—4.0 GeV/c chosen for
this experiment covers the region where the single pion
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production threshold opens and the total cross section in-

creases rapidly with momentum due to the increase of the
pion production cross sections of the N-N interactions.
This momentum range was also chosen for the following
reasons: (1) A good N Np-hase shift analysis' is avail-
able in the equivalent nucleon momentum range; (2) the
low energy limit, where the simple calculations of the
Glauber model are no longer valid, was reported in the
measurements of N-nucleus scattering in the equivalent
nucleon momentum range. ' ' ' .

The measurement of the total cross section is adequate
to check the validity of the theory quantitatively, and it is
insensitive to some ambiguities in what goes into theoret-
ical calculation, while the differential cross section is sen-
sitive to them. (For example, we can smear the
diffraction patterns in elastic differential cross section ei-
ther by using N-N amplitudes with a momentum transfer
dependent phase, by including the effect of Coulomb in-

teraction, ' or by including the D-wave contribution of
the deuteron. ) However, it is necessary to perform high-
precision measurements in order to meaningfully investi-

gate the effects of multiple scattering using data on total
cross sections. The d -d total cross sections, for instance,
must be measured to at least a 1% accuracy (about 1.5
mb) before it is possible to measure the cross section de-
fects b,o =2X(0 +o„~)—odd to a 10% accuracy. Our
experiment is intended to obtain more accurate data than
that by Jaros et al. and to study the energy dependence
of the total cross sections systematically.

II. EXPERIMENTAL ARRANGEMENT

The data were obtained by means of the transmission
method using the secondary beam from an internal target

of the 12-GeV proton synchrotron at the National Labo-
ratory for High Energy Physics (KEK). The experiment
was performed at the incident deuteron momenta of 1.5,
2.0, 2.2, 2.4, 2.6, 2.8, 3.0, 3.2, 3.4, 3.6, 3.8, and 4.0 GeV/c.
The detector system consisted of time of Sight counters
S1, S2, and S3, an annular-shaped beam defining an-
ticounter A; a transmission counter array T1-T7, and
four multiwire proportional chambers (MWPC's)
8'1-W4. A liquid deuterium target was used. A
schematic diagram of the experimental arrangement is
shown in Fig. 1.

A. Deuteron beam

As shown in Fig. 1, the secondary particles were pro-
duced at the internal target (IT) and the positively
charged particles were transported to an intermediate
focus where a momentum slit and trigger counter S1
were located. The beam line magnets after this focus
were tuned so that the beam should be refocused onto the
experimental target. The momentum bite depends on the
width of the momentum slit and was estimated to be less
than 1% in our experiment. The yield of deuterons was
0.5—0.6% of all positively charged particles for each in-

cident momentum. The deuterons were assumed to be
unpolarized in the experiment.

B. Liquid-deuterium target

The target system consisted of two target cells, a vacu-
um chamber, a refrigeration unit, and a monitor-control
system. The system was almost the same as that de-
scribed by Sumiyoshi, Suzuki, and Nakarnura, except
for the target cells and the monitor-control system.

Two identical target cells, one filled with liquid deuteri-

12

FIG. 1. Configuration of the beam line elements.
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um and the other left empty, were used in the transmis-
sion experiment. Each target cell was cylindrical in

shape and was 20 cm long and 6 cm in diameter. The tar-
get length was measured accurately under the experimen-
tal condition and found to be 201.4+0. 1 mm long. The
endcaps of the target cells were made of 188-pm-thick
cup-shaped mylar with a central bulge and were glued to
the mylar cylinders with adhesive resin.

The difference between the atmospheric pressure and
the vapor pressure of liquid deuterium above the liquid
surface was always monitored and controlled to be con-
stant at 0.041+0.001 kg/cm with a heater attached to
the condenser chamber of the refrigerator. The fluctua-
tion of the vapor pressure was, therefore, caused by the
fluctuation in the atmospheric pressure, which we as-
sumed to be at most 0.036 kg/cm . Consequently, the va-
por pressure of liquid deuterium was controlled to
1.075+0.036 kg/cm, which meant that the temperature
of liquid deuterium was controlled to 23.8+0. 1 K (Ref.
25) and the density to 0. 1626+0.0003 g/cm (Ref. 26).

C. Trigger counters

The deuterons in the beam were selected first with the
trigger system during on-line data taking, and second
with the time-of-flight data obtained from the trigger
counters in the o8'-line analysis. The trigger counter sys-
tem consisted of three time of flight counters S1, S2, and
S3, and an annular shaped beam defining anticounter A.
The trigger logic was S1 S3.A. The deuterons in the
beam were selected by opening a narrow coincidence gate
of about 8 ns at the time corresponding to the deuteron
time of flight between S1 and S3, which were separated
by a distance of 19 rn. Events acquired with this trigger
still contained some spurious coincidence signals, which
amounted to as much as 40% in the worst case. This is
because the number of deuterons was about 0.6% of that
of all positively charged particles in the beam, and the
deuteron counting rate was about 400 Hz, whi'fe the sin-
gle counting rates of S1 and S3 were about 130 and 80
kHz, respectively. However, the spurious coincidence
events were eliminated by using the information on the
time of flight between S2 and S3 separated by 8.5 m in
the off-line analysis. Figure 2(a) is a histogram of the
time of liight between S2 and S3 at 4.0 GeV/c, and it
shows the fact that spurious coincidence signals were
caused by the high counting rates of protons and pions.
Figure 2(b) shows a scatter plot of the time of liight be-
tween S1 and S3 and that between S2 and S3, where the
deuterons are seen to form a clear cluster. Only the
events within the arrows indicated in Fig. 2(a) were ac-
cepted. A further cut was made on the time of flight be-
tween S1 and S3 as indicated by the vertical dotted lines
in Fig. 2(b). The purity of the beam after the off-line cut
was evaluated to be more than 99.9%.

The method of time of flight, however, could not elirni-
nate contamination by the breakup protons which came
from the deuterons broken up in the material in the beam
line after the last beam line magnet, since they have the
same velocity as the deuterons. They will not have any
structure in the analog-to-digital converter (ADC) and
time-to-digital converter (TDC) spectra, and we calculat-
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ed the contamination of the deuteron beam by the break-
up protons with the help of experimental data on d-p
breakup cross sections, and estimated it to be less than
0.3%.

D. Transmission counters

The scattered particles from the target were detected
by seven 3-mrn-thick plastic scintillation transmission
disk counters. They had diameters of 5.0, 6.5, 8.0, 9.5,
10.5, 12.5, and 15.0 em. The concentric disk counter sys-
tern was mounted on a movable platform together with
MWPC 8'4. The center of the counter array was placed
on the beam axis to an accuracy of +1.0 mrn. The dis-
tance between the target center and the counter array
was such that at each incident momentum it covered the
momentum transfer squared in the range of
0.001 ~ t ~ 0.009 (GeV—/c) . The hits in the disk
counters by scattered particles were recognized by using
the data on their ADC and TDC in the off-line analysis.
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FIG. 2. {a) Time-of-Aight {TOF) spectrum between S2 and
S3 ( T+2- T+3) at 4.0 GeV/c, and (b) scatter plot between
TOF(S1-S3) and TOF(S2-S3) at 4.0 GeV/c. In both figures
the time axes are in units of TDC channel number {ch.). It can
be seen that the deuterons form a clear cluster even in the case

of 4.0 GeV/c, where the difference in the time of Aight is the

smallest.
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E. Multiwire proportional chambers

Four MWPC's, 8'1 —8'4, were used for the recon-
struction of the incident and scattered particle trajec-
tories. The spacing of both anode and cathode wires was
2 mm. MWPC's 8"1 —8'3 had a sensitive region of about
10X10 cm and 8'4 had a sensitive region of about
20X20 cm2. A gas mixture consisting of 71.5% argon,
25% isobutane, 3.3% methylal, and 0.25% freon was
used. A negative high voltage of 4.7 kV was applied to
the cathode wires.

Data from M%PC's 8'1 and 8'2 were used in the off-
line analysis to limit the size of the incident beam within
a diameter of 3 cm at the positions of 8'1 and 8'2 and
the transmission counter array by extrapolating the in-

cident trajectories. Data from M%PC's 8'3 and 8'4
were also used in the analysis to measure the acceptances
of the transmission counters, the details of which will be
described in Sec. III B. M%PC 8'4 was also used during
the experiment for monitoring the beam profI. le at the
transmission counter array, the center of which had to be
placed on the beam axis.

F. Electronics

The electronics used in this experiment consists of
three parts: the trigger logic, the CAMAC system, and
the data-acquisition system. A schematic diagram of the
electronics is shown in Fig. 3. The signals from S1, S3,
and A were transmitted to discriminators, which shaped
the signals from S1 and S3 into typically 10-ns-wide

pulses, and the signals from A into 50-ns-wide pulses.
The pulse from S1 was transmitted to a variable delay.
The timing of the coincidence among S1, S3, and A was
adjusted to the deuteron time of flight with this delay at
each momentum. The trigger signal thus produced was
used to gate the ADC, TDC, and the memory modules of
the MWPC's. The signals from each plastic scintillation
counter and each MWPC were converted into digital
data with CAMAC modules. By using two minicomput-
ers PDP-11/34 and CCS-11 we acquired the following

data for each event: the ADC data of counters S1, S2,
S3, A, and T1—T7, the TDC data of the counters except
for the anticounter A, and the MWPC hit patterns digi-
tized by the MWPC memory modules.

G. Data-taking procedure

The data taking was performed in two steps at each
momentum: a target-full run and a target-empty run, for
which the dummy target was used. After all the off-line
cuts described in Secs. II C and II E had been made, ap-
proximately 700 000 events were obtained with the
liquid-deuterium target and 300000 events with the dum-

my target at each momentum.
In order to check the systematic effects, we performed

"cross checks" and "all-trigger runs. " As mentioned ear-
lier, the transmission counter array was usually placed so
that it covered the momentum transfer squared range of
0.0010 0.0090 (GeV/c) . But we also performed a mea-
surement at 2.0 GeV/c in such a way that the counter ar-
ray covered the range of 0.0004—0.0035 (GeV/c), and a
measurement at 4.0 GeV/c in the range of 0.0016—0.0140
(GeV/c) by changing the distance between the target
center and the counter array in addition to the regular
runs. In this way, we could look for the possible sys-
tematic effects caused by each counter and the validity of
the method for corrections and extrapolations to be de-
scribed in Sec. III. %e also performed an a11-trigger run
at each momentum by opening a wide coincidence gate
and accepting all positively charged particles. Data from
an all-trigger run were used for the study of the charac-
teristics of the spurious coincidence by protons and pions
manifested in their ADC and TDC structures.

III. ANALYSIS AND CORRECTION

A. Transmission method

The transmission method is well known as a technique
for measuring nuclear total cross sections and is dis-

cussed in several articles' ' ' and will be described
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only brieAy. If M is the number of incident particles, N;
the number of particles detected by the transmission
counter T, , and o; the partial cross section, which is the
cross section for beam particles to be scattered outside
the counter T;, then the transmission N;/M is related to
the partial cross section by the following formula:

N;
=cexp( —no;),

where n is the number of scatters per unit area in the tar-
get and c is the background absorption due to other
scatterers in the beam line. The transmission is measured
in the target-full run (n40) and in the target-empty run
(n =0), and then the partial cross section can be extract-
ed from their ratio

( N /M)r ii

n (N;/M), pr

The partial cross section is related to the differential cross
section as follows:

o;= J™~[1—G;(t)] dr,
o

' dt
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The Coulomb-nuclear interference and multiple Coulomb
terms are also defined in the same way as the single
Coulomb term. We then extrapolate the corrected data
to zero solid angle using a simple function. The extrapo-
lation procedure is justified by the fact that, in the
momentum transfer squared range of our measurement,
the nuclear differential cross section has no structure and
is almost linear in it.

B. Acceptance

In our experiment, the acceptance was defined as the
efficiency of a disk counter as a function of t. It was cal-
culated with the data from the two beam defining
MWPC's ( Wl and W2) and the two downstream
MWPC's (W3 and W4) using only those events for
which the beam and scattered trajectories were unambi-
guously defined by the MWPC's. The scattering vertex
and the momentum transfer squared to the scattered par-
ticle were calculated from these trajectories. Figure 4

where G;(t) is the acceptance function of the transmis-
sion counter T; to be described later and t = ~t~i. The ac-
ceptances of the transmission counters are not step func-
tions because of the beam size, the beam divergence, the
target length, and position dependence of the efficiency of
the counters.

In order to obtain the total cross section 0 „,from a set
of partial cross sections 0.;, first we correct all the partial
cross sections for the single Coulomb, multiple Coulomb,
and Coulomb-nuclear interference contributions, which
can be calculated theoretically. For example, the correc-
tion due to single Coulomb scattering having the
differential cross section (do /dt)c is defined as

O
ow—

CO

E
0.02

C

E0
o.oo

I

0

vertex point (mm)

FIG. 4. (a) Scatter plot between the momentum transfer
squared and the vertex point for a target-fu11 run with liquid
deuterium, and (b) the same for a target-empty run. The arrows
in the figures represent the limits of the cut on the scattering
point.

shows a scatter plot between the momentum transfer
squared and the vertex point (the coordinate along the
beam line) in a target-full run with liquid deuterium and
that in a target-empty run. It clearly shows scattering by
liquid deuterium and the MWPC's 8'2 and 8'3. We also
limited the vertex points to the region shown by the ar-
rows in Fig. 4 to reject the background events. A hit sig-
nal associated with a set of beam and scattered trajec-
tories identified by the MWPC's, as described above, was
looked for in each disk counter. This hit corresponds to
a definite value of t as determined by the trajectories, and
we plotted a histogram of the number of hits against t for
each disk counter in intervals of 1.25X10 (GeV/c) .
The number of hits in a given t interval divided by the
number of scattered trajectories for the same interval
gives the efficiency of this disk counter for this value of t.

Figure 5 shows the acceptances of a11 seven counters at
4.0 GeV/c. The bin width of 1.25 X 10 (GeV/c) was
chosen so that it was as large as the size of the uncertain-
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f (8)8d8, the probability for the incident particle to be
scattered into an angular interval [8,8+d8]. To evalu-
ate this probability, Moliere defined a new variable g by

0
g 1/2

+C
o 06

o 0.4

0.2

where

4~n a
k 2P2

x'
0.0

0 0.0025 0.0050 0.0075 0.0)00 0.0&25 0.0150

It I [(GeV/c)']

FIG. 5. Acceptance of the disk counters in the d-d experi-
ment at 4.0 GeV/c. The measured values are shown by the his-

tograms and the fitted values by the solid curves. The left-most
and right-most histograms correspond to the smallest and larg-
est transmission counters, respectively.

and y,' is the screening angle y,
' =1.206/(kao) for the

case using a deuterium target and a deuteron beam hav-
ing the laboratory momentum of k. (The definition of 8
was somewhat modified by the Fano; see Ref. 38.) Then
the probability function is expanded in a series in 1/8,
which gives

f (8)8d8=r/de f (r))+ f (r/)+ —f (r/)+
1 1

C. Single and multiple Coulomb correction

As described in the previous section, the Coulomb con-
tribution had to be calculated in an integral form. The
contribution to the integral from backward scattering
was usually very small because the angular distribution of
Coulomb scat tering falls rather fast with increasing
scattering angle. On the other hand, the contribution
from forward scattering was very important because we
calculated the Coulomb contribution using the accep-
tance functions, which were not exactly unity [e.g.,
1 — G(t)%0] even at rather small angles.

The calculation of single Coulomb scattering was made
exactly with a screened Coulomb potentia1 by using the
statistical distribution of the 1s electron. The result is as
follows:

do cx [2(2/ao) +t]
~ Fd(t),

[(2/ao ) + t]

where a is the fine-structure constant ( =—„', ), ao is the

Bohr radius ( =5.29 X 10 fm), p is the laboratory velocity
of the incident deuteron, and Fd(t) is the electric form
factor of the deuteron. The charge distribution was cal-
culated with a wave function obtained by using the Paris
potential.

The angular distribution of multiple Coulomb scatter-
ing has been calculated by several authors ' as

ties in t caused by the spatial resolution of the MWPC's

and by multiple scattering by air. The experimental ac-

ceptance of the ith counter was fitted to the form

G;(t) =exp[ (t IQ; ) ']—,
where Q, and 5, were the fitting parameters. The fit to
this function was good for all transmission counters. The
fitted functions are shown as the solid curves in Fig. 5.

where

~(8)= f™h-
multi

dt' .

Then, we obtained the differential cross section of multi-
ple Coulomb scattering by differentiating o (8) with
respect to t

do 1 1 f (8)dt, n 2k2
1 —f f (8')8'd8'

0

Since this differential cross section includes the single
Coulomb contribution, we redefined it as follows:

der 1 1

dt l,
. n 2k2

1 — 0' 0'dO'
0

de
dt

where (do Idt)c is the diff'erential cross section for a sin-

gle Coulomb scattering. The resulting multiple Coulomb
differential cross section is large at very small angles and
falls more rapidly than the single Coulomb term.

f' (rI)=, f u du J,(r/u)
m! o

Xexp( —
—,'u )[—,'u ln( —,'u~)]~ .

To obtain an accuracy of 1% only the first three terms
are needed (m =0, 1,2). We calculated the function
f (i) ) by using asymptotic formulas.

We can describe the multiple Coulomb differential
cross section (der /dt) „~„by using this probability. First,
the probability to be scattered outside the angle 0 can be
given as follows:

f (8')8'd 8'=1 —exp[ no (8)]—,
0

where



186 T. KISHIDA et al.

D. Coulomb-nuclear interference correction

The Coulomb-nuclear interference contribution is
defined as the interference between the single Coulomb
amplitude and the nuclear elastic amplitude. To see this,
we must consider only the elastic amplitude because in-
elastic Coulomb scattering can be negligible.

The elastic amplitude is given as

felastic fN, i+fc
where fc is the single Coulomb amplitude and f/r is the

el

"Coulomb corrected" nuclear amplitude. This correction
is caused by the radiative correction to the nuclear ampli-
tude. Locher reported that the effect of the radiative
correction changes the nuclear amplitude only in phase.
Therefore we can describe the elastic amplitude in a sim-
ple addition form.

Since the elastic differential cross section is ~if, t „,~,
the Coulomb-nuclear interference contribution is

do' 7T=2(«f/v «fc+&mf/v, &mfc)'
C ~tnt k,

where k, is the momentum of the incident deuteron in
the center-of-mass system of d-d. The phase difference
between f/r and fc is important to calculate this term.

el

We define the phase 5(t) as the difference between the
pure Coulomb phase and the phase shift due to the radia-
tive correction. It was calculated as follows:

a Rd
2

5(f)= ——ln t+C
P 3

where Rd is the root-mean-square radius of the charge
distribution of the deuteron and C is the Euler constant
(=0.577. ) We can reevaluate the Coulomb-nuclear in-
terference differential cross section with a pure nuclear
amplitude and 5(t), where

fc= —~fc~exp[i5(t)] .

The nuclear amplitude was assumed to be of the follow-
ing form:

0 „,—f™LG;(t) do do
dt .

dt ~, dt

We then assumed that the corrected cross sections were
almost linear in t. It is equivalent to the assumption that
(do /dt)N and (do /dt);„, t

fall slowly in the region where
el

the value of G, (t) changes from unity to zero. This is a
reasonable assumption in our case. Because of the above
assumption, we are able to obtain the corrected cross sec-
tion as a function of t, , the momentum transfer squared
corresponding to the ith counter, which is defined as

max d
r, = f — G(r—) dr .

0 dt

We can, therefore, approximately describe the corrected
cross section of the ith counter as follows:

dt
+ df =fr„,„(r, ) .d tT

dt
inel

160

In order to obtain the total cross section 0 „„weextrapo-
lated the corrected data [rr„„(t;),i = 1, . . . , 7] to t =0
by fitting them to the form rr„texp[ —At +(Bt) ], where
0 „„A,and B are free parameters. We took into account
the covariance between the cross-section data of different
counters when we consider the statistical error because of
strong statistical correlation among them. The fit be-
tween the corrected data and this function was quite
good. Figure 6 illustrates, as an example, the data at 4.0
GeV/c. The solid curve shows the fitted function and the
open circles are the data. The cross-check data with the
transmission counters covering a different t range, men-
tioned in Sec. II 0 are also shown in Fig. 6 as closed cir-
cles. The figure shows that the form of the fitting func-
tion is reasonable even at rather large angles. Each da-
turn has an error bar, which includes the statistical and
systematic errors, and is comparable to the size of the cir-
cles.

f/r (i)= o„,(i +p)exp( t
y t), ——

where o.„,is the nuclear total cross section, p is the real-
to-imaginary ratio and y is the slope parameter of d -d
elastic scattering. The values of the parameters O.„„p,
and y should be determined experimentally. They were,
however, not known at this correction stage and we had
to calculate their values theoretically with the Glauber
model for each incident momentum. This procedure is
justified because the Coulomb-nuclear interference
correction is at most 0.5% of the partial cross section and
the theoretical estimation of the parameters brings only a
very small systematic error to the partial cross section.

E. Extrapolation
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After each partial cross section was corrected as de-
scribed above, the corrected data of the ith counter be-
came

FIG. 6. Corrected partial cross-section data at 4.0 GeV/c.
The solid curves show the fitted functions and the open circles
are the data. The cross-check data are also shown in the figure
as closed circles.
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IV. RESULTS $80

A. Total cross sections

The d -d total cross sections are shown in Table I and
Fig. 7 as a function of incident momentum. The overall
error including the errors arising from the extrapolation
procedure is about 0.7 mb, which is almost the same as
the size of the circles of the data points in Fig. 7.

The previous experimental data are also shown in the
figure. Our datum at 3.0 GeV/c totally disagrees with
that by Debaisieux et al. ,

" but agrees quite well with
that by Jaros et a1. ' The data by Goshaw et al. ' are
systematically 5 mb higher than our data around 2.0
GeV/c.

The calculated values of the cross sections are also
presented in Fig. 7 by the solid, dotted, and dashed
curves. The details of the calculations wi11 be discussed
in Sec. V.

B. Error estimations

1. Random errors

O
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EO
O
U

8 120—

Goshaw et al.

Debaisieux et al.

Jaros et al.

~ Vhls

100 I t

2 3
momentum (GeV/c )

FIG. 7. Deuteron-deuteron total cross sections as a function
of incident momentum. The dashed curve is the prediction of
the impulse approximation, which is equal to 2X(opp+0 p),
the solid curve is a Glauber model prediction, and the dotted
curve is the prediction of a modified 61auber model calculation
in which the Fermi motion of the nucleons is taken into ac-
count.

In this subsection we discuss the errors that are ran-
dom and statistical. There are two types of statistical er-
rors: the counting statistics of the partial cross section 0.;
and the statistical error of the momentum transfer
squared t, .

As discussed in Sec. III A, we defined the quantity M
and N;. Then N; follows the binomial distribution.
Therefore we get bN; =[N;(1 N;/M)]' —and, accord-
ingly,

1

N,

1 1

N; MM
full empty

1 /2

TABLE I. Deuteron-deuteron total cross sections. The un-

certainty in the cross section includes both the statistical and
systematic errors.

Momentum (GeV/c)

1.5
2.0
2.2
2.4
2.6
2.8
3.0
3.2
3.4
3.6
3.8
4.0

o.„t (mb)

116.30
118.77
124.74
132.71
141.70
147.42
151.13
151.81
152.41
154.08
156.63
157.13

Ao. (mb)

0.92
0.77
0.66
0.77
0.71
0.76
0.73
0.71
0.74
0.74
0.71
0.73

We measured the partial cross sections with about a
0.5%%uo accuracy in our experiment.

In Sec. IIIE we defined t; as the momentum transfer
squared corresponding to the ith counter, which can also
be interpreted as the area of the acceptance function

G, (t). Therefore we calculate the statistical error of the

area of the histogram shown in Fig. 5. The statistical er-
ror of t; is about l —2% in our experiment. This error is
small and its effect on the total cross section in the extra-
polation procedure is at most 0.2%.

2. Systematic errors

In this section we discuss the errors which are caused
by the uncertainties in the experimental condition and
our insufficient knowledge of the corrections.

As described in Sec. IIB the target length was mea-
sured to an accuracy of 0.1 mm. The actual target length
in the experiment was calculated as a mean of the lengths
through which the extended trajectories of the incident
beam traveled. After including the error caused by the
misalignment of the experimental setup and the spatial
resolution of the trajectories determined by the data from
MWPC's, we estimated the error in the target length as
at most 0.2 mm, which means that this systematic error
results in the total cross section error of at most 0.1%.
The effect of small bubbles on the walls of the endcaps
was calculated and found to be about 0.05 mm, which is
negligible. Another systematic error was caused by the
uncertainty in the atmospheric pressure; it was estimated
as at most 0.2% as discussed in Sec. II B. We ignore the
systematic effect caused by a change in the ratio between
orthodeuterium and paradeuterium because the change is
very slow and cannot be observed in a few days. We
therefore always calculated the density of liquid deuteri-
um as normal D2 (ortho:para=2:1), which is in equilibri-
um at room temperature.

Next we discuss the errors in the correction terms.
The single and multiple Coulomb correction terms are
strongly dependent on the asymptotic behavior of the ac-
ceptance function G, (t) when t approaches zero. The bin
width of the acceptance histogram in Fig. 5 was deter-
mined by the spatial resolution of the MWPC's and rnul-
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TABLE II. Values of p used in the calculation of the
Coulomb-nuclear interference correction.

Momentum (GeV/c)

1.5
2.0
2.2
2.4
2.6
2.8
3.0
3.2
3.4
3.6
3.8
4.0

0.556
0.221
0.169
0.110
0.038

—0.05 1
—0.130
—0.185
—0.219
—0.240
—0.252
—0.257

tiple scattering by air. Therefore we cannot determine
the difference between the function G, (t) and the real ac-
ceptance to an accuracy less than the bin width of
1.25X10 (GeV/c) . We calculated the corrections by
using the function G;(t) and by using the discrete values
of the acceptance histogram itself. From the comparison
of the two results, a systematic error of multiple
Coulomb scattering was estimated to be 60% and that of
single Coulomb scattering to be 15% for the smallest
counter. On the other hand, the Coulomb-nuclear in-
terference term is weakly dependent on the acceptance
function. The systematic error of this correction term is
caused mainly by the uncertainties of the parameters
determined with the Glauber model (see Sec. IIID).
First, we assumed the uncertainties of the parameters of
the N -N amplitude as follows: b app +0.25 mb,
llmko pp +0, 3 mb, 5p =+0.05, 5p„=+0.05,

I

b,y =+0.3 (GeV/c), and by„~=+0.4 (GeV/e)
The uncertainties propagate into the systematic errors of
the parameters of the d -d amplitude, uIpg p, and y . We
estimated these errors and found that the systematic er-
ror in p was important for the evaluation of the systemat-
ic error in the Coulomb-nuclear interference correction,
while the effects of the errors in 0.„,and y on the correc-
tion were negligible. The error in p was estimated to be
+0.035 for the d -d amplitude, which corresponds to a to-
tal cross section error of about 0.1 mb. Therefore we
determined the systematic error of the Coulomb-nuclear
interference as (3.5/p)%, where p is the calculated
values. The values of p we used are tabulated in Table II.

The systematic errors in the momentum transfer
squared t, are caused by the uncertainty in the accep-
tance function and the uncertainties of the experimental
setup of the MWPC's. We carefully estimated the overall
error and found it to be 2—3 %. It is about the same as
the statistical error and the effect on the total cross sec-
tion is about 0.2%.

V. THEORETICAL CALCULATIONS
AND DISCUSSIONS

A. Glauber model calculations

Deuteron-deuteron scattering is the simplest example
of nucleus-nucleus scattering. Hence the Glauber calcu-
lation of the d -d amplitude can be performed rather ex-
actly. But we calculated the amplitude using the N -N
amplitude with no spin dependence for the simplicity of
the calculation of the multiple scattering terms. On the
other hand, the isospin dependence can be taken into ac-
count easily.

Consequently, the d -d amplitude becomes the follow-
ing:

Fdd(q)=8S (q/2) f (q)+ S(q/2) J d Q'S(Q')[f (q/2+Q') f (q/2 —Q') —3g(q/2+Q')g(q/2 —Q')]

+ fd2Q'S2(Q')[f (q/2+Q') f (q/2 —Q')+3g(q/2+Q')g(q/2 —Q')]

, , J d Q'd'Q"S(Q')S(Q")

x [f(Q'+Q" )f (q/2 —Q")f (q/2 —Q') —6g (Q'+ Q")g (q/2 —Q")f (q/2 —Q')

+3f(Q'+Q")g(q/2 —Q")g(q/2 —Q')]

Jd Q'd Q"d Q"'S(Q")S(Q'")

X[f(Q')f (q/2 —Q' —Q")f(q/2 —Q' —Q'")f (Q'+Q" +Q

—12g (Q')g (q/2 —Q' —Q" )f (q/2 —Q' —Q"')f (Q'+ Q"+Q"')

+6g (Q')f (q/2 —Q' —Q" )f (q/2 —Q' —Q"')g (Q'+Q" +Q"')

+21g (Q')g (q/2 —Q' —Q")g (q/2 —Q —Q"')g (Q'+ Q"+Q'")],
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where

f (q) =[f (k/2, q)+f„(k/2, q)]/2,

g(q)=[f (k/2, q) —f„(k/2, q)]/2,
and k is the incident momentum of the deuteron. When
we calculate the total cross sections with unpolarized
beams, the form factor S(q) can be reduced as

S(q)= f exp(iq r)~+(r)~ dr,

where %(r) is the configuration-space wave function of
the deuteron ground state and r is the relative coordinate
of one constituent nucleon with respect to the other nu-
cIeon. We used the deuteron wave function based on the
Paris potential and the spin-independent N-N amplitude
in the calculation. We approximated the N-N amplitude
as

k'

FIG. 8. Schematic diagrams of the single scattering process
of d -d elastic scattering.

k a
f~~(k, q)= ~tv'(t +ptvtv) R exp ——

q4m' 2

+( I —R)exp ——
q

2

(NN =pp, np),

where 0.&z and pzz are the nucleon-nucleon total cross
section and real-to-imaginary ratio of the amplitudes, re-
spectively. We determined the values of the parameters
a, b, and R by fitting the data from the phase shift
analysis by Amdt, Hyslop, and Roper' to the above for-
mula. This double-slope amplitude was adopted since it
reproduced the phase-shift data better than a single-slope
amplitude.

The calculated amplitude of d-d scattering was used
for the Coulomb-nuclear interference correction and the
comparison with our experimental total cross sections.
The result of the Glauber calculation of the o(-d total
cross section is uncertain to +0.9 mb, which is due main-
ly to the uncertainties in the nucleon-nucleon parameters.

B. Discussions

1. Egect of Fermi motion

Our d dtotal cross-se-ctions data and the results of the
Glauber calculation are shown in Fig. 7. The dashed
curves represent the impulse approximation prediction

2X(o +~„), which is based on the assumption that
the d-d amplitude can be described as the sum of the
N-N amplitudes, and the solid curve represents the
Glauber model prediction. The data and the Glauber
model calculation are in good agreement above 2.6
GeV/c. But the data are higher than the Glauber calcu-
lation and lower than the impulse approximation predic-
tion around 2.0 GeV/c, where the cross section dips.

To see if a more refined calculation might remove this
discrepancy, we redid the calculation by including the
effect of the Fermi motion of the nucleons in the deute-
ron, which is neglected in the Glauber model calcula-
tions. For example, Fig. 8 shows a diagram of d -d elastic
scattering. The closed circles represent the scattering
process and correspond to the scattering atnplitude f (q),
while the open circles represent the initial and final
bound states of the deuteron and correspond to the
momentum-space wave function P(Q). Then, the single
scattering term becomes proportional to

f~'Qi~'Q24'(Q2+q/2)

X Pt(Q, —q/2) f (k', q)(((Q, )P(Q, ),
where k' is the momentum of the incident nucleon in the
rest frame of the target nucleon in the deuteron, and Q,
and Q2 are the momenta due to Fermi motion (Fermi mo-
menta). If we assume that the amplitude f (k', q) is in-
dependent of the Fermi momenta (e.g. , k'= ~k~ /2), this
integration becomes

f (k/2, q) fd Q&p (Q, —q/2)p(Q&) f d Qzp (Q2+q/2)p(Q2)= f (k/2, q)S (q/2) .

This is the single scattering term of the Glauber ampli-
tude. In the same way, the double scattering term can be
described as the integration with respect to the Fermi
momenta, and if the amplitudes are independent of the
Fermi momenta, we can obtain the double scattering
term of the Glauber amplitude. (The details of this

method are described by Wilkin in the case of p-d
scattering. ')

In order to include the effect of Fermi motion, we re-
cover the integration of the amplitude f(k', q) with
respect to the Fermi momenta Q, and Q2 in the calcula-
tion. For simplicity of calculation, we consider only the
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impulse approximation (IA) term (e.g., the single scatter-
ing term) of d-d scattering. The amplitude of this term
becomes

F,A(q)=8 Jd Q,d Q2$ (Qz+q/2)P (Q, —q/2)

Xf (k', q)$(Q, )$(Q, ) .

Then, the total cross section is obtained with the aid of
the optical theorem

4m
o,A

= ImF&~(0)

=f d'Q, d'Q2 eG(k')ip(Qi)i' ip(Qp)i',

where k is the momentum of the incident deuteron in the
rest frame of the deuteron center of mass, k' is that of the
incident nucleon in the rest frame of the scattering nu-
cleon in the deuteron, and trG(k') is the d-d total cross
section calculated with the impulse approximation term
of the Glauber calculation. This result shows the fact
that the Glauber predicted total cross section must be
smeared with Fermi momenta Q~ and Qz which follow
the momentum distribution of the deuteron ~P(Q~)~ .
The effect of Fermi motion is larger in the case of d-d
scattering than in the case of p -d scattering because both
the projectile and target nucleons have Fermi motion in
d-d scattering. We approximate the theoretical value of
the d-d total cross section including Fermi motion as

+dd IA ~+D

where Ao. D is the cross-section defect due to the
multiple-scat tering terms of the Glauber calculation.
The effect of Fermi motion on the multiple-scattering
terms is ignored because the multiple-scattering terms in-
cluding the effect of Fermi motion never reduce to a sim-
ple form. This procedure is justified because the cross-
section defect is only 10% of the total cross section in the
d -d scattering case, and its energy dependence is
moderate compared with that of the impulse approxima-
tion term.

The result of this calculation is shown as the dotted
curve in Fig. 7. The effect of Fermi motion smears the
theoretical curve predicted by the Glauber model, partic-
ularly around 2.0 GeV/c. It clearly shows a better agree-
ment than before in the whole of our momentum range
except for the datum at 1.5 GeV/c. An important point
is that the Glauber model corrected for Fermi motion
agrees with our experimental data even in the low-
momentum region where the angular distribution of p -p
scattering is nearly Oat, and where Goshaw et al. '

claimed an agreement with the impulse approximation.
The effect of Fermi motion is large in the region where
the parameters of the scattering amplitude have a strong
energy dependence. Therefore we must, at first, take into
account of Fermi motion in such region before claiming
that the validity of the Glauber model is limited. Even
though the better agreement with the inclusion of the
effect of Fermi motion comes as no surprise, we wish to
stress that we were able to meaningfully calculate this
effect for the first time because our experiment was a high
precision one covering a large range of energy. For ex-

ample, the data by Goshaw et al. and Debaisieux et al.
have insufficient accuracy for this purpose, and the da-
turn by Jaros et a/. is only for a single point where the
effect of Fermi motion is very small.

As a further check of the effect of the inclusion of Fer-
mi momentum we also investigated the p-d total cross
section data by calculating p-d total cross sections in the
same way as described above. Figure 9 shows various
p-d total cross-section data' ' together with the results
of (a) a standard Glauber model calculation (solid curve),
(b) the refined Glauber model calculation (dotted curve),
and (c) the impulse approximation model (dashed curve).
Even though an agreement between the experimental
data and the impulse approximation has been claimed in
the case of p-d total cross section, the agreement is for-
tuitous, and the Glauber model with Fermi motion seems
to most adequately describe p-d scattering as well. The
effect of Fermi motion on the n dtot-al cross section has
been calculated by Faldt and Ericson. They also ob-
tained quantitative agreement between the calculation
and the experimental data, and claimed that the single
scattering term must be smeared by the Fermi momen-
turn in the resonance region and that the effect on the
multiple scattering term is relatively small. Besides the
effect of smearing, some other effects of Fermi motion
have been discussed by several authors. However,
only the effect of smearing is significant enough to ex-
plain the experimental data in our energy region, where
the total cross-section data are strongly dependent on en-.

ergy.
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FIG. 9. Proton-deuteron total cross sections as a function of
incident proton momentum. The dashed curve is the prediction
of the impulse approximation, which is equal to o.pp+0' p the
solid curve is a Glauber model prediction, and the dotted curve
is the prediction of a modified Glauber model calculation in
which the Fermi motion of the nucleons is taken into account.

2. Other sects

Though the Glauber model calculation including the
effect of Fermi motion agrees fairly well with our data on
the d-d total cross section, there is some disagreement
still at 1.5 GeV/c. In addition, p - He, p-C, and p-0 total
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cross section data' seem to disagree with the calculation
even after including the effect of Fermi motion below 1.0
GeV/c per nucleon, where the p-d total cross section
data still agree with such calculation. Therefore, in this
subsection, we briefly summarize the possible effects to
affect the calculated values of the total cross section and
suggest clues for future improvements.

First, we consider the N-N amplitude. In the calcula-
tion of the d -d amplitude, we neglected the spin depen-
dence of the N-N amplitude. The spin contributions to
the amplitude at small angles rapidly decrease with in-
creasing incident momentum and become close to zero at
about 1.2 GeV/c per nucleon. Therefore the effect of
the spin is probably small in the high-momentum region,
while the neglect of the spin effect is no longer justified in
the region below 1.0 GeV/c per nucleon. Furthermore,
the spin contribution to the total cross section seems to
become larger with the increase in the number of nu-
cleons in the reaction because this contribution to the
forward elastic amplitude appears in the multiple-
scattering terms. For example, by including the spin
dependence, the theoretical value of p-d total cross sec-
tion at 1.7 GeV/c changes by about 0.3%, while that of
p - He total cross section by about 4%.

Next, we consider corrections to the Glauber theory.
One of them is the effect of Fermi motion discussed in the
previous subsection. Another correction is, for example,
the contribution of backward N-N scattering. This can
be taken into account by including the diagrams of back-
ward N-N scattering or N-N scattering between the nu-
cleons in the same nucleus. These diagrams are ignored
in the Glauber calculation. However, their contribution
to nucleus-nucleus forward elastic scattering seems to be
very small in our energy region because a large momen-

turn transfer to a nucleon in the nuclei usually induces a
breakup reaction.

VI. CONCLUSIONS

The d-d total cross sections have been obtained with
high accuracy in the incident deuteron momentum range
1.5—4.0 GeV/c. This measurement is the first systematic
investigation of the energy dependence of d-d total cross
sections in the intermediate-energy region.

The results are in good agreement with the prediction
by the Glauber model over the entire momentum range,
and there is no anomalous structure in the energy depen-
dence of the total cross section. In particular, the d -d to-
tal cross section data above 2.0 GeV/c agree quite well
with a modified Glauber calculation which includes the
effect of the Fermi motion of the nucleons in the deute-
ron. Such comparison is only possible with a set of pre-
cise data over a wide energy range such as ours.
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