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We analyze the physics of relativistic nuclear collisions and demonstrate that an adequate treat-
ment of pions must include the quantum time-energy uncertainty principle and nonsequential
three-body collisions. We apply relativistic quantum field theory to obtain exact equations deter-
mining the time evolution of hadronic fields and their Auctuations in terms of the effective interac-
tions describing scattering in matter. These equations relate the main physical observables to the
sought-after properties of nuclear matter, and involve only these quantities and the corresponding
properties of free-space one- and two-body processes. We show how to regularize the singularities

by employing the internal structure of the mesons, while maintaining causality and unitarity. We
show that, in a very good approximation, the dynamic quantities reduce to functions of eight
variables —those of the Boltzmann equation, supplemented by the energy of the hadron. Our
method appears capable of deducing the properties of hot dense nuclear matter from data already
measured in experiments on the collisions of heavy nuclei.

I. AIM OF THK PAPER

The properties of nuclear matter at high density and
excitation remain unknown after more than a decade of
relativistic heavy-ion experiments in which such matter is
created and its decay products are observed. This para-
doxical circumstance seems to be due mainly to theoreti-
cal rather than experimental inadequacies. Experiments
have been able' to observe and record hundreds of parti-
cles in the final state of a collision of heavy nuclei at
center-of-mass excitation energies up to several hundred
MeV/nucleon. They have also succeeded in analyzing
these observations quantitatively in terms that surely car-
ry information about the properties of the hot dense
matter: the degree of stopping, amount of transverse
fiow, number of pions and kaons per baryon, entropy of
baryons measured by cluster probabilities, shapes and
How patterns measured by two-particle interferometry,
and recently dilepton spectra. Simple theoretical models
have demonstrated that these observables are indeed
sensitive to interesting properties of baryonic matter:
compression energy, heat capacity, viscosity and thermal
conductivity (or equivalently scattering cross sections in
the matter), potential energies of mesons and baryons in
the matter, and rates of production and absorption of
mesons and excited baryons. Nevertheless, convincing
quantitative interpretations of the observations are still
lacking; the interesting theoretical quantities all remain
uncertain by at least a factor of 2.

The source of the problem seems to be that each of the
observed quantities is sensitive to several of the unknown
properties of the hot dense matter. Thus no subset of the
measurements can be interpreted validly without simul-
taneously interpreting the remaining measurements. (A
possible exception is the dilepton. data, which seem to be
sensitive mainly to meson spectra; unfortunately these
measurements are as yet very incomplete. } As a result, a

theoretical model is faced with very stringent require-
ments. First, it must be able to address all the important
data just described; otherwise it will not be su%ciently
constrained by the measurements to permit any unique
interpretation. Second, it must contain a plausible ac-
count of all the theoretical properties mentioned; other-
wise all its other inferences will be tainted by the residual
uncertainty which in every case has been demonstrated to
be very large. Finally, it must be quantitatively reliable
at a good level of accuracy; otherwise the errors in each
of the half-dozen important theoretical or experimental
variables will compound to render them all so uncertain
as to be uninteresting.

None of the currently available models of relativistic
heavy-ion collisions meets these demands. The best mod-
els to date are based on the Boltzmann transport equa-
tion, with Fermi statistics included by blocking factors in
the collision term. These models, often known by such
labels as Boltzmann-Uehling-Uhlenbeck, Vlasov-
Uehling-Uhlenbeck, or Nordheim-Vlasov, have been
developed to address all the important data, and are able
to give reasonable account of most of the theoretically
necessary physics. Their most conspicuous failure is in
their treatment of pions, whose creation, absorption, and
propagation in the matter is described as though the
pions were classical particles interacting with the matter
only by scattering o6'baryons and by being created or ab-
sorbed via the 5 excitation of the nucleon. Actually,
most of the pions observed in nuclear collisions have mo-
menta (relative to the baryonic matter) about equal to
their rest mass; thus their wave packets must overlap
many nucleons simultaneously instead of colliding with
only one at a time. (The baryons, by contrast, have sub-
stantially larger momenta and thus can be somewhat
better localized. ) Furthermore, pions have a large, at-
tractive potential energy in the matter due to their p-
wave interaction with the nucleons; this interaction is so
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large that in the impulse (Kisslinger) approximation it
roughly cancels their kinetic energy at normal nuclear
density. Therefore, any model which neglects the poten-
tial energy of the pions in nuclear matter cannot be con-
sidered to be even semiquantitative. The importance of
an adequate account of pions in nuclear collisions around
1 GeV/nucleon is apparent: half the XX cross section
consists of inelastic collisions in which the pion takes
nearly all the available center-of-mass energy.

While clever tricks might make it possible to include
the pions' potential energy and even their wave nature
within the fundamentally classical transport theory based
on extensions of the Boltzmann equation, there is an even
more daunting obstacle to a quantitative treatment of
their creation and absorption in the matter. When a pion
in the hot dense matter collides with a nucleon, their rela-
tive kinetic energy typically places the ~N system about
halfway down the low-energy tail of the 6 resonance.
Thus the amplitude for creation and absorption of pions
will be sensitive to the width and shape of the A. This
width, due in free space to the decay of the 6 into mX,
must be modified by the presence of the matter in several
ways: the potential energies of the m, 6, and X in the
matter, the Pauli blocking of the nucleon in the final state
into which the 6 decays, and the broadening of the 6 by
collisions with other particles in the matter, which shares
the pion's energy among several nucleons. This latter
effect is not only essentially three body in nature, casting
serious doubt on the Boltzmann stosszahlansatz; it is also
a fundamentally quantum effect resting on the time-
energy uncertainty principle. The extension of the classi-
cal Boltzmann equation to include a quantitatively reli-
able description of the propagation, creation and absorp-
tion of pions in hot dense nuclear mat ter seems
unpromising. We have elected instead to pursue a more
fundamental approach.

In this paper we derive equations of motion for the rel-
ativistic Green s functions describing the quantum propa-
gation of baryons and mesons in excited nuclear systems.
'We start from a low-energy effective Lagrangian contain-
ing nucleons, deltas, pions, and other heavier mesons
motivated by the boson-exchange model of nuclear forces
as well as the nuclear phenomenology of quantum hadro-
dynamics. We show how to obtain a hierarchy of Dyson
equations for one-, two-, and three-point Green's func-
tions, and then truncate this hierarchy by parametrizing
a four-point residual effective interaction in a manner in-

troduced by Migdal. This nonperturbative truncation
leads to a coupled set of equations for functions of two
space-time variables (i.e., eight real numbers), within the
capability of the latest computers. Collisions of the
mesons and baryons are included by way of self-energy
loops; we show how to regulate the ultraviolet diver-
gences of the loops by a unitary, causal cutoff
procedure —necessary because our inclusion of
derivative-coupled spin- —,

' particles precludes renormal-

ization but perfectly acceptable in a low-energy effective
theory. An overview of our method is presented in Sec.
II, together with our choice of efFective Lagrangian. Sec-
tion III derives the transport equations for a general La-
grangian with cubic interactions. Section IV shows how

to regularize the short-distance singularities we en-
counter in our equations of motion. We conclude in Sec.
V with a summary of our results, a critique of the ap-
proximations involved, and a sketch of a plan to imple-
ment our method.

II. INGREDIENTS QF THE THEORY
To give a quantitatively reliable description of nuclear

collisions at center-of-mass energies of a few hundred
MeV/nucleon, a theoretical model must incorporate
many aspects of our extensive experience of nuclear
structure and forces. It must give a good account of XX
and ~X scattering in its energy regime because the parti-
cles in the final state of the collision collide with each
other pairwise after the density of the matter has been at-
tenuated but before they are detected. It must accurately
describe the motion of nucleons and pions in normal nu-
clei, including the scattering of nucleons and pions from
nuclei, not only because the model must be tested in
known cases, but also because of the presence of specta-
tor fragments of nuclear matter in the final states of many
relativistic heavy-ion collisions. It must have free param-
eters to adjust the properties of hot and cold high-density
nuclear matter because the comparison of a range of
model predictions to measured data is essential to the
process of inductive reasoning from which conclusions on
the significance of experiments must be drawn. The
theory also should include the main known aspects of nu-
clear collective motion, since we are hoping to uncover
collective effects in the hot dense matter. Of course, it
has to be built within the framework of relativistic quan-
tum mechanics.

A. Degrees of freedom: the efFective fields

The foregoing general considerations determine in
large degree the ingredients of our model. The only
quantitative, relativistic descriptions of nucleon-nucleon
scattering are based on the exchange of at least three bo-
sons, corresponding to three of the spin-isospin channels
of the XN system. It has been possible to successfully
identify these bosons with the known m, p, and co mesons.
We add a fourth boson, a scalar o., as a surrogate for the
strong intermediate-range scalar attraction thought to
arise from the exchange of two pions correlated by their
interactions, in order to avoid having to incorporate
these complicated and controversial correlations into the
structure of the model's equations. The short range of
the p and co exchange induces strong correlations between
the nucleons at distances less than about 0.7 fm, where
the effects of the structure of the hadrons may also be
coming into play. We do not believe that the details of
this short-distance behavior are crucial to intermediate-
energy nuclear collisions; thus we are content to intro-
duce additional parameters, at least one for each spin-
isospin channel plus an overall cutoff, to summarize the
effects of short-range correlations and hadronic substruc-
ture. These parameters are introduced in the manner of
Migdal, as described following; together with the meson
masses and coupling constants, they give us at least three
parameters per spin-isospin channel to describe XX elas-
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tic scattering over the relevant energy range of up to
several hundred MeV in the center-of-mass (c.m. ) system.

To provide a simple but realistic description of mÃ
scattering we include explicitly the b, (J=—', , T =—', ) as a
fundamental field of our Lagrangian. While there is a
long history of attempts to build this state as a resonance
out of the interactions of pions and nucleons, we do not
wish to encumber our theory with this additional burden;
besides, the discovery of the quark substructure of the
hadrons makes it clear that such an additional, indepen-
dent degree of freedom does indeed exist. It may justly
be argued that the physical 6 contains large admixtures
of ~N components; this feature is also reflected in our
model, as we shall see. Because we include the 6 as a
fundamental spin- —', field, our theory is not renormaliz-
able. Recognizing this, we tentatively choose the phe-
nomenologically simpler pseudovector form for the m.N
coupling instead of the renormalizable pseudoscalar cou-
pling, which would have to rely on extensive cancella-
tions of large terms to correctly describe the small s-wave
AN scattering length (but our method does not depend on
this choice). In order to provide a good description of
the nonresonant spin-isospin amplitudes which play an
important role in low-energy mN scattering, we include

three-meson couplings perm and ere.~,' the latter has the
additional, desirable eA'ect of broadening the o., which is
not observed as a well-defined resonance.

X(x)=X (x)+L'"'(x), (2.1)

where X (x) and X'"'(x) are the free-field and interaction
Lagrangian densities. The free-field Lagrangian density
is

B. The model I.agrangian

We are now ready to write the e8'ective Lagrangian of
our model, after a few conventions of notation. We de-
scribe the 6 by the Rarita-Schwinger formalism, ' and as-
sume that the superAuous degrees of freedom are project-
ed out as necessary. We denote Lorentz indices by Greek
subscripts and superscripts, and isovectors by underlines.
Thus the meson fields are written m, o., p„, and co . Re-@'
peated indices are summed, and isospin scalar and vector
products are denoted by . and X respectively. Spinor
fields are understood to include the isospin as well as
Dirac components in their columns and rows; we use N
for the nucleon and 6„for the delta.

Our Lagrangian density is written as

X (x)=N(x)(iy"t)„M—)N(x)+b. ( )x(iy"8„M)b,'(x)+——,'[B„m(x) 8"~(x)— m'
~( x)']

+ —,'[B„o(x 9"a.(x) mo (—x) ]—,'F„'~,'(x) F'—i'"'(x)+,'m p„(x).p—"(x)

'F„' '(x)F—' —'" (x)+—'m co (x)co"(x)

where the field tensors for the rho and omega are given in terms of their potential fields by

F„'~.'(x) =—a~.(x)—a.p„(x)

and

F,'".'(x) —=a„~.(x)—a.~„(x) .

The interaction Lagrangian X'"'(x) consists of meson-baryon and meson-meson terms,

~int( ) ~int ( )+~int (

which are given by

X'"'(x)= —ig N(x)y"y rN(x) t) n(x)+g N(x)N(x)t7(x) —
—,'g N(x)y~rN(x) p„(x)

,'g»N(x)o—"—rN(x) F„'~'(x) g»N(x)y—"N(x)co„(x)

+g [5"(x)TN(x) B„vr(x)+N(x).TAi'(x) B„~(x)]

+g iva[b, ( x) y5"y'TN( x)F„'~'+N(x)y5y~'Tb, (x).F„'~'] ig ~zb, "(x)y y5—Tb,„(x) d vr(x)

+g za b, "(x)b,„(x)o (x )
—g ~z 6 t"(x )y Tb,„(x) p,(x )

—g„~~b, "(x)y 'b, „lx)co,(x )

(2.2)

(2.3)

(2.4)

(2.&)

(2.6)

and

X'"' (x)=g tr(x)m(x) vr(x)

our interaction Lagrangian density contains only cubic
terms.

+g...p„(x) [a~~(x) X~(x)] .

In these expressions the operators ~ and T are the isospin
operators in the nucleon and the delta sectors respective-
ly, and Y is the nucleon-delta isospin transition opera-
tor;" cr" is the spin tensor operator. With this choice

C. Green's functions as dynamical quantities

While the hadron fields provide the fundamental dy-
namic degrees of freedom of the model, we need to map
them onto numbers in order to reduce the dynamics to
computable form and thus permit comparisons to data.
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The two-point Green s function is a more relativistic dy-
namic quantity than the density matrix, which has two
spatial arguments but only one time argument and thus
inherently treats time and space asymmetrically. This
point may be further appreciated by considering the
Wigner transform of the propagator,

I I

G "p'(x,p)= Jd"x'G"p x+, x —" e'&"'.2' 2
(2.9)

The Wigner transform of the density matrix —the quan-
tum analog of the phase-space probability distribution of
classical statistical mechanics —is the integral of
C ' &(x,p) over the energy variable po. Here again we see
that the Green's function treats the complementarity of
time and energy on an equal footing with the complemen-
tarity of coordinates and momenta. By choosing the
Green's functions as dynamic variables instead of the
density matrix, we satisfy the requirements of both quan-
tum mechanics and relativity. ' Meanwhile, the fact that
the density matrix may be easily extracted from the prop-
agator permits us to adopt for comparison with observa-
tions the same techniques that have been developed in the
context of the Boltzrnann-derived models. We conclude
that a theory describing the motion of two-point Green's
functions could satisfy the requirements of being relativ-
istic, quantum mechanical, and able to be compared with
observations.

Dyson and Schwinger showed' that the equations of
motion for n-point Green's functions involve a knowledge
of the (n +1)-point Green's functions. As a well-known
example, in mean-field theory the values of the mean
meson fields, which are one-point Green's functions, are
determined by the baryon densities, which are parts of
the two-point Green s functions (see Fig. 1). Similarly, in
the theory of pionic collective modes in nuclei, the Dyson
equation for the two-point Green s function (Fig. 2) in-
volves a three-field ~%X vertex, closely related to the

This mapping is performed by forming expectation
values, not only of the fields, but also of products of
fields: the Green's functions of the theory. These
Green's functions play a role in our theory analogous to
the role of the probability density in the Boltzmann equa-
tion. Indeed, the probability density matrix may be ob-
tained from the two-point Green's function 6'&(x&,x2)
of two adjoint fields P, P&, by setting its time arguments
equal, as is evident from the definition,

G' p(x „x~)= ( TP~(X2)gp(x ( ) ) —($~(xg ) ) (Pp(& ) ) )

(2.8)

(a)

FIG. 2. Dyson equation for (a) boson and (b) fermion propa-
gators in terms of dressed three-point vertex functions for
three-boson vertex (open triangle) and fermion-boson vertex
(triangle with bar). Notation as in Fig. 1. For an algebraic real-
ization of these equations see (a) Eqs. (3.52) and (3.53) or (5.9)
and (5.10) and (b) Eqs. (3.59) and (3.61) or (5.11) and (3.12).

three-point Green s function which is the expectation
value of the product of the pion field with the baryon
fields and their adjoints; the three-point Green's function
and the three-field vertex function both describe the pro-
cess of pion emission and absorption by baryons. This
three-field vertex function, in turn, is determined (see Fig.
3) by a four-point vertex, the T matrix, describing the
scattering of hadrons from each other.

D. The phenomenological residual effective interaction

The Dyson equations relating the n-point Green's func-
tions to those with n + 1 fields form an infinite hierarchy
of coupled integral equations which clearly cannot be
solved without approximations. For our problems, we
believe that an appropriate approximation is to
parameterize the four-point vertex describing two-body
scattering. In fact, such a phenomenological parametriz-
ation procedure is highly desirable for our purposes, since
a knowledge of two-body scattering in hot dense nuclear
matter is an important part of the information we hope to
learn from the data on nuclear collisions; as pointed out
before, we have to be able to study how the observations
depend on the unknown quantities if we are to draw con-
clusions from the data. Inspired by the usefulness of the
Skyrme effective interaction in low-energy nuclear phys-
ics, then, we seek to introduce a simple parametrization
of the short-range parts of two-body scattering that are
not already determined by the one-, two-, and three-field
Dyson equations (which for example build in the one-
boson exchange forces, as seen in Fig. 3). As in the
Skyrme program, we will permit our parameters to de-
pend on the densities of baryons in the neighborhood of

FIG. 1. Mean-field equation for boson field X in terms of
bare three-point vertex (dot), free boson propagator (wavy line),
dressed fermion propagator (straight line with solid oval), and
dressed boson propagator (wavy line with solid oval). For an
algebraic realization of these equations see text, Eq. (3.47) or
(5.7).

FIG. 3. Dyson equation for (a) three-boson and (b) fermion-
boson vertices in terms of T matrices for two-boson scattering
(open square), boson-fermion scattering (square with bar), and
fermion-antifermion scattering (square with two bars). Nota-
tion as in Figs. 1 and 2. For an algebraic realization of these
equations see (a) Eq. (3.64) and (b) Eq. (3.67).



RELATIVISTIC TRANSPORT THEORY OF FLUCTUATING. . . 2645

{a) V — V
~ + U U

(b) ITI = IY + Ivl 1TI U

FIG. 4. Introduction of a two-particle irreducible interaction
V in two cases: (a) Lippmann-Schwinger equation for two-
fermion scattering; (b) Bethe-Salpeter equation for fermion-
boson scattering.

FIG. 6. Dyson equations for three-point vertices after intro-
ducing Migdal s effective interactions. Notation as in Figs. 1, 2,
3, and 5. For an algebraic realization of these equations see
Eqs. (3.76) or (5.13) and (3.77) or (5.14).

the scattering; unlike that low-energy program, however,
we will have to insist that the zero-density limit of our
effective interactions should give a reasonable representa-
tion of free-space two-body scattering, when used in the
few-point Dyson equations which (see Fig. 3) are con-
structed to include explicitly the longer-range boson-
exchange forces in NN scattering as well as the direct-
channel b, resonance in mN. The aims of our program are
thus complementary to that of ter Haar and MalAiet'
who seek to compute from few-body data the in-medium
scattering which we parametrize.

Dyson's hierarchy of equations is well suited to dealing
with collective effects in the strong interactions, since
each equation sums an infinite set of terms in the pertur-
bative expansion of the Green's functions. There are
several complementary ways to introduce an effective re-
sidual interaction into the hierarchy of Dyson equations.
One of the most familiar is based on the Lippmann-
Schwinger equation for two-fermion scattering, Fig. 4(a).
This scheme sums ladders of repeated two-body interac-
tions; its residual interaction is related to the full T ma-
trix in the same way as the potential is related to the full
scattering matrix in the Schrodinger equation. The
Bethe-Salpeter equation performs a similar function for
boson-fermion scattering, Fig. 4(b). These equations are
the most important for a microscopic understanding of
scattering processes in free space and in the medium. By
contrast, Migdal introduces the effective residual interac-
tion in the particle-antiparticle channel, Fig. 5. Migdal s
formulation is especially suited to understanding the
self-energies of mesons in matter, because here the

{a) T'

U +

fermion-hole states provide low-energy intermediate
states for the interactions to mix with the meson
fields. ' '" These various schemes for truncating the
Dyson hierarchy are related to each other by the crossing
relations among scattering amplitudes of particles and
antiparticles; they would all be equivalent if their residual
interactions were evaluated exactly. However, when we
introduce a simplified parametrization of the residual in-
teraction, we are likely to break the crossing symmetry
inherent in the otherwise-exact equations. We then have
to choose the formalism based on which part of the phys-
ics we wish to emphasize. Since we are most concerned
with the effects of the nuclear medium on the properties
of mesons, we choose Migdal's way. First reducing out
the single-meson state from the particle-antiparticle
channel IFig. 5(a)j, we then eliminate also the two-body
intermediate states, both two-meson and particle-
antiparticle IFig. 5(b)j. The remaining residual effective
interaction, which is one- and two-body irreducible in the
given channel, is then approximated by a local, zero-
range force to be chosen phenomenologically.

By truncating the hierarchy of Dyson equations
through the introduction of an effective residual two-
body interaction, we gain an unexpected advantage of
great practical importance: the numerical problem is
greatly simplified. At first sight, it seems that we have to
deal with functions of four space-time variables, or 16
real numbers, a task far beyond the capacity of existing
computers. However, when we introduce the residual
effective interaction as a zero-range local force in the
Midgal formulation of the equation relating three- and
four-body scattering, then the equations for the one-,
two-, and three-point Green's functions are reduced' to
a coupled set of equations for functions of only two
space-time variables, or eight real numbers, as may be
seen by inspecting Fig. 6. Such equations appear compu-
tationally approachable: for comparison, recall that the
Boltzmann equation involves a function of seven real
variables.

U + ~T' U
E. Program of applications

FIG. 5. Migdal reduction of effective interactions to elimi-
nate (a) one-boson intermediate states, leaving one-body irre-
ducible vertices; (b) two-boson and fermion-antifermion inter-
mediate states, leaving one- and two-body irreducible four-point
vertices. Notation as in Figs. 1, 2, and 3. For an algebraic reali-
zation of these equations see (a) Eqs. (3.68)—(3.70) or
(5.15)—(5.17) and (b) Eqs. (3.73)—(3.75) or (5.18)—(5.20).

The equations of motion sketched previously and de-
rived following may be applied to many different situa-
tions. In fact, it is essential to our program that the same
theory should describe NN and mN scattering, nuclear
ground states and their collective and independent-
particle excitations, nuclear matter in its ground state
and at high excitation, and the scattering of nucleons and
pions from nuclei, as well as nuclei in collision. In each
case, the Lagrangian, residual interactions, and equations
of motion are the same; the different situations corre-
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spond to different wave packets used to form the expecta-
tion values represented by the Green's functions.

Of course, it is not necessary (and indeed would be im-
possible) to construct the wave packets themselves; in-
stead, the various solutions are distinguished by the way
their initial values and/or boundary conditions are
specified. For example, the Green's functions describing
two-particle scattering in free space are obtained by
specifying the usual scattering boundary conditions on
the Green's functions. Nuclear matter is produced by in-
troducing an appropriate chemical potential to enforce
the nucleon density. Nuclear ground states correspond
to localized wave packets where the mean fields differ
from their vacuum values in a localized region of space;
to find these wave packets will probably require an itera-
tive procedure similar to that commonly employed in
Hartree-Fock computations. The construction of a nu-
clear ground state will necessarily involve the propaga-
tors of nucleons and mesons in that state; thus the
scattering of nucleons and mesons from nuclei will be au-
tomatically included as part of the construction of the
ground state.

All the previously described situations correspond to
stationary states in the sense that the Green's functions
depend only on time differences, which should help sim-
plify the computations. To describe nuclear collisions,
we would begin by constructing such stationary-state
wave packets to describe the initial target and projectile;
we would then find an initial condition for the collision
problem by boosting these wave packets along classical
trajectories aimed to make them collide, as is commonly
done for the time-dependent Hartree-Fock model of low-
energy nuclear collisions.

The equations we derive following go far beyond the
mean-field approximation, which also involves two-point
functions for the fermions: by including the two-point
functions describing the Auctuations of the meson fields,
the equations are able not only to include collective
modes at the level of random-phase approximation (RPA)
theory, consistent with the best descriptions of pions in
nuclei, but also to incorporate the effects of collisions on
the motion of both baryons and mesons, as in the most
advanced theories of the optical model for nucleon-
nucleus and pion-nucleus scattering; since these collisions
are responsible for the lifetime of single-particle excita-
tions; they provide a natural description of the collision
broadening of the 6 in the hot matter which is so impor-
tant for pion creation and absorption in nucleus-nucleus
collisions. Furthermore, since our theory encompasses
the four-point function, the T matrix, it can naturally ac-
count for the correlations among pairs of hadrons in the
final state which are usually called interferometry. Our
theory is thus a theory not only of mean fields but also of
their Auctuations; it is a transport theory, since it de-
scribes the time evolution of probability densities. We
refer to it as the transport theory of Auctuating fields.

III. DERIVATION OF THE TRANSPORT EQUATIONS
FOR A CUBIC LAGRANGIAN

In this section we derive integral equations for Green's
functions starting from the Lagrangian of a theory con-
sisting of a set of boson fields, (t, interacting to cubic or-
der with a set of fermion spinors g, . The theory de-
scribed in Sec. II is an example of such a theory. The La-
grangian density for this case has the form

Z(x) =-,' y [a„y.(x)ag~a P,(x) y.(x)m'.,y,—(x)]+ y q. (x)(iy~a„—M. )q. (x)
a, P Q

f dy dz P (z)I ~o~ & (x,y, z)P&(y)P (x) —g f dy dz @,(z)I IOI b, (x;y, z)Pb(y)P (x) . (3.1)
a, P, y a, b, c

The bilinear metric tensor 8"~ may be identified by com-
paring Eq. (3.1) with Eq. (2.2). The vertices I"IDI are of
infinitesimal range, proportional to delta functions or the
derivatives of delta functions. We give the explicit forms
of these vertices in Appendix A.

A. Functional-integral de6nitions and identities

Z(Ji lJ ~'9~'9 =
Z(j =g=il=o)

Z(j;g, g)=e

= fX(4;W, P)e'",

(3.2)

(3.3)

(3.4)

We shall derive the Dyson equations using functional-
integral methods. ' We define a generating functional
W(j,rj, g) for connected Green's functions by introduc-
ing sources j (x) for the boson fields and anticommuting
sources g, (x) and rib(x) for the fermion spinor fields

g, (x) and their adjoints pb(x). In applications, the
source currents j,q„and gb vanish; they are merely in-
troduced as devices for systematizing the field theory.
Once the source currents are set to zero, the expectation
values of fermion fields also vanish, as do all expectation
values involving an odd number of fermion fields. We
define

3 =—I($;Q,g)

+ d X Ja X aX

I (P; g, P):f d x X[/(x); g(x)—,f(x)], (3.6)

+ g [i),(x)P, (x)+iT, (x)rl, (x)], (3.5)
a
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in which the symbol 2)(P;g, P) denotes functional in-
tegration over the boson and fermion fields. I(ltd;g, g) is
the classical action of the theory. The fields are obtained
by varying G, (j;zi, yi) with respect to the sources,

6.",'( „,)=—&Typ( 2)y.(, )& —(yp( 2))(y.(,))

56,
i5j p(xz)i5j (x, ) „-„0

5G, (j;q, zi)
P (x)=

56,(j;yi, yi)
g, (x)=

i5yi, (x)

,(x)=
i 5—y4 (x )

(3.7)

(3.8)

5 G,

5jp(xz)5j (x, )

For the fermion fields we have

Gab (X1&xz) ( T Pb(xz) 4(X1 })

5 G,

i 5qb(xz ) i 5—yi, (x, )

56,
5zlb(xz)5', (x, ),.„„-0

(3.10)

(3.11)

The two-point Green's functions for the boson fields
are given by

Similarly, the three-point Green's functions for the
three-boson vertex and for the boson-fermion vertex are
given by

56, 56,
l5Jy(X3 )i 5j p(XZ )l5ja(X1 ) —

O 5Jy(X3)5Jp(XZ )5Ja(X1 )

for the three-boson vertex and

Gbac(X1& Xz& X3} ( T 4(X3 )Sb(X2 )4 a(X1 }) ( 4a(X1 }) bc (Xz&X3 }

56, 5 G,
l

5yi (X3 )5zib(xz )5j (x, )i5q, (X3) i5qb(xz—)i5j (x, )

for the boson-fermion vertex.
The four-point Green's functions for boson-boson scattering are

6 pys(x l, xz, x3,X4) = ( Tys(X4)yy(X3 )yp(xz )y (X1 ) ) Gys (X3X4 }6p (xl, xz )

—Gpb'(XZ, X4)Gay'(X»X3 ) —Gab'(X»X4)6py'(XZ, X3)

—6py's (xz, x 3 x 4 ) ( P (x, ) ) —G' yls (x „x3 x 4 ) ( Pp(x 2 ) )

O'Pq(x—„xz,X4)(P (x3)) —
GP (y„xx, zX)3(qb ( s4X))

Gys (x3 X4)(Pp(xz))($ (x1 )) —(Pb(X4) ) (Py(X3 ))6"p(xl, xz )

—6py'(X„X4)(yy(X3) &(ya(X, ) &
—6'.,'(X, ,X4) & yy(X3 ) & & yp(X2) &

—(Ps(X4)(gp(xz })G' y(x l, x3 ) —(ps(X4) ) (P (x1))Gp '(xz, x3)
—(y (x, ) & & y, (x, ) & (yp(x, ) & (y.(x, ) )

546,
l 5jb(X4 )15Jy(X3 )l5Jp(X2 )l5ja(X 1 ) — 0

546,

5j b(x4)5jy(x3 )5jP(xz )5j (x, )

Gapy(X„X2, X3)—:( Tgy(X3)gp(XZ)ga(X, ) ) —(Py(X3 ) ) (Pp(XZ ) ) ( Pa(X, ) )
—(Py(X3))6'p(x„xz) —(Pp(xz))6' '(x„x3)—(P (x, ))Gp '(xz, x3}

(3.12)

(3.13}

(3.14)

546,
(3.15)

5il(X4)5yi(X3 )5jp( z )5j (x1)

and for g@ annihilation to mesons by

6 pd(X»X»X»X4)—= (Tpd(X4)gc(X3)pp(XZ)pa(X1)& —[Gap(xl, X2}+&Ap(xz})(ka(X1})/Gcd (X3&X4}

—(Pa(X, ) ) Gpcd(XZ', X3,X4)—(Pp(XZ ) ) Ga,d(X1 ,X3&X4)'

546,

i5z}(x4)—i5q(X3)i5j p9xz)i5j (x1)
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The four-point Green s function for fermion-antifermion scattering is

abed(X1 &Xz&X3t X4) ( Tfd(X4 Wc(X3 W b(X2) Pa (X1 ) ) Gcd (X3&X4 )Gab (X 1&X 2 )+Gad (X 1&X4)Gcb ( 3&X 2 )

546, 6'6,
i5yi(x4) i5—y)(x3)i5yi(xz) —i5z)(xi) j„„- Q 5y)(x4)5&(x3)5g(xz)5g(xi) jgg Q

(3.16)

Higher-order Green's functions for five or more fields may be defined analogously; we shall not need to refer to them ex-
plicitly.

In addition to the Green's functions G'"' we shall also need to introduce the proper (i.e., one-body irreducible) ver-
tices I'"'. I ' ' is the inverse propagator or wave operator [see Eqs. (3.24) and (3.26) following]; for n )2, the I '"' can
be thought of as effective interactions. To introduce them, we define the generating functional for proper vertices,
I,(p; f, itj), which is obtained by taking the Legendre transform of the generating functional of connected Green s func-
tions,

r, (y;q, q)= 'G, (J—;„,„-) f dx—y j.( x)y.( x)+ y. (~.(x)y. (x)+1T.(x)„.(x))
a 0

The sources are obtained by varying I,(P; P, P) with respect to the fields,

5r, (y;q, y)
5$ (x)

(3.17)

(3.18)

y)b(x) =-
5gb(x)

(3.19)

5$, (x)
The two-point vertex is defined for the boson field by

(3.20)

5/13(xz)5$ (x, )
(3.21)

(3.22)

and for the fermion field by

5'r,I,b(x„xz)=
5$b(xz)57/J, (xi ) J„„-Q

The relation between 6'
& (x „xz ) and I '„&(xi,xz ) can be obtained by differentiating (3.7) with respect to the field QP..

56,
5$j3(xz) i5j (x, )

=5 j35 (x, —xz)

526 51,=1 faX, y„ 5j (x, )5j (x, ) 5/13(xz)5py(x3)
+g

526 52r

577 (x )5j ( ) 54ji(xz )5 P (x3)

56, 6'r,
5', (x3)5j.(x, ) 5$~(xz)5$, (x3)

(3.23)

Taking the sources to zero, we find using (3.10) and (3.21)

i5 g (x, —xz)= g fdx36''y(x, ,x3)I' p(x3, xz) .
r

A similar relation can be obtained for the fermion field by difFerentiating (3.9) with respect to gb,

(3.24)

5 66,
i 5'.(x, )—=5,b5 (x, —xz)

56, 6I,=1 JdX, —y 5jy(x3)5', (x, ) 5qp(xz)5$ (x3)

66, 6I,+g
5g (x3)5g (xi) 5$b(xz)5$ (x3)

66, 61,
57/, (x3)5', (xi) 5qb(xz)5$ (x3)

(3.25)
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Taking the sources to zero, we find using (3.11) and (3.22)

—i 5,b 5 (x, —x 3 ) = g f dx 3 G,', '( x „x3 )I ',b'(x 3,x 3 ) .
C

I

We see that the two-point vertex functions I ' ' are the inverses of the Green's functions 6' '.
We now define three-point dressed couplings for the three-boson vertex and for the boson-fermion vertex. We have

(3.26)

(3.27)
3I'' x x x

6I,

6I,
I b(x i,'X2, X3 ) =

51/J b(x3 )5P (x3 )5P (x i )
&&& P

To derive the relationship between 6' &r(x „xz,x3) and I'iI (x, , x2, x3), we difFerentiate Eq. (3.23) with respect to p .
Taking the sources to zero, we find

r 6G, 61, 6 I",
O=i fdx g —fdx, g 5j,(X5)5js(X4)5j (x, ) 5p (X3)5$,(x5) 5$i3(X2)5$&(X4).

66 6 I
+ C C

5js(X4)5j (x, ) 5$ (X3)5$&(X2)5$&(X4)

We now insert the definitions of two- and three-point functions, preceding to get

i f dx dx pG' ', (x„x,x )I,' '(x, x )I p&'(X4, xz)= —fdx4+6's'(X„X4)i s&' (x4, x2, x3)
5c 6

Multiplying by I"& '(x6, x, ), summing over a, integrating over x „and using (3.24), we get

r,",',(x6x2x3) g fdx4dx5d il.
g ( 6 xi)6 Q ( i x4 5)I (x5 3)lsg'(X4, 2).

0:5c

This expression can be inverted using (3.24). We find

G"',(x„x„,x, )= i g f d—x,dx, dx, G "~~(x„x,)I ~p' (x„x„x,)Gp~" (x„x )6",'(x„x, ) .
Pyg

(3.29)

(3.30)

(3.31)

(3.32)

A similar expression can be derived for the boson-fermion vertex starting from (3.25). Varying with respect to P„and
then taking the sources to zero, we find

6'6, 6'r, 6I,
O=i f dx, y —fd'x, y

5j&(X5)5q, (X4)5', (x, ) 54' (X3)54@(x5) 5$„(X2)5$,(X4)

6G, 63+
+

5il, (X4)5', (x, ) 5P (X3)5$b(xz)5$, (X4)

Inserting the definitions of two- and three-point functions, above, we get
' f d dx, g Gp",, (X5; „4)II3"(X„X3)1",b'( 4, , )= g fdx46,', ( „X4)1",'b( 3;X4,X, ) .

PC C

Multiplying by I ~&,'(X6, X i ), summing over a, integrating over x i, and using (3.26), we get

I db(x3 x6 x2 )= —g fd, dx4d 51 &
'( 5,x3 )I',~'( 4,xz )GI3 ', (X5;x„x4)1 d, '(x6, x, )

aPC

This expression can be inverted using (3.24) and (3.26). We find

GI3, (x;x, ,x )= & y f dx dx dx 6 (xi X6)I (dbX' 3x6 X)63p(x, x )6, (x x ) .
abd

Finally, we define the eftective interactions T which describe two-body scattering. The T matrix is defined by

T & s(x„x,x,x ):i g f dx dx—dx dx I','(x„x )I'„'(x,x )6(&)„(x,x,x,x )I P&'(X,X )I' '(x„x )

cggO

for boson-boson scattering and by

T ii,d(x, ,x3,X3,X )=i g f dx dx dx dx I','(x, ,x )I', '(x, x )6',C'h(x5, X6,X7,xs)I P(~'(X6, X2)l P~'(X8, X4)
Lggh

(3.33)

(3.34)

(3.35)

(3.36)

(3.37)

(3.38)
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for the fermion-antifermion annihilation vertex. The T matrix for fg scattering is

)=' g f d d d d ~,",'(, )I,"'(, )G,f b(. . . , )~f'b'( $, , )1'b'd'( s, )
efgh

(3.39)

B. Equations of motion for the fIeMs
and two-point Green's functions

The equation of motion for the boson field is obtained
by varying W with respect to (1)

0=;, +g x e'~,
5 x

(3.40)

The effective interaction T has a simple relation to two-
body scattering: its matrix elements between asymptotic
plane waves, taken in first-order Born approximation,
yield the exact on-shell scattering amplitude.

ing it in the definition of I, Eq. (3.6), to obtain

0= j (x) —g (B~~a (3„+Bi~3:a d„
p

+m &+m& ) .

—g f dy dz I ((sI &r(x,y, z)
Py l5Jr z l5Jp y

f dy dz I (p)~bq(x;y, z)
bc

i5')—)c z )'57)b(y)

G
e

(3.42)

0=

(3.41)

and expressing the fields as variations of the generating
functional 6, with respect to the sources,

+j (x) W(j;ri, g) .
6I '6. 6 6

5 x i5j '
(5r)

' i5ri
E

1(s).„(x,y, z) =1(p)&p,(x&y, z)+1(p), (y, z, x)(3) (3) (3)

+ 1"(()) g(z, x,y) . (3.43)

where the symmetrized three-boson bare vertex is defined
by

We can evaluate (3.41) for the Lagrangian (3.1) by insert- Carrying out the differentiations, we have

66, 6 6 66 66
O=J (x)+ g fdx, I (()) (x,x, ) . —g f dy dz I IsI (i (x,y, z) . +

l J~ xi p

bc
f dy dz I (()I~bq(x;y, z)

66, +—i 5g, (z)i5gb (y)

66, 66,
—i5&, (z) (5gb(y)

(3.44)

where we have introduced the free-boson wave operator

(3.45)

Taking the source currents to zero, we find the equation of motion for the expectation value of the (i field (i.e., the
one-point Green s function for the (() field). Using Eqs. (3.7)—(3.11) and recalling that the fermion fields and sources an-

ticommute, we obtain

g f dx, l ((p)) (x,x, )(P (x, )) = g f dy dz I I'I & (x,y, z)[G~"(y, z)+((t)(3(y))((t) (z))]
a& Py

—g f dy dz 1"(p) b, (x;y, z)G,'b'(z, y) .
bc

(3.46)

Notice that Eq. (3.46) requires the Green s functions at equal times and coordinates, because of the locality of the bare
vertices. Since the Green s function is the expectation value of the time-ordered product of fields, Eqs. (3.10)—(3.11),
there is an apparent ambiguity in the diagonal part of G,'b'. We can resolve the ambiguity by noticing that the term
containing G,'b' arises from the term in the Lagrangian proportional to the density of fermions: the source of the p
field is the fermion density n. Similarly, Eq. (3.46) states that the source of the mean boson field is the average fermion
density. This observation determines the time ordering to be used: for particles, we need gf, for antiparticles or holes
we need p1ir; i.e., we need the density matrix n,b(z, y) instead of G,'b'(z, y) Thus Eq. (3..46) has to be supplemented with
this information:

G~b (z,y)~ nbc(y z), h«wb.e(ynz) = Gbc(y z)+ G.b(z y) (3.46a)

and G,b(z, y) are the propagators for particles and antiparticles defined in Sec. IVA. By multiplying with the free-
particle Green's function G(p), integrating, and using (3.24), Eq. (3.46) may be cast in the form of an integral equation
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&(t (x)&=i g fdx, dy, dz)G(o) (x,xi) —X 1(o),/3, ,
(x)'y) () b,

CX
I blci

+ y r(„") ..(X„y,,z, )[G," (y„z, )+&/, (y, )&&& (z, )&] (3.47)

which is the familiar Hartree equation for the mean field illustrated in Fig. 1. The equations defining the free-particle
Careen's functions G~o~ are given explicitly in Appendix A.

We now derive Dyson equations for the boson two-point Green s functions. Differentiating (3.44) with respect toij, we find2'

i5 5(xz —x)= 2 f dx) I (o) (x xi) l5j~ x3 l5j~ xi
1

56, 56,+.
i5j (xz)i5j (z) i5j/3(y)

56, 56,+. .
'

i5j (z) i' (X3)i5j/3(y)

56, 56, 56,—g f dy dz I ((()))b, (x;y, z) +
bc i5j (x2) —i5r/, (z)i5gb(y) i5j (xz) —i5g, (z) i5gb( y)'

56, 5G,+
/5'9, (z) i5j (x2)i5r/b(y)

(3.48)

Taking the limit g, g,j~0 and using the definitions (3.7)—(3.13) of the one-, two-, and three-point Green s functions,
(3.48) becomes

i5 5(x2 —x)= g fdx, I (()) (x,x, )G' ' (x),x3)

—y f dy dzl (sI p (x,y, z)[Gp" (y, z, x, )+G"' (z,x, )&y/3(y) &+GI3",(y, x3)&yy(z) &]
Py

+ g f dy dz I (o) „,(x;y, z)G~",b(x2, z,y) . .
bc

Using relations (3.32) and (3.36) between three-point Green s functions and three-point vertices we find

i5..5(x, —x)= y fdx, r(2)'..(x,x, )G'.".(x„x,)

(3.49)

fdyidZiI (s) /3 (X,yi, Zi )

&y/3(y, )&G',".(Z„x, )+&/, (z, )&G/3". (y„x, )

bl cl A3b3c3

i g f d—x3dy3dz3GI3I3 (y),y3)G&'z (z3 z()I p y (y3 z3 x3)G' ' (x3 x2)
303r3

f dy, dz, dx3dy3dz3I (o) b, (x;y„z, )

XG',' (zi, z3)Gb b (y3,y) ' ', b 3', 3 y3 3 3 (3.50)

Equation (3.50) may be rewritten

i5 5(x —x, )= g f dx [I', ',„(x„x ) —Ii (x, ,x, )]G' ' (x„x )

A3

in terms of the polarization function

(3.51)
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II (x„x )= g fdy)[1((s)) p (x„y„x3)+IIsI p (X„X3,y) )](pp (y )}
1

dy, dz, dy3dz3I (s) p (x„y„z,)Gp p (y3,y))Gr r (z„z3)I ~ p(x3 z3 y3)(3) (2) (&) (3)

p1rlp3r3

+' X f dy)dZ) dy3dZ3~(0) ab a (Xl y~l~Z))Gb b (y3~y))Ga a (Z),Z3)Pa, b (X3,Z3,y3) .
1b3

(3.52)

In transcribing Eq. (3.52) from Eq. (3.50) we have made use of the permutation symmetry of the boson Green's func-
tions and vertices in order to emphasize their parallelism with the fermion terms. Equation (3.51) is often written in
terms of the bare two-point Green's function 6(o) in the form

Ga 'a (x2,xl )=GI0Ia a (x2,xl )
—g i fdx3dx4GI0I«(X2, X4)11«(X4,X3)Ga 'a (X3~X) ), (3.53)

which is obtained from Eq. (3.51) by multiplying through by GI0)), summing, and integrating. Equation (3.53) is the
Dyson equation for the boson two-point Green s function. Its graphical representation is shown in Fig. 2(a).

To derive the Dyson equation for the fermion two-point Green s function, we start from the equation of motion for
the fermion field. Varying W'with respect to g, (x), we find analogous to Eq. (3.41)

0= 5I 5 5 5

fi((T) (x) i' )fi2) i5g +21,(x) W(j;2), 2)) . (3.54)

Inserting the definitions of I and W, Eqs. (3.2)—(3.6) together with the Lagrangian (3.1) we obtain analogous to Eq. (3.44)

56, 56,
O=q, (x)+(iy)'B M, )

— —g f dy dz I (o)p„(y;z,x) +
if'), (x) p, i 5g, (z)i fijp(y)

56, 56,
ihq, (z) ) ojp(y»)

(3.55)

Introducing the three-point dressed couplings I ' ' via Eq. (3.36) we have

it)„5(x —x, ) =(iy"d„M, )G—,','(x„x)
(3)dy, dz)1 (())p, , (yl,'z, ,x)

P1c 1

X G,',' (x „z, ) ( Pp (y, ) )

In the absence of sources the fermion fields vanish, so Eq. (3.55) is trivially satisfied when j2)2)~0.
To find the equations of motion for the two-point Green s functions we vary (3.55) with respect to i g, t—hen set the

sources to zero. We obtain for jqg~0
O=i6„5(x —x, )

—(iy"8„M, )G,'—,'(x„x)+ g f dy dz I (p(0„))(y; , z)x[Gp ( )(y; xz)+6, ,(( )xz)( tp((y))] . (3.56)
pc

Equation (3.57) may be rewritten

—i g f dx3dy3dz3G, ', (z3, z, )Gp p (y3,y, )1 p,', (y3 X3 Z3)G,',' (x),x3)
a 3P3e3

(3.57)

—)&...,
&(X2 —

) ) = y f dx3G ( 3)[1 IQI ( 3 ) )+~ ( 3 xl)]
03

in terms of the fermions' self-energy

(X3 x
1 ) = & f dy i &('0)p,..., (y i x3 x))~ Np, (y 1 ) )

1

t g—f 'dy, dz, dy3dz31 p ', , (y3;x3,z3)Gp' p' (y3,y, )G,',' (z3,z, )I ((()))p, , (y„zl x, ),
1 1P3 3

where the free-fermion wave operator is

1.(2I. . (X, ,x, )=—fi. . (() ~a,„+M. )6(x, —x, ) .

(3.58)

(3.59)

(3.60)

We can invert Eq. (3.58) by multiplying on the left by G((0))I' ' and on the right by 6' ', then integrating and using
(3.26) to obtain

Ga2a) X2&x) G(0)a2a) (X2&X) ) ) f dX3dX4G(0)a2a4 (X2&X4)~a3a4(X3&X4)Ga)a) (X3&X) ) (3.61)
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The graphical representation of Eq. (3.61) is shown in Fig. 2(b). We note that there is no ambiguity of time-ordering
analogous to the one arising in the Hartree equation (3.47), since no Green s functions need to be evaluated at equal
times; this is because contact terms in the equations for two-point and higher Green s functions would be factorizable,
and thus are eliminated in terms of lower-order functions.

C. Dyson equations for the dressed vertices

We have now found equations for the two-point Green s functions which describe the mixing of the fundamental fer-
mion and boson degrees of freedom with two-particle composite states appearing inside the self-energy insertion X or
polarizability H for fermions and bosons, respectively. The strength of this mixing is given in terms of the three-point
vertices I' '. These vertices are themselves dynamical quantities satisfying Dyson equations.

The Dyson equation for the three-boson vertex is obtained by dift'erentiating Eq. (3.48) with respect to the boson
source current ij . Setting the sources equal to zero, we have

3

0= g fdx, I,' ) (x,x, )G' ' (x„x,x )

a1

—g f dy dz I I&I )3 (x,y, z)[GI3' (y, z, xz, x3)+G' ' (z, x2, X3)(P&(y))
Pr

+G&",(y x2 X3)(4»(z))+G&~ (z X2)GI3" (y, x3)+Gp~, (y xz)G~" (z,x3)]

+ g f dy dz I IoI b, (x;y, z)G' ',b(x2, x3,z,y) .
bc

We can eliminate G' ' and G' ' in favor of I' ' and T via Eqs. (3.32) and (3.37)—(3.38):

(3.62)

0= g f dy dz i g f dx, dx4I I()))(x,x, )G) ' (x„x4)I' )f3~(X4,y, z)
Pr ala4

f dy, d zd zrI I s& (x,y„z, )[(P)3 (y, ))G"' (z, , z, )r"p (z, ,y, z)
~lrlr2

+ (Pz (z) ) ) G p z (y), z2 )I' I3&(zz,y, z)]+I IsI pr(x y )z+ IrsI yp(»z y)

i P —dy, dy2dz, dz2I (s) p, z, (x,y), z) )G)3 & (y2, y, )G ~ (z„zz)T& r,pr(y2» y(3) (2) (2)

~1~2r 1 r2

+i g f dy)dy2dz)dz2I IoI b, (x;y), z) )

1 2c1 2

X Gb b (y2,y, )G,',' (z„z2)T&)„b (y2, z2', y, z) .G&
' (y, x2)G' ' (z,x3) (3.63)

We can use Eq. (3.50) to evaluate the first term; then, multiplying from the right by I ' ' twice and integrating, we find

r~.'~),(x,y, z) = r'„3)).~,(x,y, z)+ r'„",.„(x,z,y)

+ g f dX 3 dX 4dy, dy 3 dz ) dz 3
a3a4

X g I )s) )3 z (x y), z) )G)3)3 (y),y3)G z (z3,z) )I & r (y3 Z3 X3)(3) (2) (2) (3)

PII 3rlr3

I IoI b, (x;y),z) )G,',' (z),z3)Gb b (y3,y) )I ' '
b (x3 z3 y3) G (x3 x4)I I3&(X4,y, z)

blb3clc3

—i g dy)dy2dz, dz2I )s) & (x,y), z) )6& & (y2,y) )6 (z),z2)T& )3&(yz, zz, y, z)(3) (2) (2)

~1~2rlr2

+i g f dy dye)dz dzz)l ~o) b (x;y), z) )Gb b (y2,y, )G, (z),z2)T&, b (y, z;y2, z2) .(3) . (2) (2)

bl b2cl c2

(3.64)
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Equation (3.64) is represented in Fig. 3(a).
To derive Dyson equations for the three-point vertex I '

b, we start from Eq. (3.44) and differentiate it first with
respect to —i qb and then with respect to s'q, . Taking the sources to zero, we have

0= y fdx]r('0)..(x,x, )G."'„(x„.y, z)
a1

f dy1dz1 ~(s) (3 (x y 1 zl )[GI1 b (yl zl iy z)+ Gy b (zl y z) ( (t)33 (y 1 ) & +GI3 b (y],y z) & '((, (zl ) & ]
P1 r1

+ y fdy]dz]I (0) b, (x y]»'])[G,",' „(y„z„yz) —Gbb'(y yl)G,' '(z„z)] .
b1C1

We can eliminate G' ' and G' ' in favor of I' ' and T via Eqs. (3.36), (3.38), and (3.39):

0= g f dy dz i g fdx, dx4I (0) (x,x, )G' ' (x, ,x4)I"'3b, (x4,y, z)
bc A 1cx4

f dyld ld 2I IsI (3„,(x,y],z, )[(P(3(y, ) &G',", ( „,)I (,')„(z„y,z)
~1~1~2

(3.65)

+ (P (zl ) &6& ' (yl, z2)I (z )b, (z2,'y, z)]

+I (0) b, (x;y, z) i g— f dy, dy2dz, dz21 (s') i3 r (x,y„z])G'i3P (y2, y, )G' ' (z„z2)T& ~ b, (y2, z2,'y, z)
1 2~1] 2

+i y f dy]dy2dz]dz21(()) b, (x;y„zl)Gb b (y2, y])G,',' (z],Z2)T, b b, (y2, Z2, y, z)
1 2 1 2

X G(2) (y y)G(2)(z ) (3.66)

We can use Eq. (3.50) to evaluate the first term; then, multiplying from the right by I ' ' twice and integrating, we find

I"' b', (x;y, z) = I (0) b, (x;y, z)

+ g f dx3dx4dy]dy3dZ]dZ3
a3a4

X g I"(S) 13 r (x,yl, zl )G& i3 (y],y3)Gr 'r (z3,zl )I P
'

(y3 3 3)
P1P3r1r3

~(0) b (X;y],Z] )G (Z],Z3 )Gb b (y3,y])P b (X3,'Z3, y3 )
b1 b3c1c3

XG' ' (x3 x4)I (

b (x4 y z)

i g f—dy, dy2dz]dz2I (s) p (x yl z])Gi3 I3 (y2, yl )GI ' (z],z2)Tp b, (y2, z2,'y, z)
PI~2&1&2

+i g f dy]dy2dz]dz2I (o) b, , (x;yl, zl)Gb b (y2, y, )G' ' (z„z2)T, b b, (y2, z2, y, z).
b1b2c1C2

(3.67)

The graphical representation of Eq. (3.67) is shown in
Fig. 3(b).

D. The irreducible efFective interaction

Like the Dyson equations for the two-point Green's
functions, the Dyson equations for the three-point ver-
tices I' ' take account of the dynamic role of two-body
intermediate states in the interactions between two of the
three fields involved at each vertex. When these three-
point vertices are inserted in the Dyson equations for the
two-point Green's functions, their two-body intermediate
states give an additional admixture of two-body com-

I

ponents into the quasiparticle wave functions beyond the
admixtures displayed explicitly in the Dyson equations
for the two-point Green's functions. For a successful
description of the many-body effects on quasiparticle
propagation, it is clearly essential to include all the
sources of two-body admixtures: both the two-point
Green's functions and the three-point vertices must be
dressed in a consistent way. Furthermore, the effective
interactions T appearing in the three-point Dyson equa-
tions produce a similar admixture of the same set of two-
body states; we must also include these intermediate
states in our description of T.

The equations we have obtained, namely, Eqs. (3.64)



RELATIVISTIC TRANSPORT THEORY OF FLUCTUATING. . . 2655

and (3.67), are not the only such equations satisfied by the
vertex functions: they represent a choice of which pair of
fields are allowed to interact with each other via the T
matrix. Had we so chosen, we might just as well have ob-
tained similar equations exhibiting the interactions of any
given pair of fields. Of course, all these equations would
be equally true, describing the same vertex in different
ways. The fact that they must be equivalent illustrates
how complex an object the T matrix is, since it must bear
the burden of ensuring the equality of the different forms
of the vertex equations.

Nevertheless, despite this complexity, we are com-
pelled to seek an appropriate approximation for the T
matrix. Two reasons motivate this need: (a) two-body
scattering is a convenient place to introduce a phenome-
nological parametrization, since it is among the funda-
mental processes whose strength we wish to adjust to fit
the measured data, and (b) a complete numerical treat-
ment of a function of four space-time variables (16 scalar
quantities) will probably remain beyond the capacity of
even the largest computers for many years to come.

To motivate our choice of approximations for the two-
body scattering matrices T—and by the extension the
three-point vertices I ' '—we appeal to an argument
similar to the one we used to motivate our choice of the
effective Lagrangian: we will treat explicitly those de-
grees of freedom whose modest energy permits them to
be strongly excited in intermediate-energy nuclear col-
lisions, while tolerating an abbreviated description of de-
grees of freedom with larger excitation energies. The
lowest-energy degrees of freedom of a many-fermion sys-
tem are the particle-hole excitations and the collective os-
cillations constructed by superposing them coherently.
Note the contrast with the baryon-free vacuum, where
nucleon-antinucleon states play a much less dynamic role
at low energies. In vacuum, the pion is the lowest-energy
hadronic excitation, followed by two pions, which are so
strongly correlated as to require the introduction of a

scalar field 0. to describe their interactions; in baryonic
matter, the excitation AN of a nucleon to a delta must be
included with the pionic degrees of freedom. All other
strong-interaction degrees of freedom require more than
0.5 GeV to excite and therefore may reasonably be sub-
jected to a simplified description in terms of few param-
eters: they are not expected to be strongly excited in col-
lisions where the available energy per nucleon is less than
0.3 GeV in the center of mass (laboratory kinetic energy
=1.4 GeV). We conclude that our first priority must be
the explicit inclusion of NN, hN, m, o., and 2m degrees of
freedom and their mixing with each other.

We can now see how to choose the best set of Dyson
equations for the three-point vertices: they should be
chosen to explicitly exhibit the lowest-energy two-body
intermediate states. We see that our choices in Eqs.
(3.64) and (3.67) do indeed fulfill this criterion, when we
recall that NN includes particle-hole excitations in the
nucleonic medium.

We now apply these considerations to the problem of
approximating the T matrix for two-body scattering.
Since the same T matrix describes, for example, NN and
NN scattering, or m.N scattering and NN annihilation to
mm. , different sets of intermediate states will appear de-
pending on which process is being described. In princi-
ple, we would like to eliminate all the low-energy states in
all channels; in practice this leads to equations beyond
the reach of numerical computations. Faced with a
choice of which channel to favor, we choose to extract
the intermediate states in the channels in which T is used
in the Dyson equations for the three-point vertices,
namely, those channels which include NN, the lowest-
energy states in baryonic matter.

We begin by separating out in the T matrix all process-
es in which a single meson appears as an intermediate
state. We therefore define the one-body irreducible part
T' of the scattering matrix as illustrated in Fig. 5(a):

Tp y p (Py, 2Pz2, )—=zTp y py(P2, 2,+z, z)+l g f dx2dxl p y ~ (+2,z2, xz)G~ ~(xp, x)I ~py(x, +,z) (3.68)

T& y bc(y2, Z2', y, z)=T& y bc(y2, Z2;y, z)+i g f dxzdxI & y ~ (y2, Z2, X2)G' ' (x2,x)I'b', (x;y,z), (3.69)

and

T,' b b, (y2, zq, y, z):—T, b b, (y2, Z2, y, z)+i g fdx2dxI' ', b (X2', z2,y2)G' ' (x2,x)I' b', (x;y, z) .
ala

(3.70)

The relation between T and T is represented graphically in Fig. 5(a). In terms of the one-particle irreducible eff'ective
interaction T', Eqs. (3.64) and (3.67) become, respectively,

I ~py(x, +,z) = rIs)~py(x, p, z) + rIs)~yp(x, z,g)

i g —f dy)dp2dz)dzzI I+I & (x,y), z) )G& & (y2,y) )G' ' (z),zz)T& &y(pz, zz, p, z)
1 2~1~2

+I g f4')4'2dz)dz21Io)ab, c, (x 7) z) )Gb, b, (+2,7) )Gc,c, (z),z2)Tgyc, b, (g z;gz zz)
b& b2c& c2 (3.71)

and
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I abc(X;y, Z) = I (())abc(X;y, Z)

f "yldy2dzldz2I ISI p y (»y) zl )Gp p (y2 yl)Gy y (zl»2)Tp y bc(32 z2 y z)
~1~2&1&2

+1 g f dy(dy2dzldz2I (0)ab, c (x'yl»1)Gb b (32 31)Gc c (zl Z2)Tc b bc(32 Z2 3
b1bz&1 2

(3.72)

Because it no longer contains the single-particle intermediate states, T is a better candidate for simplified parame-
trization than T was. But T still contains the low-energy two-body states which we also want to describe explicitly. In
order to eliminate these parts of T, we have to introduce yet another four-point function U, which will be called the re-
sidual interaction. This residual interaction is defined by the integral equations

Tp y py(y2, z2, y, z)= Up y py(y2, z2, y, z)

—i f dy3dy4dz3dz4Tp p (y2, z2,y4, z4)Gp p (y4, y3)Gy ' (z3,z4)Up p (y3, z3,y, z)

+1f d33d34dz3dz4Tpy b (32 Z2 34 Z4)Gb b (34 y3)G (Z3 Z4)Upy b (y z y3 Z3) (3.73)

Tpyb (32 2 y»=Upy b (32 Z2 yz)

—
1 f dy3dy4dzsdz4Tp p y (y2 z2 y4 z4)Gp p (y4 y3)Gy y z3 z4 Up y b (y3 z3 y z)

+i f dy3dy„dz3dz4Tp y b, (y2, z2,y„,z„)Gb b (y4, y3)G,',' (z3 z4)U, b b, (y3 z3 y, z), (3.74)

T,' b b, (y2, z2, y, z) —U b b (32 2 3

—i f dy3dy dz dz Tp b (y2, Z2,'y4, 4)Gp'p, 3'4 y3 Gy, y ( ) p, ,b.(»»'»z)

+i f dy3dy4dz3dz4T,
'

b b, (y2, z2,y4, z4)Gb b (y4, y3)G ( 3, 4,,b, b, 3'3 3 3' z) .

The relation between T and U is shown graphically in Fig. 5(b). These definitions ensure that the residual interac-
tion U we have introduced is irreducible in the XX or, equivalently, the meson channel with respect to one- and two-
body intermediate states.

With these definitions, the equations for the three-point vertices take on the form used by Migdal: using these
definitions in Eqs. (3.71) and (3.72), we obtain

I p (x,y, z) —I (s) yp(x z y)=I (s) py x,y, z)(3) (3)

(3)i g dy—(dy2dz(dz2[l' p y (x,yl, zl )
—I (sI p (x,zl, yl )]

~1~Z&1&2

XGpp (y2 yl)G (zl Z2)Upy py(32 2 y

+i g f dy 1 dy2dz1 dz2I b', (x;y l, zl )

61 bZc1cz

x Gb b (y2, yl )G, ,' (zl, z2)Upy, b (y, z;y2, z2) (3.76)

(X y Z)=I (0) b (X'y Z)

(3)—i g dyldy2dzldz2[I 'p y (x,yl, zl) —I Is)ay p (X Zl yl)]
~1~2~ 1 ~2

x Gp'p (y2, y1 )Gy y (Zl, Z2) Up y b (3 2, Z2, 3,Z)

+i g dyldy2dzldz2I „b, (x;yl, zl )Gb b (y2, yl )G, , (zl, z2) Ub, b, (y2, z2, y, z) .(3) . (2) (2)

bl bz 1 2

(3.77)

The graphical representations of Eqs. (3.76) and (3.77) are shown in Fig. 6.
We have now introduced the main equations of our theory, which determine the mean field ( P (x) ) [Eq. (3.47)], the

two-point Green's functions G' ' for the nucleons and mesons [Eqs. (3.53) and (3.61)], and the vertices I' ' describing
the coupling of mesons to nucleons and to other mesons [Eqs. (3.76) and (3.77)]. This set of equations determines the
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evolution of the dynamical quantities in terms of the free-two-point Green's functions 6~0& and bare vertices I ~o~ of the
Lagrangian, together with the residual effective interactions U(x, , x2', x3,x4). When these quantities are known, the
two-body scattering matrices T(x „x.2,x3,x4) may be found from Eqs. (3.68)—(3.75).

E. The Migdal phenomenological eA'ective interaction

In principle the residual effective interactions are determined by a further set of Dyson equations which could be ob-
tained by additional variation of the generating functionals; these Dyson equations would in turn introduce further un-
knowns, the five-point functions. Instead, for our purposes, as we have explained in Sec. II, it is more useful to regard
the effective residual interactions as quantities to be determined inductively by fitting experimental information. Thus
we close the hierarchy of Dyson equations by making the main approximation of our method. Following Migdal and
Pines and Aldrich' we shall approximate the residual interactions as local functions of their coordinates, proportional
to delta functions of the coordinate differences of the particle and antiparticle or to the derivatives of delta functions,
where the coef5cient functions have to depend on the medium in which the effective interaction is occurring. It seems
reasonable to suppose that the properties of the medium will be reasonably well represented by the mean boson fields,
which according to the Hartree equation (3.47) are proportional to the fermion densities; thus we set

Up, r,py(y2 z2 y z) Up r py(y2 y I &4' (y) & & 4 (y2 & I )&(y2 z2)&(y

Up b (y~, z2 ', y, z) = Up„,b, (y2 y; I &
—
(t (y) &, & p (y2 ) & ) )6(y& —z, )5(y —z)

U, b b, (y2, Z2'y z) Ub b
—(y2 y; I &(() (y) &, &p (y2) &I)5(y2 —zz)5(y —z),

(3.78)

where the delta functions may in some cases be chosen as
the derivatives of delta functions to allow for gradient
couplings. Alternatively, U could be taken to depend on
the mean fields in between its endpoints

U(y, —y; I & y (y+y, n) & I )

instead of

U(y, —y;I&& (y)&, &P (y, )&I) .

This form of U is a relativistic generalization of the pseu-
dopotential of Pines and Aldrich when he originally in-
troduced the phenomenological residual interaction, Mig-
dal also made the further simplification of approximating
U as zero range, i.e., proportional to 5(y2 —y). Clearly
we would prefer the simplest form that can adequately
represent the effective interaction. There are some physi-
cal constraints on the choice of U, which will be dis-
cussed in Sec. V.

If we insert the zero-range local residual interactions
(3.78) in Eqs. (3.76) and (3.77), we find that the three-
point vertices I'b', are local in the fermion coordinates
while the vertex I '

& is local in the coordinates of bosons
Pand y.

cal consequences and plausibility of the Migdal locality
approximation in Sec. V. First, however, we have to deal
with an inevitable consequence of our use of zero-range
interactions in both the Lagrangian and the Migdal resid-
ual interactions: the loops which dress the two-point
Green's functions and vertices in our theory diverge. We
therefore devote the next chapter to the regularization of
loops.

IV. REGULARIZATION OF LOOPS

The approximation of the residual interaction by a lo-
cal effective force reduces the equations of motion to a set
of coupled equations for functions of two space-time vari-
ables F (x,y) in which all the terms can be constructed
by successive combinations of two such functions into a
single new function of two space-time variables. For the
moment we will pretend that the effective interactions
and bare vertices are truly local, ignoring the derivative
couplings; the extension to derivative couplings is

I b, (x, ;xz,x3)=l b, (x„'xz,x3)5 (xz —x3),
r."p),(x„x„x,) =r."p),(x„x„x,)S'(x, —x, ),

(3.79)

(3.80)

or similar relations involving the derivatives of delta
functions. The three-point vertices are now functions of
only two space-time coordinates, just as are the two-point
Green s functions. It is this feature which gives hope of a
numerical treatment of these coupled integral equations.
The structure of these equations is displayed in Fig. 7.
Similarly, Eqs. (3.68)—(3.70) and (3.73)—(3.75) imply that
also the T matrix itself is only a function of two space-
time coordinates, and thus equally amenable to numerical
treatment. We will return to the discussion of the physi-

~ +

~ +

(re@
~ru

FIG. 7. Graphical representation of the integral equations {a)
for the two-point Green's functions [Eqs. (3.53) or (5.9) and
(3.61) or (5.11)] and (b) for the three-point vertices [Eqs. (3.76)
or (5.13) and (3.77) or (5.14)], in every case assuming the local
form (3.78) for the residual interaction U.
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straightforward and will be discussed at the end of Sec.
IVD. For local couplirigs, there are two operations of
combination: convolution,

C(x,y, F (x,z), F&(z,y))= f dz F (x, z)Ft3(z,y),
and loop formation,

L(x,y, F,Ft3)=F (x,y)Ft3(y, x) .

(4.1)

(4.2)

While the convolution of two singular functions presents
no special difficulties, it is to be expected that the forma-
tion of loops leads to ultraviolet divergences associated
with the singular short-distance behavior of the effective
interactions. The preferred treatment of these diver-

gences would be renormalization, a procedure unavail-

able in our case because of the presence of spin- —', parti-

cles and their derivative couplings. We therefore must
seek another way of regularizing the ultraviolet diver-

gences of the loops. Since the divergences arise from the
assumption that the hadrons are point particles, we find a
satisfying resolution by introducing their structure in an

appropriate way.

A. Causality, unitarity, and dispersion relations for loops

Since the purpose of our equations is to investigate the
Aow of probability with time, it is essential that any regu-
larization method must preserve, in the resulting equa-
tions, the features of unitarity and causality which are, of
course, automatically present in the equations derived
above. These requirements are quite stringent, as we can
see by consideririg the simplified case of stationary or
steady-state motion in which the Green's functions de-
pend only on the difference of times,

antiparticles respectively, and ( —) is —1 when a is a
fermion and + 1 when a is a boson. The associated prop-
agators 6 +(co), defined as i times the time Fourier trans-
forms of the Green's functions

6 —(co):i—f dt e' 'G —(t), (4.6)

dReF *(co)=+f, ImF —(co'),
CO Q7

(4.7)

where P denotes a principal-value integral, we realize
that each term in Eq. (4.5) obeys such a relation with the
sign determined by whether we are dealing with particles
or antiparticles, i.e., whether the frequency m' is greater
than or less than the chemical potential p . We can
therefore combine the two terms to find' a dispersion re-
lation for 6 (co),

dco PReG (u)=, ImG (co') sgn(co' —p )
7T CO CO

or, equivalently,

(4.8)

6 (co)= f sgn(to' —p )

are, like all physical propagators, analytic in co except
along the real axis. Because G +(co) represents the prop-
agation of particles, its singularities lie along the real axis
above the chemical potential p; conversely, 6 (co) has
singularities only for co (p representing antiparticles or,
for fermions, "holes" in the Fermi sea. Using the
theorem that a function F (t) is p—roportional to 8(+t) if
and only if F [defined analogous to Eq. (4.6) as i times its
Fourier transform] obeys a dispersion relation

G' '. (x,x')=6' ~ (»x ~xo xo) . (4.3)
+in5(co' co) ImG—(co') . (4.8')

In the following development we will suppress the spatial
variables, assuming only that a real representation has
been chosen for them. Thus we introduce the shorthand
notation

We see that ReG (co) is determined by ImG (cu), which
we will concentrate on because it is the most closely relat-
ed to the probability current.

The decomposition (4.5) immediately implies a similar
decomposition for the loop, Eq. (4.4b):

F (t)=F (x,xo, x', xo —t),
L ti(t)=L (x xo x xo t F Fti)

(4.4a)

(4.4b)
(4.9)

We consider first the case where F and F& are both
two-point Green's functions G and 6&, where in the in-
terests of brevity and legibility we suppress the super-
script (2) and compress the subscripts a and a' of Eq.
(4.3) into a single generic subscript a; we will eventually
establish that all other quantities that appear as F in
loops have similar properties so that the discussion ap-
plies to all loops.

Since the Green's functions are the expectation values
of time-ordered products, they are the "causal" functions
which propagate particles and antiparticles, respectively,
forward and backward in time:

(4.5)

where 6+ and G are the propagators for particles and

dL ti(co)= f 7T

p
sgn(co' —p +pp)

+i~6(co' cu) ImL p(—co') .

This result is completely analogous to Eq. (4.8a), if we
identify the chemical potential of the loop as the
difference of the chemical potentials of the internal lines,
as would be expected from equilibrium thermodynamics.

(4.10)

We see that I.
& only has terms where one of the Green's

functions represents a particle and the other an antiparti-
cle; there are no particle-particle or antiparticle-
antiparticle terms. Using Eq. (4.8 ) in the definition
(4.4b) we obtain, after a brief computation (see Appendix
B), the dispersion relation for L, defined like Eq. (4.6) as i
times the Fourier transform of L,:
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We conclude that the loops have an analytic structure
completely analogous to that of the Green's functions, al-
lowing their real parts to be readily computed from their
imaginary parts.

The same computation (Appendix B) which leads to
Eq. (4.10) also gives us a simple expression for ImL &(co):

d co~d cop
ImL &(co)=f 5(co —

co&
—co)ImG (co )

X lmGt3(cot3) I 8(co p)—8(pt3 ~~)

+8(p co )8—(cop pp) J
—.

(4.11)

As expected from Eq. (4.9), we see that L &(co) has only
particle-antiparticle terms but no particle-particle or
antiparticle-antiparticle terms. Of course, Eq. (4.10) and
(4.11) together imply the structure (4.9). Inspecting Eq.
(4.11) verifies that its two terms have singularities only
for co & p —

pp and cu (p —
p&, respectively, in harmony

with the discussion in the preceding paragraph. Because
of the identification of the imaginary parts of Green's
functions with the probability densities, Eq. (4.11) pro-
vides an explicit realization of unitarity, the conservation
of probability density: the probability density associated
with a loop is the sum of terms representing various pos-
sibilities (i.e., combinations of particles and antiparticles)
for intermediate states which can occur in the propaga-
tion of the particle in whose Green's function the loop
appears; each of these terms is the product of the proba-
bility densities of the independently-propagating com-
ponents of the corresponding intermediate state.

=2'tt5(po po)6(p p 5'0) (4.12)

we have from Eq. (4.6).

6(p, p', po)= —.fdxdx'e '~"+'~ "G(x,x',po) .
1

(4.13)

Noting that 6 (x,x') and G&(x', x), and therefore
L &(x,x'), are real, we can eliminate ImG in favor of
G:

functions: since the Fourier transform of a convolution is
the product of the Fourier transforms of its constituents,
all evaluated at the same frequency, we only need to note
that the fact that particle a can turn into particle P,
which is implied by the diagram leading to the convolu-
tion, requires that their chemical potentials be equal; this
common chemical potential may then be identified as the
chemical potential of the convolution. Typically, one of
the factors in the convolution will be a loop; the require-
ment then is that the net chemical potential of the parti-
cles (minus antiparticles) of the loop should equal the
chemical potential of the other factor in the convolution,
as expected.

We are now in a position to discuss the choice of cutoff
procedures, which need to respect causality and unitarity
and therefore must preserve the relations (4.10) and
(4.11). We will eventually want to determine the cutoffs
by considering processes occurring in vacuum, so the
cutoffs have to be introduced covariantly. For this
reason it is useful to complete the Fourier transformation
to momentum space, including the spatial variables as
well as the time variables. Introducing the notation

6(p,p')= f dx dx'e'~ '~" 6(x,x')

B. Implications of causality and unitarity for cutoÃ procedures

We have established that the loop formed from two
Green's functions has the same analytic properties,
particle-antiparticle decompositions, and dispersion rela-
tions as a Green's function, provided that its chemical
potential is chosen in the natural way. It is easier to see
that the same is true for the convolution of two Green's

I

ImG =Imi f dt e' 'G (t)

=—.[G (co)+6 (
—co)] (4.14)

with a similar relation for L &. Equations (4.13) and
(4.14) enable us to rewrite Eqs. (4.10) and (4.11) in
momentum representation:

dc' PL &(q, q', co)= —, sgn(co' p+p&)+—ivr5(co' co) —,'[L —&(q, q', co')+L &(q, q', —co')],
l K CO CO

(4.15)

and

dp dp'dk dk'
—,'[L &(q, q', co')+L p(q, q', —co')]= f 5(p —k —q)5(p' —k' —q')

1X de dcott5(co co& co') t 8(co p—, )8(—pt3 co~)+8—(p ~ )8—(~~ p~)I—
X[G (p, p', co )+6 (p, p', —co )]

X [G&( k', k, co&) + 6&(k', k, —co&) ] . (4.16)

The most obvious move is to try to associate cutoff fac-
tors with the propagators inside the loop, following Feyn-
man and Pauli-Villars. If these cutoffs are introduced co-
variantly, then Eqs. (4.15) and (4.16) imply that they are

l

ineffectual, as is most readily seen in a momentum repre-
sentation. Covariance requires the cutoff factor f(p ) to
depend only on the invariant mass p of the momentum
of the propagator. Inspecting first for simplicity the ap-



2660 SIEMENS, SOYEUR, WHITE, LANTTO, AND DAVIES 40

proximation of free propagators, we realize that their
imaginary parts are nonzero only for p =rn so that the
integrals (4.15) and (4.16) are simply multiplied by a con-
stant factor f(m ), conventionally chosen to be unity.
Since we expect at least some of our self-consistent propa-
gators to exhibit quasiparticle poles with finite residues,
we must anticipate that a similar difficulty will persist in
the case of 1oops computed from self-consistent solutions.

Another commonplace method of regularizing the
propagator involves subtracting from it the propagators
of one or more fictional, very massive particles
(p —M ) '. This procedure, which reduces to a special
case of the previously mentioned method

f(p )=(M —m )l(p —M )

when applied to a free propagator, has the additional
disadvantage that the coefFicient of the singularity at M
corresponds to a negative probability density. This latter
problem is unimportant for stationary-state applications
where high energies are never realized; however, in our
application in the time domain all frequencies contribute
to the short-time propagation, and thus unphysical be-
havior cannot be avoided in the presence of such a sub-
traction.

Because the cutoffs cannot readily be associated with
the propagators, we have to try to incorporate them in
the vertices. We begin by inspecting the three-point irre-
ducible vertex. De6ning its Fourier transform

I (q,p, k) = f d x d y d z I (x,y, z)exp'(xq +yp+zk),

(4.17)

I (q p, k)=I (q p+k)f [(p —k)/2], (4.18a)

which would lead to a corresponding factor in coordinate
representation

r(x,y, z) =r(x, (y+z)/2) f (y —z) . (4.18b)

We see that the Migdal approximation corresponds to
setting f (y —z) =6(y —z). Relaxing the locality assump-
tion is necessary to make the integrals converge. We can
interpret f (y —z) as a structure function for decay of the
boson at (y +z)/2 into hadrons at y and z.

Unfortunately, however, the simplest ansatz (4.18)
leads to an acausal self-energy loop. For example, if x is
the external coordinate, a typical self-energy term be-
comes [for fermion-loop insertions in a boson propagator,
Eq. (3.52)]

we realize from this argument that it will be useless to in-
troduce any cutoff depending on only one momentum.
Of the size combinations of two momenta, the sums of
pairs of momenta are equal to the remaining individual
momentum for the case of translational invariance; the
differences are reasonable candidates. Inspecting the
Migdal approximation

I (x,y, z) = I (x, (y +z)/2)5(y —z),
Eq. (3.78), we see that I (q,p, k) =I"(q,p +k) is indepen-
dent of the combination p —k, while it already falls off
with p —

q or q
—k. Apparently we need to have our

cutoff depend on (p —k) .
The simplest way, then, to cut off the loop integrals is

to multiply the vertex function by a factor f[(p —k)/2]
which depends only on (p —k):

(x,x') =&'g f dy d«, (x;y, z)G, (y, x')G (x', z)I „,„
bc

=&+fdY I,(x; Y)f dZ f(Z)G, Y+—,x' G x', Y ——2' ' '
2

= 'yC(x, x', r $,(;Y),Lf( Y, xG„G )}br b, .
bc

The cutoff loop L& defined by the last two lines of Eq. (4.19) may be evaluated using Eq. (4.5):

(4.19)

Z, ZQ, Z
L/(Yx', G„Gq)= f dZ f(Z) G,+ Y+—,x' Gb x', Y——8 xo —Yo & 8 xo Yo &

1

+ Z ~ + ~ Z ZQ—G Y+—x' G, x' Y——0 x' —Y (c 2 0 0
ZQ

0 x' —Y)—0 0

—G Y+—,x' G x', Y——0 x' —Y ) 0 x' —Y
Z ~ —

~ Z 0, 0
c 2 b 2, 0 0 0 0

T

Z + ~ Z ZQ ZQ+G Y+—,x' G+ x' Y——0 x' —Y ) 0 x' —Y )—
r 0 0 2 0 0 (4.20)

ile the first and last terms have the appropriate causality/unitarity structure, the middle terms permit particles and
antiparticles, respectively, to propagate both directions in time unless f (Z) contains a 5 function in Zo. Apparently a
more subtle procedure is called for.
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C. Proposed cutoff procedure: Momentum representation for stationary states

Fortunately, Eqs. (4.10) and (4.11) allow us to construct a cutoff procedure which leads to causal functions. We con-
struct the self-energy operator II(x,x') from the loop L& as given in the last line of Eq. (4.19), but to ensure that L& is
causal we evaluate the real part of L& from the dispersion relation, Eq. (4.10), and introduce the cutoff explicitly only in
the computation of the imaginary parts. Using the momentum representation (4.14) and (4.15), we thus define the cutoff
loop LI by introducing the cutoff factors into Eq. (4.16):

dco P
L&(q, q', co,F,Fp)=, sgn(co' p+—pp)+irr5(co' co) —

—,'[L&(q, q', co', F,Fp)+L&(q, q', cu',—F,Fp)],
l VT CO CO

(4.21)

where

,'[Li (q—,q', co, F~,Fp)+LI(q, q' co,F—,Fp)]

5(p —k —q)5(p' —k' —q') I dc@ dc' 5(co —co —co)dp dp'dk dk' . . . 1

4 (x p cl p

X IO(u —P )g(Pp —~p)+g(P —~ )Q(~p —pp)I [G (p p ~ )+G (p p —M )]

X[Gp(k', k, cop)+Gp(k', k, cop)]f—
p'+k'

2

2
CO~+ COp

2
(4.22)

Here, we have introduced the cutofF symmetrically at both ends of the loop, in order to preserve the symmetries of the
self-energies and vertices. The symmetrization of the cutoff is physically acceptable because the locality of the bare ver-
tex, like that of the Migdal interaction, is also only a low-energy, long-wavelength approximation to an interaction
which ought to take account of the hadrons' structure.

Our prescription, then, for regularizing loop integrals consists of introducing a factorized smearing (in coordinate
space) or form factor (in momentum space) in the computation of the imaginary part of the loop; where the smearing or
form factor is related to the distance which the Migdal locality approximation had set to zero. We have illustrated our
prescription for the case when the particles whose coordinates were chosen for smearing are both interior
to the loop; the loops appearing in the equations for the dressed three-point vertices I and the T matrix are all of this

type. The other case, when one of the smeared coordinates is external, may be obtained analogously. For example, in

the case of a boson-loop insertion in a fermion propagator, we have a term [Eq. (3.59)]

&„(x,x') = ig f dy dz I p„(—y, x,z)Gp(y, x')G (x', z)l po,
pc

i+Li(x, x', Gp, C—(x,x', I"p, (x,y), G, (y, x'))I po. ..
pc

where

(4.23)

—,'[L &(q, q', co,F,Fp)+L&(q, q', co,F,Fp)]—
5(p —k —q)5(p' —k' —q') Ide deep 5(~ cop cu)— —dp dp'dk dk' . . . 1

X I@~.—W. )()(i p
—~p)+0(i .—~.)()(~p—

S p) I[G.(p p' ~.)+G.(p p

X [Gp(k', k, cop)+Gp(k', k, cop)]f—p+q
2

2
CO~+ CO

'2 ~

p+9
2

2 2.
(4.24)

and L ', like J, obeys the relations (4.1()), (4.15), and (4.21). The boson loops appearing in the equations for the
dressed boson propagators are either of the form (4.22)—in the case of 2~ insertions in the o. and p propagators —or of
the form (4.24) when the loops appear in the pion propagator.

D. Cutoff as smearing in coordinate representation; nonstationary states

We can further illuminate our cutoff procedure by considering its consequences for the construction of loops in coor-
dinate representation. This will also allow us to generalize our procedure to the case of nonstationary states, where we
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cannot use the simple dispersion relations employed in the case of stationary states.
We will show in detail the case when the smeared-cutoft variables are internal to the loop. We begin by performing

inverse Fourier transforms on the spatial variables of the cutofF' loop obtained earlier for the case of stationary states.
This leaves us with relations among the time-Fourier-transformed functions G and L. Equation (4.22) becomes

dco&d 6)p
ImLf(r, r, co, G, Gp)= f 5(a co—

p
c—o)IO(~ —p )&(pp —~g)+~(p —~ )&(~p—pp)I

X fdsds'f s,
cc)&+Q)p co&+ Q)p s

2
'

2 2' 2'f s', ImG r+ —,r'+ —,co

I
S SX ImGp r' ——,r ——,cop (4.25)

Here we have used the fact that G and G& are real and have assumed that f is a real function depending only on the
magnitude of its argument; f is defined as i times the time-Fourier transform of f, as in Eq. (4.6). As intended, Eq.
(4.21) reverts to the dispersion relation (4.10) upon inverse Fourier transformation of the spatial variables. Using the
dispersion relation, we have

qo lqo(xo xo )
Lf(x,x', G, G&)= —. e ' ' ' Lf(x, x', qo, G, G&)

I 2W

I

= —.f e ' ' ' f — sgn(co p+—ps)+im5(co qo)—ImLf(x, x', qo, G, Gp) . (4.26)
1 2& qo

We now introduce the cutoff'expression ImLf from Eq. (4.25):
1 dqo iqo(xo xo) dQ) pLf(x, x', G, Gp)= —. e ' ' ' f sgn(cu p+p—p)+i~6(co qo)—
l 2& ~ Q) qo

d co~d cop
X —$ ~ —~p —~ 0 co~ —p 0 pp

—
Mp +19 p —co~ t9 cop

—
pp

~ +~p —,~ +~p — s, s'
X f dsds f s,

" f s', — ImG. r+ —,r +—,co.
2 ] 2 2 2

Using the theorem

dqo p iqo~——e =i sgnr,
qo

I
S SX ImG r' ——r ——coP 2 2 P (4.27)

(4.28)

the integrals over first qo and then co are readily performed:

d Q) ECcP(XO Xo )Lf(x, x', G, 6&)= e ' [sgn(xo —xo )sgn(co —p +p&)+ I]
d cO~d cop

X —6 9) c0p Qj g Q)& p& 6 pp cgp +0 p~ Q7& g Q)p pp

X ds ds' s, s', — — — ImG r+ —,r'+ —,co ImGp r' ——,r ——,cop

I
P ( fl)(

— )

X I ~(~ p)&(pp cop)+ 0(p— u)8(—cop pg) I— —

X fdsds'f s,
CO~+ COp CO~ +Q)p S, S S S

ImG r+ —,r'+ —,~ ImGp r' ——,r ——,c~p
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I

= f e e ' '
t 8(xo —xo)8(co p—)8(pp co—p)+8(xo —xo)8(p co—)8(cop p—p) j

X fdsds'f s,
+~p —,~ +~p — s, s' s s
2

' 2f s', ImG r+ —,r'+ —,co ImG r' ——,r ——,co
2 2 P 2 2

(4.29)

The factor in curly braces in Eq. (4.29) affirms that our procedure enforces the required structures of causality and uni-
tarity.

To complete our computation we have to perform inverse Fourier transforms in order to express the result in terms
of the coordinate representations of G, G&, and f. We first introduce the coordinate representation of the smearing
function f:

Lf(x,x', G, G&)= f ds ds'f (s)f (s')

s s leo (xo x() +50/2 s() /2)

p s s +i cup(, xo x( so /2+s() /2)
X P 2 2 PImG r' ——,r ——,co e

X [8(xo—xo')8(~. ~.)8(~~ ~~)+8(xo' xo)—8(p. ~.)8(~~ ~~) j .

To perform the inverse Fourier transform of G, we start from the spectral representation of G,
(4.30)

I

G (y,y')= —.f e " ' G (y, y', co )

I

=2 e o 0 [8(yo —yo)8(co —p )+8(yo —yo)8(p —co )]ImG (y, y', co ) .2' (4.31)

The last equality in Eq. (4.31) follows from Eq. (4.8 ) and (4.28), together with the discussion following Eq. (4.6). The
expression (4.31) enables us to evaluate the integrals appearing in (4.30): by considering separately the cases yo )yo and

yo (yo and recalling that G (y'»)=G (y'») we readily verify that

~~a —i~ (yo —
yo )

e ' ' 8(co —p )ImG (y, y', co )=G (y, yo, y'»o)8(yo —yo)+G (y»o, y'»o)8(yo —yo) (4.32a)

and

f @CO~
—i~ (y y' )' 8(~-—~-)™-(yy' ~.) =G.(y ~o y' yo)8(J o

—&o)+G.(y yo y' Xo)8(yo —yo) (4.32b)

These results allow us to evaluate the integrals in (4.30). Identifying y and y by inspecting the arguments in (4.30) we
find

I I

L (x,x', G, G )= ds ds'dy dy'dz dz'f(s)f (s')5 x+ ——y 5 x'+ ——y' 5 x ———z 5 x' —z'
2 2

"~ ( .—x')[G.(y ~o y' yo)8(~o —~o)+G.(y», y'»o)8(yo' —yo)]

X[G&(z',zo, z, zo)8(zo zo)+G~(z', zo, z, zo)8(zo —zo)]

+8 x' —xo)[ .(y ~o y'»o)8(&o —Xo)+G.(y ~o y'»o)8(Xo —~o)]

X [G&(z',zo, z,zo)8(zo —zo)+G&(x', zo, z,zo )8(zo —zo)] j (4.33)

An analogous computation gives for the case when one of the smeared variables is exterior to the loop, the other being
the argument of G
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I

L&(x,x', G, G&)= Jds ds'dy dy'dz dz'f (s)f (s')5 z+ ——y 5 z'+ ——y' 5 z ———x 5 z' ———x'
2 2, 2 2

X [@xo xo)[G (y 3'0 y' yo)~(yo 3'0)+G (y 3'0 y' yp)| (yo 3'0)]

X [6&(z',zp, z, zp)9(zp —zo)+G&(z', zp, z, zp)8(zp —zo)]

+(3(xo xo)[G (y 3'o y', yo)@yo —yo)+G. (y yo y' yo)@yo —yo)]
X[Gp(z', zp, z, zp)0(zp zp)+Gp(z zo z zp)0(zp zo)]I (4.34)

Note that Eqs. (4.33) and (4.34) reduce to Eq. (4.4b) in the
limit when f (s) approaches 5(s).

Motivated by our study of the stationary-state case, we
propose to apply the cutoff prescriptions (4.33) and (4.34)
in all cases, even when the wave packets have the more
complicated time dependence needed for describing nu-
clear collisions. We observe that our cutoff prescription
consists of two elements. (1) The ends of the loop are
smoothed by convolution with the smearing function f.
This is the feature that eliminates the ultraviolet
infinities. f results from the structure of the boson whose
hadronic decay is described by the vertex. (2) During this
convolution, the time arguments of the loop's factors are
interchanged as necessary to preserve the causality/uni-
tarity structure of the diagram. The covariance of this
procedure is assured by its construction in the momen-
tum representation, where the covariance is manifest.
Covariance is obscured in the coordinate representation
by the frame-dependent parametrization of the ligh t
cone.

We have until now ignored the fact that some of the
pointlike interactions contain derivative couplings.
Those can be reduced to the cases considered above by
starting with a partial integration to move the derivatives
out of the vertices and onto the Green's functions: then
the functions I and F& may contain derivatives of
Green's functions. After the smearing procedure, the
derivatives may again be moved back to the vertices by
partial integration. The result will be that the smearing
function f (s) is replaced by its gradient, in precise analo-

gy to the gradient of the delta function which appeared in
the original point interaction; no additional computation
is necessary.

K. Choice of cutofF function

The covariant cutoff function f (s ) or f(q ) may be
chosen to fulfill simultaneously a number of roles. First,
and most important, it has to ensure convergence of the
dispersion integrals and therefore of the loops. Obviously
this requires that f (q ) falls off rapidly enough for large
q ~ Since we have couplings proportional to the gra-
dients of boson fields, the most divergent loops are those
with one fermion and one boson propagator, which go for
large q like Jd q q 'f(q ) . Thus it is necessary to have

f(q ) fall off faster than q
~ for large q, for example

like 1/q . However, the large-q behavior of f is not
sufficient to make the integrals converge; it also has to be
integrable on the real axis, in order to give finite results in
the dispersion relation. In fact, we surely ought to re-

quire that both f (s ) and f (q ) are smooth and mono-
tonically falling for real values of their arguments. This
mild criterion excludes the most familiar form, which is
the dipole

f d(q')—:
M +(q,«)
M+(q )

(4.35)

fulfills the criteria and has the added advantage that its
square, which appears in free-space and nuclear-matter
loops, is convenient for analytical manipulations such as
inverse Fourier transformation or complex integration.
Of course, in many cases a more rapid falloff for large q
may be desirable; then a power larger than —,

' could be
chosen in (4.35).

Besides the mathematical criteria introduced above, we
can also try to use physical insight to help with the
choice of the cutoff. In fact, we can be glad for the cutoff
or smearing in our theory of hadron fields, since these
fields are not elementary and therefore should not be used
to describe short-distance or high-momentum phenome-
na. As a result neither the Lagrangian vertices I nor
the residual effective interactions U ought to be pointlike,
but ought to become smooth on a distance scale of the or-
der of hadronic sizes. The electromagnetic form factors
of hadrons are dominated at long distances by the pion
clouds surrounding them, which are built into our theory
by the self-energies that dress our bare fields. Thus the
scale on which we should expect structure is not the 0.8
fm of the rms charge radii, but rather the much shorter
distance scale where quark-gluon substructure becomes
evident, about 0.1 —0.2 fm- corresponding to a cutoff mass
M of 1 —2 GeV. This cutoff mass has to be chosen at the
same time and by the same methods as the parameters of
the Lagrangian and the residual interaction, i.e., when
fitting to two-body scattering and meson production data.
We hope that most of these data will turn out to be rela-
tively insensitive to the cutoff, as they would be for a
large enough cutoff mass in a renormalizable theory.
However, we have to anticipate that at least the non-

fd(q )=(M +q,«)/(M +q ),
where M is the cutoff momentum scale and q„& is the
reference point at which the form factor is normalized to
unity (of course this normalization could be absorbed into
the coupling constants which always multiply the cutoff
function). Obviously the dipole form factor is singular at
q = —M and therefore unusuable for our purposes. A
modified dipole form,



RELATIVISTIC TRANSPORT THEORY OF FLUCTUATING. . . 2665

renormalizable parts of the theory, notably the mNA cou-
pling, wi11 surely be sensitive to the cutoff mass and
perhaps even to the shape of the cutoff function. Thus we
may expect that the structure of the hadrons plays a role
in the results obtained, especially in the case of p-wave
coup11ngs.

V. DISCUSSION OF THE MODEL

mean fields, the two-point Green's functions, the three-
point vertices and the four-point functions T and U.
Thus we may safely dispense with the superscripts that
specify the orders of the Green's functions and vertices.
Also, since all quantities are now expectation values in-
stead of field operators, we can suppress the bras and
kets. We therefore introduce the following simplified no-
tations:

We have now completed the formal field-theoretic
derivations of our model. We conclude by discussing
some physical implications of the equations and approxi-
mations we have introduced. To facilitate this discus-
sion, we first introduce some simplifications in our nota-
t1on.

A. Recapitulation of main equations in simplified notation

In the formal development above we have emphasized
the parallels between n-point Green's functions and n-

point irreducible vertices. We have thereby introduced a
number of intermediate quantities along the way which
do not appear in the set of equations with which we final-

ly sha11 be working. These equations contain only the
I

G.p(xl, x2) for G(2p)(xl x2)

G p(xl, x2) for G(()) p(xl, x2),0 2

(5.1)

(5.2)

(5.3)

I pr(xl, x2, X3)

I pr(x»X2, X3)0

I pr(x „X2,X3)S

for I pr(x„x2, X3),

for r(o) py(x) x2 x3),(3)

for 1(s) p (x, ,x2, x3)(3)

(5.5)

(5.6)

with similar substitutions in cases involving fermions.
Applying this simplified notation, we collect the trans-

port equations from Sec. III. The Hartree equation (3.47)
reads

(t' (x)=i+fdx)dyldz)G (x,xl) —g I b, (xl', y), z))nb, (yl, zl)
a,. bl cl

+ g I p (x, ,y, ,z, )[Gpr (y, ,z, )+((}p(yl)(t (zl)].
1 ~1

(5.7)

where, from Eq. (3.43),

rspy(x, y, z) = I 0
py(x, y, z)+ rpoy. (y, z, x)+ I oy.p(z, x,y) .

The Dyson equation (3.53) for the boson two-point Green's function is

G (x2,x, )=G (x2,x, ) —' f dx3dx4G (xz, x4)II (x4,x3)G (x3,x, ),

(5.8)

(5.9)

where the polarization function is given by Eq. (3.52) which reads

II (X„X3)=gfdyl[1 p (xl,yl, x3)+I p (x),X3,y) )]pp (yl)
Pl

i g —f dy, dz, dy3dz3I p (x„yl,z, )Gp p (y3,y, )Gr ~ (z„z3)I r p (x3 Z3 y3)

+i g f dy)dz)dy3dz3P b, (x„y„z,)Gb b (y3,yl)G, , (z„z3)P, b (x3,z3,y3) .
lcl 3e3

(5.10)

The Dyson equation (3.61) for the fermion two-point Careen's function becomes

G, , (x2,x, )=G, , (x2,x, ) E' f dx3dx4G (—x2 x4)X (x3 x4)G, , (x3,x, ),
where the fermion self-energy from Eq. (3.59) is

X. , (x, ,x, )=g f dy, l p, , (y, ;x, ,xl)pp (yl)
Pl

f dyldz)dy3dz31 p (y3 x3 z3)Gp p (y3,y, )G, , (Z3,zl)l p, , (yl', zl, xl) .
f 1 1~3 3

The Dyson equation (3.76) for the dressed three-boson vertex becomes

(5.11)

(5.12)
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I py(x, y, z) I—yp(x, z,y)=l" py(x, y, z) i—g f dy, dy2dz, dz2[l p y (x,y„z, ) —I p (x,z„y, )]
~1~2~1~2

XGp,p, (V2,V1)6„„(Z1,Z2)Up y py(32 Z2 y Z)

+/ y f dy, dy, dz, «, I.b. , ,
(x V1,z1 )Gb b (3 2 3 1 )

bl b2c) c

X G, , ( Z„Z2) Upy, , b, (y, z' V2, Z2), (5.13)

while the Dyson equation (3.77) for the boson-fermion vertex reads

I ~b~(x;y&z)=l ~b~(x;y&z) / g f dy1dy2dz/dz2[I ~p y (x,y1, z1) I ~y p (x,z1,V1 }]
~i~2&»2

X 6/3/3 (3 2,3 1)Gyiyz(zl&Z2)Upzy b&( V2&Z2& y&z)

+i g fdy, dy2dzldz2I'b (x 31 zl)Gb b(V2 V1}6 (Z1 z2}U b b(32Z2 y z). (5.14)

The one-body irreducible effective interaction of Eqs. (3.68)—(3.70) becomes

Tp (y, ,y, ) ——Tp p (y, ,y, )+ g f d dx Ip (y,z,x )6 (x,x)l p (xyz)
o, &a

b, (y, z2,y, z) —Tp b, (V2, z2, y, z)+/g f dx2dx I p y (V2, Z2, x2)G~ ~(x2&x)I ~b, (x;y&z) &

(5.15)

(5.16)

T,' „b,(V2, z2, y, z)=T, b b, (V2, Z2, y, z)+i+ fdx2dxl", b (x2,z2, V2)G, (x2,x)I b, (x;y, z) . (5.17)

The two-body irreducible residual effective interaction of Eqs. (3.73)—(3.75) is given by

Tp, y,py(y2, z2, y, z}=Up, y,py y2, z2, y, z

i f dy—3dy4dz2dz4Tp y p y (V2&Z2&V4&Z4)Gp/3 (V4 V3)Gy y (z3 Z4)Up y/3y(V3 Z3 y z)

+i f dy3dy4dz3dz4Tp y,b, ~, (V2 z2 y4 z4)Gb, b, (y4 y3)Gc ~ (z3 Z4)Upy~ b (y z y3 z3)

/3yb (V2 23 z) Upyb(32Z23
—/fdy3 V4 3 4 p py(32&Z2&V4&Z4)Gpp(34&33)Gyy(Z3&Z4)Up bp(V3 3&y&&)

+' f dy3dy'4dz3dz4Tp y b ~ (y2»2 V4»4)Gb b (y4,y, )6, , (z3,z4)U b b, (y3, z3,y, z),

T', b, b, (V2 Z2 y Z) U b b (V2 Z2 3

1 f d3 3d3 4dz3dz4 Tp y b, (y2, z2, y4, z4 )Gp p (y4, V3 )Gy y (z3,z4 ) Up y b, (y3, z3', y, z)

+/ f d3 3d34dz3d 4T~ b b ~ (V2& 2&3'4& 4) b / (3'4&3'3) ~ ~ ( 3& 4)U~ b b~(V3& 3&3'& ) .

(S.18)

(5.19)

(5.20)

B. EÃects of symmetries on means Acids,
two-point Green's functions, and vertices

The dressed two-point Green's functions and vertices
of the model are given by the general equations above
with the substitutions of Appendix A for the bare two-
point Green's functions and vertices. These equations
respect the conservation laws implied by the symmetries
of the Lagrangian; however, not all the solutions of the
equations possess all the symmetries of the Lagrangian.
In general, we need to be able to prepare wave packets

I

corresponding to initial conditions which break the sym-
metries of the Lagrangian: for example, a scattering
wave function singles out the beam direction. Further-
more, we may expect to find stationary solutions of the
theory which break the symmetries spontaneously, or in
which the explicit breaking of one symmetry leads to
solutions which break another, as when a nonzero chemi-
cal potential for baryons leads to mean-field solitons that
break translational and boost symmetries. Since our
theory includes the RPA or iterated-loop correlations, it
goes a long way toward restoring the broken symmetries
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by projecting out spurious modes. Although our theory
goes beyond the mean field, the mean field has such a
prominent-part in our equations that we expect similar
broken-symmetry solutions to play a comparable role.

In the absence of broken symmetries, we expect only
the scalar field to have a mean value P (x)=oo, which
has to be independent of the coordinates. In the presence
of symmetry-breaking mean fields, the two-point Green's
functions and vertices will also describe processes that
violate the symmetries of the Lagrangian. For example, a
position-dependent mean field will lead to two-point
Green's functions and vertices that do not conserve
momentum. Similarly, solutions describing nuclei with
unequal numbers of neutrons and protons can have two-
point Green's functions and vertices in which isospin is
not conserved, so that rhos can turn into omegas; if the
nucleus is not spin saturated, nucleons can also turn into
deltas. Similarly, the description of spin-polarized nuclei
may lead to two-point Green's functions and vertices
where parity and angular momentum are exchanged with
the mean fields. In these cases, all of the terms in the
Dyson equations will contribute to each two-point
Green's function and vertex, and no simplifications can
be counted on beyond those inherent in the zero-range
effective interactions.

In simpler cases, however, we may hope to find solu-
tions which break only a few of the fundamental sym-
metries, such as translational and boost invariance. For
example, ignoring the effects of Coulomb forces and the
tiny charge and isospin dependence of the nuclear forces,
the ground state of an even-even nucleus with N =Z has
isospin zero both globally and locally. If we restrict our
considerations to nuclei with equal and even numbers of
neutrons and protons, then isospin and parity should be
good quantum numbers conserved by the mean fields and
therefore also by the dressed two-point Green's functions
and vertices. Thus the mean fields of the isovector
mesons m and p vanish. We expect this condition to per-
sist dynamically in the collision of two such nuclei. The
isoscalar mesons o. and co, however, do possess nonvan-
ishing mean fields. For a time-independent stationary
state (such as the nuclear ground state), the mean vector
field P~ will have only a timelike component p =0, but in

time-dependent situations with spatial inhomogeneities
other components of the mean vector field may appear.
By inserting the bare vertices of Eqs. (A3) and (A4) in the
Hartree equation (5.7), we see that P and P~ originate
from the scalar and vector densities of the nucleons and
deltas.

Since each meson of the model has a unique combina-
tion of isospin and parity, its propagation also involves
admixtures of a unique set of intermediate states when
these quantities are conserved. Thus there are four
different parity-isospin classes of one- and two-body bo-
sonlike excitations which propagate independently of
each other except for their mutual effects on the dressed
quasiparticle excitations, which appear pairwise in the in-
termediate states of the boson two-point Green's func-
tions and vertices and also contribute to the mean boson
fields. The propagation of the scalar field e involves-in-
termediate states of NN, AA, and m.m coupled to isospin

zero and natural parity. The propagation of the isoscalar
vector meson co involves only NN and hh pairs. The
propagation of the pseudoscalar isovector field ~ involves
intermediate states not only of NN and AA, but also NA
and bN; in addition, there are intermediate states of mo.

and mp resulting from the meson-meson coupling. The
isovector vector meson propagates through intermediate
states of NX, hh, NA, 6N, and ~m.

C. Critique of the Migdal approximation

The central approximation of our transport theory is
Migdal s phenomenological parametrization of the resid-
ual effective interaction U by a zero-range local function
of the fields. We have shown how this approximation
truncates the heirarchy of Dyson equations, reducing
them to a finite set of coupled equations for functions of
two space-time variables. A main virtue of our formula-
tion is that U is well defined in terms of the T matrix for
hadron-hadron scattering. Thus we can compare the ap-
proximate form we need to our knowledge and expecta-
tions about the exact result.

The first, most striking objection to Migdal s approxi-
mation is that it breaks crossing symmetry. The equa-
tions relating T and U reduce out one- and two-particle
intermediate states only in the channel with excitations
carrying no baryon number; such states are still present
in the crossed channels. In principle we could try to per-
form the reduction in a crossing-symmetric way, adapt-
ing the parquet-diagram techniques of Lande and
Smith. ' However, the resulting equations would surely
involve functions of at least three space-time variables
even if the fully irreducible residual interaction (analo-
gous to U) were approximated by a zero-range force.
Thus they would be numerically tractable only in situa-
tions of high symmetry, such as free space or uniform nu-
clear rnatter. While such equations would be interesting
in their own right, they do not promise to help interpret
data from nuclear collisions.

Since we must reconcile ourselves to the loss of cross-
ing symmetry, we need to evaluate the seriousness of the
resulting deficiency. Here we recall the argument used in
Sec. IIID to choose which channel to favor: we have
tried to take explicit account of the lowest-energy excita-
tions.

To judge the effect of the resulting approximations for
hadron scattering, we begin with the single-meson ex-

(c}

(b)

FIG. 8. Treatment of single-meson exchange graphs in the
transport theory: (a) included in NN scattering, (b) not included
in NN scattering, (c) included in NN scattering, (d) not included
in NN scattering.
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change graphs. Figure 8 shows the consequences for NN
and NN scattering. The graph of Fig. 8(a) is generated
explicitly by Eq. (5.17), while Fig. 8(b) has to be included
in U. This is a reasonable approximation because the
meson in Fig. 8(b) is far off' its energy shell, making the
resulting diagram a smooth function of the four-moments
of the fermions in the kinematic region of interest, which
may reasonably be taken as a constant —the pure Migdal
approximation —or as a slowly falling function —the re-
sult of the smearing procedure employed to regularize the
loops. The corresponding crossed-channel diagrams for
NN scattering are shown in Figs. 8(c) and 8(d) respective-
ly, which together constitute the one-boson exchange
force. The diagram of Fig. 8(c) is included explicitly in
our approximation, while the locality approximation on
Fig. 8(b) results only in a zero-range contribution to the
one-boson exchange in Fig. 8(d). However, this unac-
ceptable defect is easily remedied by taking care to use
antisymmetrized wave functions when evaluating the
scattering produced by the T matrix computed from the
transport equations; when this is done, Fig. 8(d) will be
correctly generated from Fig. 8(c). We must accept that
we have to be careful to carry the antisymmetry in the
wave packets, rather than allowing ourselves the conven-
tional reliance on the exchange properties of the T matrix
that normally make explicit antisymmetrization unneces-
sary. With this caveat, however, we see that the single-
meson exchange is treated in an acceptable way.

The two-meson exchange graphs of NN and
scattering are not trt;ated as explicitly as the single-meson
graphs, since we are missing the crossed-meson exchange
diagrams that cannot be restored by antisymmetrization
of the initial and final states. However, the correlated
two-pion exchange is approximated by the scalar field o',
other two-meson graphs lead to forces of short enough
range that they may reasonably be approximated by our
smeared 6 functions. The most important two-particle
intermediate states appear instead in the meson self-
energies, where we have taken pains to include them ex-
plicitly. Of course, these arguments show that our
chosen truncation scheme is tailored to our intended ap-
plications. On the other hand, we cannot hope to give a
satisfactory account of, e.g. , NN annihilation without ma-
jor extensions of the transport theory, since such process-
es reach far beyond the kinematic regime where our argu-
ments apply.

Even in its realm of validity, the truncation of iterated
meson exchanges means that our equations do not au-
tomatically enforce unitarity in the NN channel, as they
would if they summed ladders. Instead we have to ensure
the unitarity of NN scattering as a constraint on its pa-
rametrization. This leads to a rather complicated condi-
tion on the phenomenological effective interaction.

A second objection to the Migdal type of phenomeno-
logical force is that the effective interaction U should de-
pend in principle not only on the mean fields —or,
equivalently, local density —but also on higher moments
of the fields or momentum distributions, for example the
temperature in an equilibrated system. Extending the
model to include such dependences would be quite
straightforward and ought to be included among the phe-

nomenological investigations.
A third objection to the truncation scheme that we em-

ploy is that it does not automatically incorporate the
thermodynamic or variational relationships among global
and single-particle properties. ' For example the chemi-
cal potential used to separate particle from antiparticle
states in the Green's functions may not be equal to the
derivative of the energy calculated from the one and
two-body density matrices determined by the Green's
functions and T matrices. It is unfortunate that this
desirable characteristic is not guaranteed by the structure
of the equations, as it would be in an exact theory; how-
ever, it can be enforced as a constraint on the density
dependence of the phenomenological residual effective in-
teraction U.

We conclude that the Migdal approximation should be
not merely adequate but actually quite good for the appli-
cations we propose. Our arguments are in good agree-
ment with decades of satisfactory experience with
density-dependent local effective forces in nuclear-
structure applications. There, the most serious deviation
from the local approximation appears in magnetic collec-
tive excitations, which are sensitive to crossed-channel
meson exchange. Another major effect which we may
not be able to reproduce quantitatively is pairing, which
relies on high-order multiple scattering in the NN chan-
nel to build up the correlations. Thus we expect to be
able to reproduce most but not all features of nuclear
structure.

Our analysis of the truncation scheme suggests a
reasonable simplification in the equations to be solved:
we may as well limit the sums over intermediate states to
only those lowest-energy states which we have argued to
be specially important. Thus, for example, no important
loss would be suffered by omitting most NN channels in
the meson propagators, retaining only those correspond-
ing to holes or retarded meson-nucleon scattering; of
course the same states would have to be omitted from the
three- and four-point vertex equations. Similarly, the re-
lation between T' and U could be truncated to discard in-
termediate states of two heavy mesons, provided these
were also consistently removed from the Dyson equations
for the two-point Green's functions and dressed vertices.
While these steps do not provide a simplification of prin-
ciple, they could be of substantial practical advantage in
the numerical treatment of the coupled equations.

D. Conclusions and outlook

We have presented a transport theory for hadrons
which appears to be capable of giving a quantitative in-
terpretation of nuclear collisions in the regime of labora-
tory energies around 1 GeV/nucleon. Since our theory
includes the one-body density matrices of the hadrons, it
can be used directly in the phenomenological context al-
ready developed around the Boltzmann equation; in addi-
tion our theory includes predictions for the correlations
of hadrons, usually called interferometry. Before apply-
ing the equations to the case of relativistic heavy ions, it
will first be necessary to address the simpler cases of
hadron-hadron collisions at low and intermediate ener-
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gies. There, we mill fit the parameters of the Lagrangian
and the free-space residual interaction to the observed
scattering data. Our model incorporates barely enough
parameters to permit success at this program. Corre-
sponding to each of the four spin-isospin channels of XX
scattering, we have four exchanged mesons, each de-
scribed by at least three parameters: a bare meson mass,
a bare meson-nucleon coupling constant, and one or more
Migdal parameters giving a range to the meson-nucleon
vertex. These parameters plus the meson-6 couplings
and two meson-meson couplings have to describe not
only XX scattering but also ~X scattering and pion pro-
duction (including the physical pion mass}; in addition we
have at our disposal a cutoff mass scale used in smearing
the vertices to regularize the loops. Success at this stage
will be a good indication of the quality of our theory.

After Gtting the Lagrangian and free-space Migdal pa-
rameters to these elementary processes, we plan to
proceed to nuclear matter and Gnite nuclei. Here our
model will be an extension both of the density-dependent
mean-field method and of the self-consistent delta-hole
model, including the binding forces on an equal footing
with the explicit pion propagation. These studies will al-
low us to fix the low-density behavior of the Migdal pa-
rameters, and perhaps also to resolve any ambiguities
that may remain from the two-body phenomenology.
The Green's functions that solve the transport equations
for nuclear ground states will automatically describe the
scattering of nucleons and mesons from those nuclei as
well as their normal modes of collective vibration. Thus
the properties of the theory will be thoroughly tested be-
fore proceeding to the most demanding computations of
nuclear collisions. We hope that experience gained in the
preliminary studies will lead to further simplifications
and clever techniques for treating our transport equa-
tions.

The bare vertices I
&&

= I (0) &z and I &,
=—I (0) &, are(0) (3) (0) (3)

found by comparing Eqs. {3.1) and (2.6) and {2.7):

I' ' (x,y, z)—:—g 5;J5(x —y)5(y —z), (Ala)

I'" (x,y, z)—:—g „„e;„5(x —y) 5(y —z),

I NN(x;y, z):— g~NN5(x y)5(y z) (A2a)
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APPENDIX A: BARK PROPAGATORS
AND VERTICES OF THK MODEL

aO' NN(x;y, z):— i—g NN V"'V'sr 5{x—y)5(y —z),

I' ' (x;y, z)—=g NNV"5(x —y)5(y —z),
(A2b)

(A2c)

y )= g NNV +g NN+
p,. NN ax

X5(x —y)5(y —z),
aI ' 'N~(x;y, z)—=g NzV;. 5(x —y)5(y —z),

l ' Bx"

(A2d)

(A2e)

I „N~„(x;y,z)= —
gp Na Vs V 'V

(0) YpNA ' P ax ax~

X 5(x —y }5(y —z ),
I' '„„(x;y,z)=——g ~zg 5(x —y)5(y —z),

(A2f)

(A2g)

1(o~i~p~.(x;y, z) =g.~~gP.V~5(x —y)5(y —z),
I' l~„~,(x;y, z) =gpq~g„V T, 5(x —y)5(y —z),

(A2i)

(A2j)

remembering that the Lagrangian also includes terms
Hermitian conjugate to (A2e) and (A2f).

The free two-body propagators G' '—:G(o) of bosons
and G,' '=G(0))„of fermions may be found by solving
Eqs. (3.51) and (3.58) in the case where II=X=0. Identi-
fying I IDI from Eqs. (3.45) and (3.60), using Eqs. (3.42)
and (2.2)—(2.4), we find the defining equations for GIoI.

i[8&B +m ]G' '(x,y)=5(y —x),
i[a a +m ]G' '(x,y)=5(x —y),

i [B~Bi+m ' ]G' '"'(x,y) =g" 5(x —y),

i[8 8~+m„]G' '~ (x,y)=g" 5(x —y),

i [iy"d„—MN]GN '(—x,y) =5(x —y),

i[iV d),
—M~]G~~'"—(x,y)=g~ 5(x —y),

(A3a)

(A3b)

(A3c)

(A3d)

(A4a)

(A4b)

where all the free Green's functions are diagonal in iso-
spin and particle type. The free Green's functions solving
Eqs. (A3) and (A4) are well known and need not be dis-
cussed further here except to note that the phase conven-
tion is determined by the inhomogeneous terms in the
wave equations (A3) and (A4), and to recall that the
G-reen's function for the 6 is proportional to the projec-
tor into the S =—', subspace of the —,'1 Rarita-Schwinger
representation, while the free propagators of the massive
vector rnesons are divergenceless leaving three indepen-
dent degrees of freedom in contrast to the two transverse
components of the massless vector photon.

aI ' '„„(x;y,z)—: ig ~~—g„V VsT, &5(x —y)5(y —z),
j Bx

(A211)
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APPENDIX 8: DISPERSION RELATION
FOR LOOP INTEGRALS

To obtain the dispersion relation for the loop integral,
Eq. (4.10), we begin with the time Fourier transform of
Eq. (4.4b). Suppressing spatial coordinates, we have

L p(co)= — dco dcoP(co cop
—co)—G (co )Gp(cop)2'

p ImG(co')sgn(co' —p), (83)ReG(co)= f
CO

I

ImL p(co)= —f [ReG (co+co')ReGp(co')
2m

—ImG (co+co')ImGp(co')] . (82)

6 and G& each satisfy dispersion relations of the form

f dco'G (co+co')Gp(co')
2&

from which we obtain

(81) where p is the chemical potential.
In order to evaluate (82), we need the theorem of Poin-

care and Bertrand

f dx f dy f(x,y)= f dy f dx f(x,y) m. f(u, u—),
as well as the identity

f" dxf" dy =f dyf" dx

Using this theorem we compute

f dco'ReG (co+co')ReGp(co')= f dco'f dco, ImG (co )sgn(co —p )
1 P

7T' Q)~ EO CO

X fdcop, ImGp(cop)sgn(cop —pp)
Cop CO

l
dco ImG (co )sgn(co —p )

X fdco', fdcop, ImGp(cop)sgn(cop pp)—
CO~+ N COp CO

=1 dco ImG (co )sgn(co —p„) dcopImGp(cop)sgn(cop pp)—

fx 867
CO CcP~ + CO COp

+ du ImG m sgn m —p Img& co —co sgn co —cu —
p&

=f dco ImG (co )sgn(co —p )ImGp(co —co)sgn(co —co —pp),

so that

ImL p(co) = f ImG ( +coo')cI Gm( p)co[1 sgn(co+co' —p)sgn(co—' —pp))

2CO&8 COp
6(co cop co)ImG—(co —)ImGp(cop)[l —sgn(co —p )sgn(cop —pp)] . (87)

Noting that the integrand vanishes unless cu and co& are on opposite sides of their respective chemical potentials, we
confirm that only particle-antiparticle (hole) contributions survive. Equation (4.11) is a simple rewriting of Eq. (87).

Turning now to the real part of the loop, we have from Eq. (81)

G CO+QCOp
ReL p(co)= f 5(co cop co)[lm—G (—co )ReGp(cop)+ReG (co )ImGp(cop)]

2m'

dco~d cop d cop p
5(co —

cop
—co) ImG (co )f — ImGp(cop)sgn(cop —pp)

2m COp COp

+f p
ImG (co' )sgn(co' —p )ImGp(cop)
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Using the 5 function to integrate over co& and co in the first and second terms, respectively, we find after substituting
variables

d co~d cop
ReL &(co)= —f ImG (co )ImG&(coti)[sgn(co& —

p&)
—sgn(co —p )]

d coad cop

m2
ImG (co )ImGtt(cot3)[8(p co—)8(co& pt—3) 8(—co p—)8(pit —cop)] (88)

As before, we confirm the absence of the particle-particle terms.
Finally, we confirm that the loop obeys a dispersion relation of the form (83). Using Eq. (4.11) we compute

dco~dcop pImL p
co' sgn co' —p +pp =2, co —

cop
—o)'

77 CO Q) 2% co co

Xsgn(co' pa+p—t3)ImG (co )ImG&(co&)

X [8(co p) 8—(pit co&)+—8(p coa) 8—(cott p&) ]—,
d co&d cop

n2
sgn(co —

co&
—p +pt3)lmG (co )ImGti(co&)

x [8(co p)8(p—tt cos)+8—(p co~)8(co—tt pt3)]-
d coad cop p= f ImG (co )ImGi3(co&)

CO~ CO@
CO

X [8(co pa)8(p& —
co&) 8(p— co—)8(co&—p&)] . — (89)

Comparison with Eq. (88) verifies that the loop fulfills the dispersion relation (83) characteristic of the propagators,
with the appropriate choice of chemical potential as discussed in the text.
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