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y width of the unbound 5.17 MeV level of ' 0 and the "hot" CNO cycle

P. B.Fernandez, * E. G. Adelberger, and A. Garcia
Physics Department, University of Washington, Seattle, Washington 98195

(Received 22 May 1989; revised manuscript received 21 August 1989)

We have measured the y-ray branching ratio I ~/I of the unbound 5.17 MeV first excited state in
' 0 using the ' C('He, ny) reaction at E3 =9.35 MeV. We detected coincidences between n& neu-

He

trons populating the ' 0 state and 5.17 MeV y rays from its decay, and obtained

I /I =(7.2+3.5)X10 '. When combined with the known total width I =38.1+1.8 keV, our

branching ratio corresponds to I"~=2.7+1.3 eV. We use this y-ray width, together with previously

measured nonresonant "C(p, y&) data, to find the ' N(p, y) reaction rate at astrophysical energies,

thereby determining the stellar environments where hydrogen burning through "hot" or P-limited

CNO cycle can occur.

I. INTRODUCTION

Hydrogen burning in massive stars proceeds largely
through the CNO cycle. In the normal CNO cycle, the
principal nuclear reaction sequence converts four hydro-
gen nuclei into an alpha particle:

12C( )13N (P+ )13C( )14N ( ) 15O (P+ )15N ( )

This hydrogen burning process is believed to be the
principal source of energy in the core of main sequence
stars with mass I ) 2Mo and temperature T in the
range 20 x 10 & T ( 10 K. ' In this temperature
regime i4N(p, y) is the slowest of the (p,p) reactions, and
for the typical densities expected in these environments,

p ( 100 g/cm, it is also slower than the P-decay rates of
isN, r = 863 s, and isO, r = 176 s.t Under these condi-
tions of density and temperature, the carbon and oxygen
isotopes are mostly converted to N. The rate of energy
generation of the cycle is limited by the t N(p, p) rate,
and it is therefore very sensitive to the stellar tempera-
ture T'.

As the temperature increases, the charged particle pen-
etration factors become larger, favoring the proton cap-
ture reactions, and the waiting point of the cycle shifts
from the i4N(p, p) reaction to the slowest of the P de-
cays, N(P+). For higher temperatures, in the range T

1—2x10s K, it is expected that the tsN(p, p)i40 reac-
tion will become faster than the P decay of N. The
cycle then turns into the "hot" or P-limited CNO cycle,
where the main sequence of reactions is

"C(»7)"N(p 7)"O(P+)"N(p, 7)"O(P+) "N(p, ~)"C.

The rate of the cycle is now determined by the P-decay
rates of i40, r = 102 s, and tsO, r = 176 s. The shift in
the limiting rate to the P decays of t40 and tsO leads to
an enhancement of the oxygen isotopes. 5 It also aA'ects

the dynamics of the stellar environment, since the rate of
energy generation is determined by the faster positron
decay rates and is basically temperature independent.
The temperature and density conditions required for the
"hot" CNO cycle presumably occur in supermassive stars
(M & 10 —10 Mo), accreting neutron stars, red giants
with neutron star cores, and nova and supernova out-
bursts (see Ref. 6 and references therein).

The "hot" CNO cycle is triggered when the mean life-
time for proton capture on tsN, rz( N), becomes smaller
than the positron decay lifetime, rp+(isN). The mean
lifetime rz(i N) of i N for interaction with protons is
given by

—1

rp( N) = pN~ (o v)
AH

where p is the matter density; N~ is Avogadro's number;
XH is the hydrogen fraction by mass; and AH = 1.0078
is the hydrogen atomic mass number. The term (harv) is
the product of the reaction cross section tr(E) and the
relative velocity v averaged over the Maxwellian velocity
distribution at temperature T. Knowledge of the radia-
tive capture cross section o(E) at low energies is thus
essential for an accurate description of the stellar envi-
ronments where hydrogen burning through the P-limited
CNO cycle can occur.

II. EXPERIMENTAL CONSIDERATIONS

A direct measurement of the tsN(p, p) cross section re-
quires an intense radioactive N beam. EKorts to obtain
such beams are in progress at various laboratories around
the world, for example, at Lawrence Livermore National
Laboratory, at TRIUMF, and at Louvain-la-Neuve.
However, due to problems of low eFiciency for producing
the N beam and with backgrounds in the beam it is not
clear that any of these projects will yield a measurement
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of I'& in the near future.
An indirect determination of the isN(p, y)i~O cross

section can be made using a model for the low-energy
reaction mechanism. The "hot" CNO cycle operates
for temperatures T ( 10s K, which corresponds to
E 100 keV. In this energy range, the isN(p, p)i~O re-
action proceeds primarily via E1 transitions from E = 0
scattering states in isN+p to the 0+ ground state in i~O.
The cross section will be dominated by the E~——545 keV
s-wave resonance corresponding to the 1,5.17 MeV first
excited state in i~O, and should be well described by
a single-level Breit-Wigner expression (see, for example,
Ref. 11 and references therein), the input parameters
of which can be measured using familiar nuclear spec-
troscopy techniques.

The reliability of this indirect method for determin-
ing the low-energy N(p, p) cross section is illustrated
by the very similar case of the i~C(p, y)isN reaction,
where the cross section has been measured for E&
150 keV. ~ ~4 The low-energy cross section is dominated
by the E~——422 keV, S = 0 resonance corresponding
to the 2, 2.37 MeV first excited state of N. This
cross section can be calculated using a single-level Breit-
Wigner expression, given the resonance energy E~, pro-
ton width I'z, and garruna width I'~ of the 2, 2.37 MeV
level. A theoretical calculation using only these empiri-
cal parameters successfully describes the data over many
orders of magnitude, and demonstrates the validity of
such an indirect determination of cr(E).

To calculate the low-energy isN(p, p) cross section, one
needs E~, Fz, and Fz of the 1, 5.17 MeV level in i~O.
The resonance energy, E~ ——545 + 10 keV, and total
width F = F& + F&

—38.1 + 1.8 keV (Ref. 17) have
been determined. Since the expected value for Fz is of
the order of a few eV, we find I'& ——38.1 + 1.8 keV. On
the other hand, only an upper limit of 17 eV exists for
I'&. An experimental determination of I'& for the first
excited state in 0 is therefore necessary for a reliable
computation of the radiative proton capture cross section
on N at energies of astrophysical importance.

The B(El) of the 1 ~ 0+ transition in 0 can be es-

timated from the observed B(El) for the 2
—+ z tran-

sition in 3N. In the single-particle picture, the transi-
tions from the first excited states in isN and 0 are both
2sig2 ~ 1pi~2 proton transitions [The s. ingle-particle
estimate for the isN transition is B(E1),&

—— 0.14
Weisskopf units (W.u. ),ig in very good agreement with
the experimental value B(E1)«z ——0.13 + 0.01 W.u.
(Ref. 16).] Accounting for the difference in effective
charges, this model predicts B(E1),&

—0.075 W.u. , or
I'& ——4.l eV for the 1 ~ 0+ transition in ~O.

A slightly more elaborate prediction is given by the
Zucker-Buck-McGrory (ZBM) model. o In this model,

N and ~O are treated as a i~C core with one or two
protons in the 1piy2, 2s~g2, or 1dsg2 orbits. The ZBM
model and the single-particle model give the same de-
scription of the ground state and first excited state in
3N and of the first excited state in O. The ZBM pre-

diction for the strength of the 1 —+ 0+ E1 transition
in 0 is B(El)IBM = 0.086 W.u. , or I' = 4.7 eV. i

The 10%%uo enhancement of B(E1)2;BM with respect to the
single-particle model prediction is due to a 2.5% contri-
bution of the (2si~2)~ configuration to the ground state
of i~O.

More elaborate estimates of the proton width I'z and
the gamma width F& of the first excited state in i~O
are also available. The five more recent published cal-
culations predict values for I'& of 2.44 eV, 1.9 eV,
1.2 eV, 1.6 eV, and 4.1 eV. ~ These predicted values
diA'er by as much as a factor of 3. The calculations use
difI'erent methods, and there is a priori no reason to pre-
fer any one of them. In fact, due to the inherent difIiculty
in estimating El transition strengths, the spread in the
predicted values does not necessarily reflect the accuracy
of the calculations. Parity changing processes, such as El
transitions, are especially sensitive to small 2h~ compo-
nents in the wave function of the positive parity state.
These 2hu components, which are diKcult to calculate
reliably since they involve the determination of numer-
ous two-particle matrix elements, can have a large impact
on the transition strength. In the particular case of the
1 ~ 0+ transition in i~O, the most important contribu-
tion to the E1 matrix element comes from the overlap of
the 2sq~2 and 1@~~~ proton wave functions. Because the
2s~y2 radial wave function has one node while the 1pq~2
has none, the radial integral is small. The El matrix
element is therefore very sensitive to small admixtures of
other configurations into the 1 and 0+ wave functions.
The real value of I'& could easily lie outside the predicted
range; the only way to determine reliably the low-energy
isN(p, y)i~O cross section is to measure F~.

Because of the difBculty of measuring I'~ of an un-
bound level, it is worth considering alternatives to this
measurement. The y width of i~O(5. 17 MeV) could be
inferred, at least in principle, from a measurement of
the lifetime of the bound isospin analog state in C.
In the long wavelength limit, the B(El) values of tran-
sitions between analog levels in mirror nuclei should be
identical. A measurement of the width of the 6.09 MeV,
1 level in C, for example, in an electron scattering ex-
periment, could then be used to infer I'& of the analog
transition in i~O. Of course this method relies strongly
on the assumption of isospin symmetry, and evidence for
sizable violation of this symmetry would make the ap-
proach useless. Unfortunately, significant isospin sym-
metry violation occurs in the closely related El decays
of the first excited states of isC and isN (all these de-
cays are predominantly 2si~2 —+ lpi~2 transitions); these
should have equal strengths if isospin syrrunetry were ex-
act. However, the measured B(E1) in i N is roughly 3
times stronger than that in isC. 2 ' Although there is
a considerable shift in the energies of these levels due to
difI'erences in the external radial wave functions, these
difI'erences in the radial wave functions do not explain
the El asymmetry. The asymmetry is probably due to
charge-dependent configuration mixing. These con-
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siderations rule out the measurement in C as a possible
approach to determine I'& of the first excited state in i40.

On the other hand, it is possible (albeit difficult) to de-
termine I'& by measuring the y-ray branching ratio I'&/I'
of the unbound 5.17 MeV state in i40. The gamma
width can then be extracted by combining the measured
branching ratio with the known total width of this state.
We followed this approach, producing i O(5.17 MeV)
with the i~C(sHe, np) reaction, and measuring I'z/I by
detecting coincidences between ni neutrons populating
the i40 state and 5.17 MeV y-rays from its decay. The
theoretical estimates for I. & mentioned above correspond
to I'~/I' in the range (3.1—10.8) x10 s. Such a small p-
decay probability indicated that maximizing the detec-
tion eKciency and minimizing the backgrounds would be
crucial issues for our experiment.

III. EXPERIMENTAL SETUP

A. Beam

This experiment used beams from the University of
Washington FN Tandem Van de Graaff accelerator. The
n-y coincidence yield was measured using a continuous
sHe beam, and taking time-of-fiight (TOF) spectra be-
tween the neutron and the p-ray detectors. The singles
yield of neutrons populating the first excited state in i40
was obtained using a pulsed He beam and measuring
the TOF between the neutron detector and the radio
frequency (rf) signal from the beam buncher.

The optimum bombarding energy for our experiment
was determined by a compromise between a large cross
section for n~ and a low y-ray background: our figure
of merit was Y„,/Y&, where Y„, is the yield of neutrons
populating the first excited state in i40 and Yz is the
area of the prompt p-ray peak in the singles neutron TOF
spectrum. We scanned the region from 9.2 to 9.7 MeV
taking singles neutron TOF spectra every 100 keV. The
p-ray yield remained flat within 10%, while the ni yield
peaked in the region 9.3—9.4 MeV, producing a maximum
in our figure of merit at 9.35 MeV. At this energy, zero
degree neutrons populating the ground state and the erst
excited state in i40 had energies of 7.75 and 1.93 MeV.

At our beam energy of ESH, ——9.35 MeV, only seven
He+ C reaction channels are open, including the one of

interest, i~C(sHe, np). Taking into account the Coulomb
barrier, i~C(sHe, p) N is the only channel likely to pro-
duce y rays above 4.5 MeV. The relatively low yield of
high-energy p rays encouraged us to attempt a simple
measurement of I'z/I' by detecting p rays rather than
the more customary technique of detecting the recoiling
heavy nucleus.

B. Detectors

Figure 1 shows a top view of the scattering chamber
and detector arrangement. Gamma rays were detected
in two 12.7 cm in diameter by 15.2 cm long NaI de-
tectors placed on opposite sides of the scattering cham-
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FIG. 1. Top view of the target chamber and detector ar-
rangementt.

ber at 90 deg with respect to the beam direction. This
gave a high p-ray detection eFiciency: each detector sub-
tended a solid angle that ranged from 25 + 1 %%uo (run 2)
to 31 + 1 % (run 1) of 4n. The high-voltage power sup-
plies for the NaI photomultipliers were driven by gain
stabilizers locked on the 511 keV line; this maintained
a constant p-ray energy calibration throughout a run,
with a measured gain shift of &1% at 5.1 MeV. The sHe
beam stopping in the target. backings produced an in-
tense low-energy y-ray yield (E~ & 300 keV). A 1 mm
thick sheet of lead placed in front of the Nal detectors
attenuated these low-energy y rays. Larger amounts of
lead, set up as shielding around the collimators and be-
tween the p-ray and neutron counters, reduced random
and p-p coincidences.

Neutrons were detected in a 12.7 cm diam by 5.1 cm
thick cell of BC-501 liquid scintillator, having excellent
pulse shape discrimination properties. The detector was
placed 82 cm from the target at 8„=0~, where the diA'er-

ential cross section for i~C(sHe, ni) is maximum. z9 The
pulse shape discrimination was performed by a Canberra
2160A pulse shape discriminator (PSD).

The target chamber, a 2.54 cm diam Ta-lined Pyrex
tee, accomodated two targets in a Ta target ladder. The
beam stopped in the target backings, which were ei-
ther 0.25 mm Ta or 0.5 rxun Au substrates. All vac-
uum seals were made with Viton 0-rings. A beamline
base vacuum of 5 x 10 torr was achieved by a cryo
pump and a liquid-nitrogen-cooled trap located upstream
from the target. The measured contaminant build-up for
a 100 h long run with 10 nA of 995 MeV He beam
on target was &5 pg/cm2 of natural carbon and &0.005
pg/cm2 of nitrogen.

Two Ta collimators constrained the beam to a lo-
calized spot on the target. This helped to maintain a
constant geometrical detection efBciency, and made the
coincidence-to-singles yield ratio less sensitive to target
thickness nonuniformities. We checked our sensitivity to
the motion of the beam position on the target by placing
single channel analyzers (SCA's) with a 3.5 MeV thresh-
old on the 7-ray energy signals. Because these SCA's
scaled only the counts produced by the beam hitting the
target, and not by radioactivity or by reactions on the
backing, their counts were sensitive to Quctuations in the
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beam position on the target. The ratio of SCA counts to
the beam charge difFered by less than 2.5% between the
i2C+sHe singles and coincidence runs.

The i~C(sHe, n)i40 reaction produced a subtle back-
ground of its own: neutrons populating the ground state
in i40 could inelastically scatter in the NaI detectors
and then be detected in the neutron counter, producing
a "n-p" coincidence background that corresponded to a
spurious y-ray "branching ratio" of (1.8 + 0.1) x 10
about 40 times larger than t,he expected real value. This
background was reduced to an acceptable level by in-
stalling a high-density polyethylene neutron shield be-
tween the NaI detectors and the neutron counter. The
target was almost entirely surrounded with attenuating
material; only the forward cone subtended by the neu-
tron detector was unobstructed. With the NaI detectors
at 3.65 cm from the target, neutrons that scattered in
the NaI detectors had to pass through at least 14 cm of
polyethylene before reaching the neutron detector. With
the shield installed, the background "branching ratio"
was (2.'2 + 0.6) x 10 4, a factor of 8 below the unshielded
result.

C. Targets

We investigated our sensitivity to target contaminants
by taking (sHe, n7) coincidence data on natural N, 0,
NaC1, AI, Si, Fe and enriched C targets. All tar-
gets, except for 0 and Si, showed a considerable yield
of 2 MeV neutrons in coincidence with 5.0—5.3 MeV

p rays. For example, the coincidence yield from 0.05
pg/cm~ of N, 0.3 pg/cm of isC, or 0.003 pg/cm~ of
Al, would be enough to give a false coincidence signal
equal to the expected real signal from 2C(sHe, nip)i4O.
The best evaporated i2C target that we could obtainso
contained 0.14 pg/cm~ of i4N, enough to yield a false
"branching ratio" of 1.3 x 10 4, more than twice the ex-
pected real branching ratio. It also contained traces of
NaC1 and Si, plus other unidentified contaminants. Since
it did not seem practical to obtain a significantly better
evaporated target, we made our i C target by implanting

400 pg/cm~ of i~C into a 99.9985% pure Au backing, si

using a sputter ion source. Special attention was paid to
minimizing contamination of the target; throughout the
fabrication procedure; details can be found in Ref. 32. By
continuously sweeping the C beam across the Au sub-
strate, we obtained a target uniform to within 10% over
a 0.32 cm diam central area; this was adequate since the
beam spot on the t;arget was determined by a 0.27 cm
diam defining callimator.

The i~C target was tested for contaminants using a
Ge(l i) detector to detect y rays emitted when the target
was bombarded with 3.9 MeV protons (at this energy
there is no yield from the first excited state in C at
4.44 MeV, making it easier to see weak p-ray lines from
small amounts of contaminants). Spectra accumulated
during bombardment of the front; and back of the targets
were very similar. The only excess on the carbon side was

&0.1 pg/cms of isC (at least 3 times less than the amount
required to give a coincidence yield comparable to that
expected from 40 decays) and &0.01 pg/cm~ of i4N (14
times less than in our best evaporated target). Because
this test was carried out after two 100 h long data taking
runs, during which the target had been irradiated with
an average current of 8 nA, part or all of the C and
i4N found in the 2C target could have been deposited
during the runs.

D. Electronics

The signal-processing electronics had three main sec-
tions: fast electronics for timing, slaw electronics for
pulse height information, and pulse shape discrimination
on the neutron detector. Using a Na source, typical
time resolution of the prompt y-ray peak in the TOF
spectra between the neutron counter and each of the NaI
detectors was 5.5 ns. The NaI energy signals were fed into
special 50 0 input impedance charge-sensitive preampli-
fiers that drove Ortec 460 delay line amplifiers with 1 ps
clipping lines. The short duration of the output pulses
helped minimize pileup eKects.

Our data acquisition system consisted of a Digital
Equipment Corporation DEC PDP 11/60 computer with
a CAMAC-based experiment interface. Six parameters
of each event were recorded by Tracor Northern TN-1213
Analog-to-digital converters (ADC's): pulse height in the
neutron detector, PSD signal, 7-ray energy in each NaI,
and TOF between the neutron counter and each of the
NaI detectors. The master trigger was the logic OR of
the valid conversion output (true stop) of each NaI time-
to-amplitude converter (TAC). Ten scalers counted the
beam charge on the target, the beam charge on the col-
limators, the constant fraction discriminator (CFD) out-
put pulses for the three detectors, the nuclear magnetic
resonance (NMR) frequency that determines the beam
energy, the time elapsed during the run, the master trig-
ger for data collection, and the two SCA's on the 7-ray
energy signals.

The only change needed to switch from dc beam coin-
cidence data to pulsed beam singles data was to replace
the stop signals in the NaI TAC's by the rf signal derived
from the low-energy buncher. Both TAC's then refiected
the neutron TOF between the target and the neutron de-
tector. No other changes were made in the electronics or
data taking procedure so that we could be assured of a
consistent neutran detection eKciency for the singles and
coincidence runs.

The data acquisition live fraction, defined as the ratio
of events written on tape ta scaled master triggers, was
a strong function of the event rate. In coincidence mode,
the rate was typically 60 events js, and the correspond-
ing live fraction was 97.7%. During the singles runs, the
rate could get as high as 400 events js, with a live frac-
tion of 85.5%. From these results we estimated the dead
time of the data acquisition system to be 4 x 10
s. The measured reaction yields were corrected for this
dead time.
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IV. DATA ANALYSIS

The i40(5.17 MeV) p-ray branching ratio I'~/I' is ob-
tained from the expression

I yc
r v& x&x w(e)

a

50-
Q
LJJ

~ ~

2D n, CUT

where Y„, is the n pc-oincidence yield, Y„, is the ni
singles yield, g is the efficiency for detecting 5.17 MeV 7
rays, and W(0) is the n pang-ular correlation. We had
two week-long data taking runs, and a third week-long
run to test for systematic errors. In each run w'e measured
all the ingredients required to determine I'~/I: the ni
singles yield, the nq yield in coincidence with 5.17 MeV
7 rays, and the NaI detector efficiencies at 5.17 MeV.

A. "C(sHe, ra) singles yield

A typical izC(sHe, n) singles TOF spectrum, sorted
from our event data without any constraints, is shown
in Fig. '2. A two-dimensional (2D) spectrum of pulse
height in the neutron detector against the PSD signal,
gated on the ni group in the TOF spectrum, is shown in
Fig. 3. Such gated spectra were used to choose the 2D
cut corresponding to 1.93 MeV np neutrons in the liquid
scintillator.

The singles neutron yield, Y„,, was obtained by sorting
the TOF data on the 2D ni constraint. A typical result
is shown in Fig. 4. The eR'ect of this 2D cut can be
readily seen: the prompt 7-ray peak in this spectrum is
suppressed by a factor of 6000 compared to Fig. 2. The
yield of nu neutrons populating the 40 ground state is
also suppressed; the cut on the neutron detector pulse
height preserved most of the nI neutrons, but included
only a small fraction of the no group.
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B. "C(sHe, n~) coincidence yield

In each week-long run we accumulated 100 h of
C( He, ny) coincidence data The. beam current was

limited to 10 nA by the count rate in the NaI detec-
tors. We maintained the NaI CFD rates (thresholds at
E& 300 keV) at 75 kHz, which corresponded to a rate
of 32 kHz for E& ) 511 kev. At these rates, the pileup
in the NaI detectors was estimated to be less than 15%.

Our analysis of the coincidence data was based
on empirical line shapes of 1.93 Me V neutrons in
the TOF spectrum and of 5.11 MeV p rays in the
NaI detectors. The neutron line shape (see Fig. 5)
was measured using the 0( He, np) Ne reaction at

FIG. 3. Pulse height in the neutron detector vs PSD signal
for C( He, n) pulsed-beam singles data gated on the Sight
time for the nq group. The 2D nq cut used in the analysis of
the singles and coincidence data is indicated.

I I i

I
i I I I

i
I I I

[
I l i I

f

l . I ~ 1

t

80000—

I I ~

)
j $ $ ~

)

I I I I

i

l I ~

)
~

4000-

60000—

o 40000-
(3

20000—

0
25

no

gY . 41
50 75 I OO

CHANNEL NUM BER
I25

3000—
V)
I—

2000—

IOOO—

0 a ~ I, a

25 50 75 IOO I 25
CHANNEL NUM BER

FIG. 2. Neutron TOF singles spectrum for C( He, n),
sorted with no constraints.

FIG. 4. Neutron singles TOP spectrum for C+ He,
sorted with the 20 nq constraint. The weak nq group is now
noticeable. The window used to determine the singles nq yield
is indicated.
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FIG. 5. Coincidence TOF line shape for a 1.93 MeV neu-
tron, measured using the 0( He, nil)' Ne reaction. This
spectrum was obtained by sorting the data on the 20 neutron
constraint and a 1.89 MeV p-ray window in the NaI detector.
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E3H,——7.62 MeV. At this bombarding energy the nq

group from sO(sHe, n) had the same Right time as the
ni group from izC( He, n) at 9.35 MeV. The line shape
for a 5.11 MeV 7 ray (see Fig. 6) was measured using the
iiB(4He, np)i4N(5. 11 MeV) reaction at E~H, ——7.5 MeV.
This line shape was then shifted to match the expected lo-
cation of a 5.17 MeV 7 ray. Because the first-escape peak
accounts for a considerable fraction of the integrated line
shape, we chose a "wide cut" that included the photo
and first-escape peaks. The alternative "photopeak cut"
shown in Fig. 6 was used to test the sensitivity of our
results to the choice of cuts (see below).

The i2C(sHe, np) coincidence data were analyzed by
generating 2D E& vs TOF spectra for each Nai detector;
all events had to satisfy the same 2D ni constraint used in
the i~C(sHe, n) singles analysis. These spectra. were then
projected onto the E& and TOF axes using 1.93 MeV
neutron and 5.17 MeV y-ray cuts based on the measured
line shapes (see Figs. 5 and 6). The projection onto the
vertical axis yielded the spectrum of y rays in coincidence
with 1.93 MeV neutrons, while the projection onto the
horizontal axis gave the neutron TOF spectrum in coinci-
dence with 5.17 MeV p rays. Four sets of one-dimensional
(1D) Ez and TOF spectra, one for each NaI detector for
each run, were analyzed to obtain the yield, Y„,, of nq
neutrons in coincidence with 5.17 MeV p rays. We si-
multaneously fitted the four data sets with a function
having four components: accidental coincidences, target
backing background, neutron scattering background, and
n-y coincidences from the y decay of i O(5.17 MeV). The
contributions due to the randoms and the target backing
were fixed as described below. The other two contribu-
tions were determined by adjusting the nine free param-
eters of the fitting function: eight parameters describing
the neutron scattering background (two for each set of
coincidence data), the ninth parameter was the branch-
ing ratio I'&/1. The best values for these parameters
were determined by a yz minimizer code.

(i) Accidental coincidences: The 7-ray spectra of
random coincidences were obtained by sorting the

C( He, ny) data with a window in the Rat region of the
neutron TOF spectrum (long Right times). Since there
were no time correlated events between the neutron and
7-ray detectors in this chosen random TOF window, the
shape of the NaI accidental coincidences did not depend
on whether the neutron detector was triggered by a y
ray or a neutron. To get the best possible statistics, we
therefore did not use the 2D nq constraint in obtaining
the y-ray spectra of accidental coincidences.

Figure 7 shows a spectrum of accidentals in the NaI
detectors. The structure in the spectrum was due to y
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FIG. 6. NaI line shape for a 5.11 MeV y ray from
8( He, n4y) N. The lines at 2.79 and 2.31 MeV are pro-

duced in a weaker cascade decay of the 5.11 MeV state. The
"wide" and "photopeak" cuts are shown.

FIG. 7. Accidental coincidences in the gamma detectors.
The window indicates the 5.17 MeV cut used in the analysis
of the coincidence data. The structure in the spectrum is due
to 7-ray decays in C, C, and N.
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rays produced in the C( He, He) C, C( He, p) N,
and izC(sHe sHe')izC" reactions. The peak inside the
window at 5.17 MeV corresponded to the decay of the
5.11 MeV state of ~ N; p rays at 2.31 and 2.79 MeV
from a weaker branch of this decay can also be seen.
These three p rays were also observed in the NaI line
shape measurement, Fig. 6. This allowed us to monitor
the long-term gain stability of the detectors and verify
that our p-ray energy calibrations were correct. VVe also
obtained a random NaI spectrum gated on the 2D nq
constraint. The ratio of the counts in the 5.17 MeV win-
dow in this spectrum and in the higher statistics random
spectrum was used as the scaling factor for the random
contribution to the p-ray energy fitting function.

The random counts in the TOF spectrum should be
distributed as

N(t) = const x e

where 7'=(~t;~&) is determined by the rate of TAC
stop pulses. Since the stop pulse rate was 75 kHz, the
exponential decrease of the random background over the
160 ns spanned by the TOF spectra is 1%. We ne-
glected this small correction and assumed a Bat random
distribution.

(ii) Target backing background: We determined the
contribution of the Au backing by measuring the n-y
coincidence yield from the back of the target. The av-
erage beam current during these runs was 180 nA, and
the CFD rate was 25 kHz. These data were sorted in
the same way as the i2C data. The y-ray spectrum
in coincidence with 1.93 MeV neutrons showed peaks at
1.89 MeV and 1.49 MeV; these y rays were produced in
the isO(sHe, ny)isNe reaction on residual oxygen in the
Au substrate. The target backing contribution to the
neutron TOF fitting function was a smooth curve that
contained the same information as the measured backing
coincidence TOF spectrum. When multiplied by the ra-
tio of beam charges for the C and backing coincidence
runs, these NaI and TOF spectra became the target back-
ing contribution to the coincidence fitting function.

(iii) )neutron scaOering background: The shapes of the
neutron scattering background contributions to the p-ray
and neutron TOF coincidence spectra were determined
from data taken in a third week-long run. In this run we
removed the high-density polyethylene shield, and ran
with one detector in the geometry used in run 1, and the
other at the distance from the target used in run 2. The
NaI spectra from scattered neutrons were well described
by decaying exponentials. The shape of the background
in the TOF spectra was determined by the following pro-
cedure. We first obtained a TOF spectrum of neutrons
in coincidence with 2.8 MeV p rays. The observed yield,
once the contribution from the target backing had been
subtracted, was assumed to be due entirely to the neu-
tron scattering background. We found a smooth curve
that described the data, and then allowed the width and
centroid of this curve to vary in order to fit the observed
TOF yield in coincidence with y rays at 2, 3.6, 4.1, 4.6,
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FIG. 8. Neutron scattering background contribution to
the TOF coincidences, for the geometry of Run 1. The smooth
curve was determined by the data in coincidence with 2.8 Mev
y rays.

5.17, 5.6, and 6.1 MeV. The agreement between the data
and the fit was very good at all these energies, see, for ex-
ample, Fig. 8. These fits to the unshielded data provided
us with the neutron scattering contribution to the fitting
function for the analysis of the shielded 2C(sHe, ny) co-
incidence TOF spectra.

(iv) Gamma ray-decays in i40: The n p-coincidences
from decays in i40 were described by the 5.17 MeV line
shape in the NaI detectors, Fig. 6, and by the 1.93 MeV
neutron line shape in the TOF spectra, Fig. 5. The scal-
ing factor for the line shapes was proportional t,o the
y-ray branching ratio 1~/I', which was one of the nine
free parameters of the fitting function. The NaI detector
efficiency at 5.17 MeV (see Sec. IV C) and the angular
correlation W(8) (see Sec. IV D) were used in the com-
putation of I'&/1.

With these four components, we constructed a fit-
ting function that satisfied the following constraint: each
component contributed the same number of counts to the
5.17 MeV window in the coincidence NaI spectrum, and
to the 1.93 MeV window in the corresponding neutron
TOF coincidence spectrum. The fact that the two spec-
tra were orthogonal projections of the same 2D data was
thus taken into account. The error in the y-ray branch-
ing ratio I'~/I' was determined by the amount by which
its associated parameter in the fitting function had to
change to increase the minimum y by one, including
the eff'ect of correlations with the other eight free param-
eters of the fitting function. This amount was multiplied
by (yz/v)i~z (v =number of degrees of freedom) if g2
was greater than v. The uncertainties in the nq singles
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yield, the n-y angular correlation, and the p-ray detec-
tion efBciency were then added in quadrature.

We simultaneously analyzed our four sets of
i~C( He, ny) 40 coincidence spectra, fitting the data
only in the region where we had useful information on
the line shapes, for example, from channel 55 to 78 in
the NaI spectrum (Fig. 6) and from channel 43 to 67
in the TOF spectrum (Fig. 5). Figure 9 shows the re-
sulting At to one set of the data. The y-ray branching
ratio obtained from this simultaneous fit to all our data
is I'z/I' = (8.5 6 3.5) x 10 s, with y~/v = 1.106 for
v = 186, Pz~ —16.4%. Figure 10 shows the combined
neutron TOF coincidence data for i~C( He, np) and the
best At. The breakdown of the fitting function into its
four components is shown as well.

This y-ray branching ratio must be corrected for small
backgrounds from C and i4N contaminants in the tar-
get. The amounts of these contaminants were measured
by scattering 3.9 MeV protons on the i~C target and on

C and natural melamine targets as described in Sec.
IIIC. We carried out this measurement twice, after the
second and third week-long runs, and found out that
the contaminants had built up linearly with the running
time. We measured the n 7coincid-ence yield from sHe
on the same isC and natural melamine targets, and sub-
tracted their contribution to the 2C coincidence yield.
This correction reduced the i40 y-ray branching ratio to
r, /r = (7.2+ 3.5) x 10-'.

The combined neutron TOF data (Fig. 10, top panel)
showed an excess of fast neutrons in the region E„2.6—
13 MeV (channels 68—83), presumably due to an uniden-
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FIG. 10. Fit to the combined neutron TOF coincidence
data. The top panel is the summed TOF data from C+ He;
the lower solid curve is the sum of the the backing, randoms,
and neutron scattering background components of the fit; the
upper curve includes the 0 decays. The other panels show
the ingredients of the fit; the points are actual data, while
the curves are the components of the fitting function. The
1.93 MeV window and the fitting region are indicated.

tified target contaminant. The combined (sHe, ny) TOF
data on the back of the target (Fig. 10, third panel) did
not show enough yield of fast neutrons to account for
the observed excess on the target front. Therefore, any
contaminant present in equal amounts in the front and
back of the ~ C target could not be the cause of the back-
ground. This consideration ruled out NaC1, Al, Si, Ni,
and Fe, which had been identified in the (p, p 7) Ge(Li)
spectra discussed in Sec. III C. Oxygen was also discarded
since it had been clearly identified in the ( He, n7) co-
incidence data on both the front and the back of the
target, but the amount of isO on the target was only
60—70% of the amount in the backing (presumably ion
implantation drove some of the oxygen from the gold
substrate). Nitrogen and isC were also excluded since
(sHe, n7) coincidence data taken on a natural melamine
target and on an enriched isC target did not show the
fast n-p background. Another possibility was that a
small amount of BH could have been implanted in the
target; the iiB(sHe, n) reaction strongly populates the
6.88 MeV level in N, producing 12.4 MeV neutrons
in coincidence with 4.44 MeV y rays from the decay of
the 6.88 MeV level to the first excited state in i2C. In
this case, we should have seen 4.44 MeV y rays in coin-
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cidence with the fast neutrons; we did not and therefore
discarded the iiB hypothesis. Since the spectrum of y
rays in coincidence with the fast neutrons did not show
any clear p-ray lines that could identify the contaminant,
the background remains unexplained. The contribution
of this background to the n-y coincidence spectra would
have to resemble a 1.93 MeV neutron in coincidence with
a 5.17 MeV y ray in order to have a significant impact
on our results. Under this light, a very conservative ap-
proach would be to interpret our result as a one stan-
dard deviation upper limit for the p-ray branching ratio,
I', /r & 1.07 x 10-'.

We also analyzed our coincidence data using only the
1D neutron TOF spectrum that resulted from combining
our four sets of data (top panel in Fig. 10). We fitted this
1D spectrum with a two-parameter fitting function. The
four components of this function corresponded identically
to the components shown in Fig. 10; the accidental and
backing contributions were fixed, while the amplitude of
the neutron scattering background and the number of
observed 0 decays (i.e. 1.93 MeV neutron line shape)
were allowed to vary. This analysis of the 1D neutron
TOF data yielded I'~/I' = (6.5 6 3.8) x 10,with y2/v
= 1.237 for v = 23, P&a ——21.0%. This 1D analysis agrees
well with the result of the simultaneous analysis of both
the p-ray energy and neutron TOF spectra.

Next we repeated the 2D analysis of the p-ray and
neutron TOF coincidence spectra independently for each
of our four sets of data. The statistical average of
these four determinations of the branching ratio, I'z/I'
= (6.8 + 3.4) x 10 s, agrees very well with the result
from the simultaneous analysis of all the data. However,
the standard deviation of these four determinations of
I'z/I' was 1.7 times larger than the statistical error in
our measurement. Since the probability that the four

measurements would have this spread is only 2.2%%uo, we

checked our data for indications of systematic errors. A
thorough examination showed no evidence of nonstatis-
tical behaviour in our data, and we conclude that, al-
beit improbable, the spread in the four measurements of
the branching ratio is a statistical occurrence. We then
use the statistical error to quote our result for the y-ray
branching ratio, I'~/I' = (7.2+ 3.5) x 10

We checked the sensitivity of our result to the choice
of window width for the 5.17 MeV y ray by repeating
the analysis with the "photopeak" p-ray cut shown in
Fig. 6, and obtained I'&/I' = (6.6 + 3.7) x 10 s, with

g /v = 0.968 for v = 186, Px~ ——60.3%, in very good
agreement with the "wide" cut result. Finally, we ana;
lyzed the izC(sHe, np) coincidence data assuming that
the n recoin-cidences occurred for energies other than
E„, = 1.93 MeV and E~ = 5.17 MeV. If the 6tting
function had been wrong, the y~ minimizer code could
have found p-decay strength regardless of the neutron
and p-ray energy. We first kept the neutron energy fixed
at 1.93 MeV, and searched for coincidences with p rays
at 4.1, 4.6, 5.6, and 6.1 MeV. Conversely, we assumed
a neutron energy of 1, 1.5, 2.5, and 3 MeV in coinci-
dence with a 5.17 MeV p ray. Lastly, we kept the sum
of the neutron and 7-ray energies fixed to 1.93 MeV
+ 5.17 MeV = 7.1 MeV; this check tested the descrip-
tion of the neutron scattering background, since the ob-
served energy was conserved in this process. The re-
sulting branching ratios and their g2 probabilities are
shown in Fig. 11. These tests indicated that n-p co-
incidences in our izC(sHe, np)i40 data occurred with
non-negligible probability only for E„, = 1.93 MeV and

E& ——5.17 MeV. The positive results of these tests are an
important source of confidence in our measured 2 stan-
dard deviation eR'ect.
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C. Gamma-ray detection efBciency

The p-ray detection efBciency at several energies was
found by populating levels with known p-decay branch-
ing ratios in the B( He, ny) N (E4H, 7.5—MeV) and

0( He, n7) Ne (EsH, ——7.62 MeV) reactions. We deter-
mined the "photopeak" efliciencies [@photo corresponds to
the yield on a window centered on the photopeak with a
width twice the photopeak full width at half maximum
(FWHM)] at 1.64, 1.89, 2.31, 4.92, and 5.11 MeV, and
the "wide" efIiciencies (g~;g, corresponds to a window
wide enough to include the first escape peak) at 4.92 and
5.11 MeV, assuming isotropic n-p angular correlations.
This assumption is strictly true only for the 2.31 and
4.92 MeV p rays emitted by J=O states in 4N. How-
ever isotropy was not a bad assumption for the other
decays, since the large solid angle subtended by the NaI
detectors attenuated the effects of any anisotropic cor-
relation. The photopeak efBciency was also measured
at 0.66, 1.26, and 1.27 MeV using calibrated radioactive
sources of isTCs, soCO, and 2Na. Figure 12 shows the
measured "photopeak" and "wide" efliciencies of one Nai
detector for run 1 along with the eFiciencies predicted by
the Monte Carlo code EGs4.a This code allows for the
inclusion of the different media between the target and
the 7-ray detectors, in a geometry that approximates the
experimental setup. The Monte Carlo calculation repro-
duces the trend of the data reasonably well, in particular
at the higher energies. (The overall 30% discrepancy
at the lower energies is probably due to an approximate
description of the complicated experimental geometry. )
We used these Monte Carlo calculations to extrapolate
the eKciency at 5.17 MeV from the measured values of
7/ph t and g;&, at the highest-energy isotropic p ray in
our calibration data (4.92 MeV), and obtained

g(5.17 MeV) = 0.97 x g(4.92 MeV) .
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FIG. 12. Measured "photopeak" and "wide" e%ciencies
for detector Nal 1 in run 1 (b 0/4s = 0.31 + 0.01). The solid
line indicates results from a Monte Carlo calculation.

As expected, @wide was roughly twice @phot,z at 5.17 MeV.
Since the background at this y-ray energy in the

C(sHe, n7) coincidence data was reasonably smooth, it
was advantageous to use the "wide" p-ray window: we
included a significantly larger fraction of the real signal,
while keeping the signal-to-noise ratio unchanged.

D. Angular correlation W'(8)

Because our circular neutron detector was placed at
8„=0' the apparatus for producing i40(5.17 MeV) was

symmetric about the beam axis. Therefore, the n pan--
gular correlation W(8) is given by

1
W'(8) = [1+a2P2(cos8)],4x

where 8 is the angle between the photon and the symme-
try axis, and a2 is determined by the population of the
magnetic substates of the decaying J=l level.

The substate population depends on the i~C(sHe, n)
reaction mechanism. The most likely mechanism is di-
rect single-step two-nucleon stripping, where the two pro-
tons are transferred in a J=O state and the neutron is a
spectator. Since the I C target has J=O, angular mo-
mentum conservation along the beam axis allows only
M=O substates of i40 to be populated. This mecha-
nism is consistent with the observed angular distribu-
tion of neutrons populating the 5.17 MeV state in i40;
the excitation functions and angular distributions for
i2C( He, n) O(5.17 MeV) at EsH, = 10, 11, and 12 MeV
are well described at forward angles (8 ( 50O) by a
distorted-wave Born approximation (DWBA) calculation
that assumes that the reaction proceeds by transferring
two protons in a single step. ~ It is thus likely that the
direct reaction mechanism is already dominant at E~H,
=9.35 MeV.

Studies of other dinucleon stripping reactions in light
nuclei at similar bombarding energies also support the
direct two-nucleon stripping reaction mechanism. An-
gular correlation measurements of decay protons in the

C( He,p) N reactions at EsH, = 12 MeV indicate that
T=l unbound states in N are populated essentially
purely in the M=O magnetic substate. 3 ~ For exam-
ple, the measured population parameter for the M=O
substate of the 8.91 MeV level was P(0) = 0.99+o'z7,
in excellent agreement with the direct reaction predic-
tion, P(0)=l. 9 Similar confirmations of the direct reac-
tion mechanism were found in angular correlation studies
in i4C(t, p7) C, E~ ——12 MeV, 40 and 'OBe(t, p7)'~Be,
Eq ——12 MeV. The measured population parameters
in these cases agreed to within 15% or better with the
direct reaction predictions.

Based on this evidence, we expect that P(0)=1 will
be a very good approximation in our case. Therefore,
the angular distribution of the E1 transition to the J=O
ground state is4~

W(8) = sin 8
Sx
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which corresponds to a2 ——1. We assign a 10%%uo er-
ror to aq., this uncertainty is consistent with the mea-
sured values of the M=O population parameter in simi-
lar cases. 7 The n-pangular correlation corrected for
the Rnite solid angles subtended by the p-ray detectors
1S

1
W(8) = [1 y agQgPg(cos8)] .

4x
The angular correlation attenuation coefFicient for the
photo plus first escape peaks, Qg, was obtained from a
Monte Carlo calculation. s The resulting angular cor-
relations were

the atomic numbers of the two interacting particles; and
M is the reduced mass.

The S-factor should be a slowly varying function of the
energy far from reaction resonances, since the strong
energy dependences of the Coulomb and s-wave centrifu-
gal barrier penetrabilities have been removed. In terms
of the S-factor, the stellar reaction rate is7

1/2

&
"&= M.) (~T)/

CO (E ) 1/2
x S(E)exp

0

4~W(8 = 90') = 1.30 + 0.08

for run 1 and

4+W(8 = 90') = 1.35 + 0.08

for run 2.

V. ASTROPHY'SICAL S FACTOR
FOR THE ~3N(gy, ~)~4O REACTION

Combining our measured p-ray branching ratio for the
5.17 MeV state in ~O, rz/r = (7.2 + 3.5) x 10, with
the known total width 1 = 38.1+ 1.8 keV, we obtain
I'& —2.7+ 1.3 eV, which agrees with all Ave of the more
elaborate theoretical estimates mentioned in Sec. II. Our
measurement is in marginal agreement with a prelimi-
nary experimental result by Aguer ei al. who obtained
r&/r = (2+ 1) x 10 4 or I &

——7.6+3.8 eV. Wang e/ aL~7

reported a preliminary result using the 1H( 4N, 1 O)n re-
action. They obtain

r~ x "' = 1.38+0.66 eV
0'no

from a 140(5.17 MeV) singles measurement, and

F~ x "' = 0.97+0.31 eV
no

from a y-140(5.17 MeV) coincidence measurement,
where a„, and 0„, are the cross sections for populat-
ing the ground state and the first excited state in 140,
respectively. Until a separate measurement of the ratio
cr„,/o„, is performed we cannot compare our measure-
ment to their results.

We now use our experimental I'& to infer typical stellar
conditions for the operation of the "hot" CNO cycle. It
is useful to define the cross section factor S(E) (Ref. 7)

) 1/2

S(E) = Ear(E) exp

If S(E) is a relatively smooth function of the energy, the
integrand has a sharp peak at the maximum of the expo-
nential, Eo = (EG kT/2)2/ . The 1/e full-width of this
peak is given by AEo ——4(EokT/3) /2. At T = 109 K
Eo ——440 keV and LEO ——450 keV. To compute the
isN(p, 7)140 reaction rate for temperatures of interest,
T & 109 K, it is only necessary to determine the proton
capture S factor for energies E ( 1000 keV.

If only s-wave protons contribute to the (p,7) reaction
in this energy range (implying a unique S=l reaction
channel spin) the S-factor can be written as14 11

S(E) = SR(E) + SD~(E)
+2+SR(E)SDc(E)cos[bR(E)],

where SR(E) and SDC(E) are the resonance and direct
capture contributions to the reaction cross section, re-
spectively. The phase of the interference is given by the
difference in phase shifts between the resonance and di-
rect capture s waves, and is equal to the resonance phase
shift bR

bR(E) = tan , ( r(E)

The direct capture amplitude interferes constructively
below the resonance and destructively above. This in-
terference pattern has been observed in the analogous
s -+ p direct capture transition in 12C(p,p)isN. 14

The resonance contribution SR(E) is described by a
single level Breit-signer expression

nh 2JR+ 1 r„(E)r~(E)
2M (2J, + l)(2 ' + 1) (E —ER)~ + r~/4

JR, Ji, and Jz are the resonance, target and projectile
spins, respectively, and ER is the resonance energy. The
energy dependence of the widths is given byii

rp(E) = rp(ER)
P.(E)

where 0'(E) is the sN(p, 7) cross section, and E is the
proton energy in the center of mass. The Gamow energy
ls

EG = (2nnZxsNZ~) (Mc /2). ,

where o, is the Gne structure constant; Zi3N and Z& are

r~(E) = r~(ER) ~

(Q. +E i'
o+ERj

where Qo is the ground state Q value for N(p, 7),
Qo ——4.27 MeV, and Po(E) is an s-wave Coulomb pen-
etrability evaluated at a channel radius of R=4 fm. (The
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dependence on R largely cancels when we take the ra-
tio of penetrabilities. ) S~(E) is therefore specified by
the experimental values of I'& ——2.6 + 1.3 eV, and
I' = I'„=38.1+ 1.8 keV.

The direct capture contribution to isN(p, y) can be in-
ferred from existing measurements4 of the isC(p, yi) re-
action to the 2.31 MeV, J = 0+ state in i4N, the isospin
analog of the i@O ground state. [The resonance contri-
bution, of course, cannot be inferred from the C(p, 7i)
data, since the E1 transition from the J = 1, 7=1
resonance to the 0+, 7=1 analog state in ~ N is isospin
forbidden. ] The isC(p, yi) data are well described by the
expression

SDC(E) = C S x SDC (E),
where C~ is the isospin Clebsch-Gordan coefficient that
couples the projectile and target to the final state, S is
the final state spectroscopic factor, and SDc is the the-
oretical direct capture S factor. Assuming that the spec-
troscopic factor for the ground state of 0 is the same as
for its isospin analog in N, the direct capture contribu-
tion to isN(p, p) can be obtained by scaling the C(p, 7&)
data by the ratio of the theoretical direct capture S fac-
tors for isN(p, yq) and isC(p, pq), and taking into account
the isospin Clebsch-Gordan coefficients. We calculated
the ratio of theoretical direct capture S factors following
the formalism of Rolfs, 49 assuming a transition from an
initial s-wave continuum state to a final nuclear bound
state with the emission of y radiation. The initial wave
function was computed using a Coulomb plus hard sphere
nuclear potential. (We used Ro ——I'o[(AI)'~s + (A„)'~s],
with ro —1.45 fm; AI and A& are the masses of the
target and projectile in atomic mass units. ) The final

1pqyq bound-state wave function was computed using a
Coulomb plus Woods-Saxon nuclear potential, with dif-

I ~ I I
f

I I I I
)

I I I I
I

& I I I
]

~ I I I

lO '
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FIG. 14. Temperature and d.ensity conditions for the op-
eration of the "hot" CNO cycle. A hydrogen fraction XH
=0.77 is assumed (Ref. 21). The band represents the +le
uncertainty in the N(p, 7) reaction rate, due to the uncer-
tainty in F~.

[SDc (E)]I ~(p,») = 0.77
[SDc (E)]-N(p,~.)

which remained constant within 10% for Ez ( 1000
keV. [The direct capture cross section for isN(p, y) is
larger because the more loosely bound 40 ground state
has a better radial overlap with the s-wave scattering-
state wave function-than does the more tightly bound
level in i4N. ] The direct capture contribution to N(p, p)
can be parametrized as

fuseness a = 0.65 fm, charge and mass radii I o ——1.22 fm,
and spin-orbit term V, = 20.5 MeV. The depth of the
Woods-Saxon potential was adjusted to reproduce the
binding energy of the final nuclear state.

From these calculations we extracted an average ratio

~ lO
O

-2
IO

Ld

CA

IO

-4
IO

I I ~ I I I I I I I I I I I I I I I I I I I I

0 200 400 600 800 I 000
E (keV)

FIG. 13. Empirical S-factor for the N(p, 7) 0 reaction
as a function of center-of-mass energy. The band indicates
the one standard deviation uncertainty in the computation of
S(E), due to the uncertainty in I'~.

SDC(E) = 0.368 exp( —1.088 x 10 E)

with E in keV and SDC(E) in keV b.
Figure 13 shows the resulting isN(p, y) S factor. The

uncertainty in the computation is dominated by the error
in I'&. Using this experimentally determined S factor, we
can compute the reaction rate as a function of the tem-
perature by numerically integrating Eq. (1). The "hot"
CNO cycle is fully operational when the rate of energy
generation of the cycle is dominated by the P decay of
the oxygen isotopes. Figure 14 shows the conditions of
stellar temperature and density under which the proton
capture rate on N or N, whichever is slowest, becomes
faster than the sum of the P-decay rates for i40 and i50.
The . 4N(p, 7) rate was taken from Ref. 50. We have thus
obtained a description of the stellar environments where
the "hot" CNO cycle can operate.
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