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Time delay and resonant phenomena are examined in the context of a model three-body problem.
The time-delay formalism is reviewed and summarized, as it applies to a three-body system. Calcu-
lations are carried out for a three-body model containing elastic, inelastic, and rearrangement chan-
nels. The two-body interactions in the model permit two-body resonances to be embedded in the
three-body structure. Eigenvalues of the time-delay matrix are shown to provide a clear, unambigu-
ous signature of resonant behavior in the multichannel system. A resonance always shows up as a
positive peak in one eigenvalue of the time-delay matrix. This result is contrasted with the more
usual means of identifying resonant behavior by studying the phases of the S-matrix elements, or the

eigenphases of the S matrix.

I. INTRODUCTION

This paper investigates time delay and resonant phe-
nomena in the three-body problem. Using a variety of
two-body potentials we computationally solve the three-
body problem for all incident energies below the breakup
threshold. For the family of potentials we employ, this
energy range includes elastic, inelastic, and rearrange-
ment scattering processes. Throughout this energy range
the full multichannel S matrix is determined and from it
the associated time-delay matrix is constructed. We use
the time-delay matrix as a descriptive tool in order to
infer the presence or absence of resonant behavior in the
multichannel scattering sectors.

The time-delay characterization of the collision pro-
cesses is interesting for several reasons. The first of these
is that the time delay provides an extension of the phase-
shift concept that remains applicable in complex scatter-
ing situations, where phase shifts are not defined by con-
ventional means. This possibility is seen from Wigner’s
identity! that relates the time delay g (E) for a given an-
gular momentum state to the phase shift,

dd
g(E)=2 dE

Since 8 and g are obtained from each other by an integra-
tion or differentiation in the energy variable they contain
(modulo an integration constant) the same information.
In multichannel scattering or two-body scattering from
nonspherically symmetric potentials a single phase-shift
decomposition of the scattering process is unavailable.
Nevertheless time delay (the operator and its trace)
remains well defined, and provides information about the
collision process.

(1.1)
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The second feature of interest, and one closely related
to the principal motivation of this work, is that the
definition of the multichannel time-delay operator is
based on the idea of some portion of the scattering wave
packet being trapped in the coordinate region of the tar-
get longer than free evolution would predict. For this
reason long time delays are a direct manifestation of reso-
nant behavior.

Numerical calculations of time delay in the few-body
multichannel context is a largely unexplored topic. See,
however, Kupperman and Kaye? for an application to a
problem in one dimension in chemistry. A basic difficulty
is that one must know the full S matrix for a range of
scattering energies. This means that the scattering prob-
lem must be solved for all possible open incoming chan-
nels. By using finite-rank two-body interactions and an
efficient numerical realization of Faddeev’s equations
these difficulties have been overcome. We have not ex-
tended our calculations above the breakup threshold. To
do so would require calculating the three-to-three scatter-
ing S matrix and at present there is no agreed upon
definition of time delay for this channel and the associat-
ed renormalizations that are required to make the time-
delay finite.

II. TIME-DELAY FORMALISM

Time-delay theory provides a quantitative description
of any temporal trapping of a scattering wave packet that
is caused by the interaction between a target and an in-
coming projectile. A balanced overview of the three-
body time-delay formalism will emerge if one compares
single-channel (or two-body) scattering with the mul-
tichannel case. In this brief sketch of the theory we con-
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sider only the definitions of time delay and the related
predictions that prove useful in interpreting the exact
three-body calculations reported in Sec. V.

First consider two-body scattering. After removal of
the center-of-mass motion the Hilbert space of quantum
states is ##=L?x). Here the vector xER? denotes vec-
tor separation of the two particles and we label the
momentum conjugate to x as p. The pair of interacting
and free Hamiltonians, (h,h,) define a scattering system.
Specifically if m is the two-body reduced mass, h is the
kinetic energy p?/2m, and V the operator-valued poten-
tial then the full Hamiltonian reads

h=ho+V . @.1)

More precisely one has a scattering system if (a) the wave
operators exist,

Q“"r):ts-l%:m [exp(+iht) exp(—ihyt)] ; (2.2)
(b) asymptotic completeness is valid, i.e., the wave opera-
tors Q') and Q") have the same range and the orthogo-
nal complement of this range in L%(x) is spanned by the
eigenfunctions of 4. Results (a) and (b) are well known if
the operator V is defined by multiplication by a local po-
tential function,>* v(x) € L%(x), that has for large x argu-
ment an algebraic decay more rapid than |x| ™!, or alter-
nately, is a finite-rank separable potential with form fac-
tors that decay faster than |x| 1.

In this terminology the conventional S matrix is given
by

s=q g+ 2.3)

Asymptotic completeness ensures that .S is unitary. Sup-
pose f;, €EL*(x) is the time-independent characterization
of an arbitrary incoming state. Such a state evolves freely
from ¢ = — o0 via

D, (1)= exp(—ihot)fi, - 2.4)

The + labeling of the wave operator Q'™ employs the
convention that the function ®; (z) is matched [in the
L?(x) norm sense] to the exactly evolving wave function
W(t) at t = — 0. Specifically,

W(t)= exp(—iht)Q T f, =Q D, (1) . 2.5)

For a given initial state the associated time delay is the
difference of the quantum transit times of W(¢) and ®;(¢)
through a fixed coordinate space region. We take this re-
gion to be a sphere about x=0 of radius r, and denote by
P, the projection operator onto this coordinate region.
With these objects one constructs a Hermitian operator
Q,, whose diagonal matrix element is the time delay for
region associated with P,, namely,

Finr @)= [~ atl||P Y| =[P, ®i(D]]"] -
Or equivalently in terms of the wave operators

finr @ fin)= [ * dt(@,(0,[Q PP —P ], (1)) .

(2.6a)

(2.6b)

The operator Q, shares a number of basic features with
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the S matrix. For example, both operators commute with
ho,

Sho=h,S ,
‘ thozhOQr .

This means that both S and Q, conserve energy and have
similar diagonal energy representations, viz.,

(p'|S|p)=8(E'—EXP'|s(E)D),
(P'Is(E)|p)=8(" —p)—2mit(p',p;E +i0) ,

(2.7a)
(2.7b)

(2.8a)
(2.8b)

where the function ¢ denotes the on-energy-shell # matrix
that is proportional to the scattering amplitude. The
unit-length vectors p and p’ denote, respectively, the in-
cident and exit momentum directions. In the expression
(2.8b) the matrix element {P’|s(E)|P) is the integral ker-
nel for the on-energy-shell operator s(E). This latter
operator maps the space L%(p) into L%(P). The energy
decomposition of Q, having the same format as S is

(p'lQ,Ip)=8(E'—E)p'lq,(E)p) .

The simple relationship between time delay and the
energy-dependent S matrix now takes the form
- td_
q(E) itis(E) dEs(E) )
where q(E) represents the limiting value of ¢,(E) as
¥ —> 00,

The remaining property of time delay that is helpful in
the interpretation of scattering data is the spectral prop-
erty. Let r(z)=(h —z)" ! and ro(z)=(hy—z) ! be the
resolvent operators for the Hamiltonians, 4 and A, that
are defined for complex energy z. Then the spectral prop-
erty is the statement that

2ImTr[r(E +i0)—ry(E +i0)]=trq(E), E>O0.
(2.10)

(2.9a)

(2.9b)

In this equation Tr is the trace on the space L?(x), while
tr is the trace on L%(P)—i.e., all square integrable func-
tions on the surface of a unit-radius sphere in R®. The
spectral property has a simple physical interpretation.
The left-hand side of (2.10) is the change of state density
at energy E produced by the perturbing potential V.
Thus (2.10) states that the trace of g (E) is proportional
to the state density shift induced by V. If there is a large
relative increase in the number of states at a particular
energy E, then trq (E) must be large. It is the spectral
property that makes the time delay useful also in deriving
generalized Levinson’s theorems®~’ and in finding La-
place transform representations of virial coefficients for a
quantum gas.g_11

Having described the definition of two-particle time de-
lay, its characterization in terms of the S matrix, and the
related spectral property, we must consider these three
key features in the context of the three-body scattering.
By and large, our notation closely follows that of Fad-
deev.'> We use the Jacobi variables x,,y, to represent
the spatial coordinates of the three-body system. These
six degrees of freedom completely specify the orientation
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of the three- particles relative to the three-body center-of-
mass position. The variable x,, is the vector separation of
the particle a from the center of mass of the (3,y) clus-
ter. The remaining independent coordinate y, gives the
vector separation of the constituents of the a cluster;
namely, the spatial separation of particles 8 and y. The
canonically conjugate momenta related to x, and y, are
denoted by p, and q,. The momentum p, specifies the
relative motion of particle a and cluster a. Let m,
(x=1,2,3) be the masses of the three particles; then

ng=my(mg+m,)/(m,+mg+m,)

represents the reduced mass of particle a and cluster a.
The kinetic energy of this relative motion is p2/2n,. The
internal momentum of the particles forming cluster «a is
just q,. Cluster o has reduced mass

uo=mgm,/(mg+m,)

and an internal kinetic energy q2/2u,. With this nota-
tion, the free three-particle kinetic energy Hamiltonian is

Hy=p./2n,+q%/2u,

=p2/2m+p3/2m,+p3/2m; . 2.11)

The dynamical motion of the three-particle state is
governed by the various Hamiltonians that the system
admits. Let ¥V, denote the potential acting between par-
ticles B and . Thus we may define the Hamiltonians

H,=H,+V, a=1,2,3, (2.12a)
H=H,+ 3 V,. (2.12b)

a>0
These Hamiltonians are linear operators on the Hilbert
space #=L%x,,y,). Since the interactions ¥ and V,
decay for large particle separation, H, will approximate-
ly govern the time evolution of the system if particle a
and cluster « are far apart.

Consider the multichannel Mgller operators that define
the standard two-Hilbert-space scattering theory.'? Asin
the two-body problem, these Mdller operators are a prin-
cipal ingredient in the definition of the multichannel time
delay. Consider first the two-particle subsystems con-
tained within the three-body problem. The coordinate
space kernel representation of V¥V, suitable for both local
and separable interactions is

(2.13)

The two-body momentum space potential given in Sec.
IV is the Fourier transform of v,(y,,y,). Let h, be the
two-particle Hamiltonian for particles 3 and y, and let
¢,; be the ith independent unit-normalized eigenfunction
of h, having binding energy —¢,;

ha¢ai =(q3z/2.ua+ua )¢ai = _sai¢ai .

In the numerical solutions of the scattering problem de-
scribed in Sec. IV, the maximum value of i is 2. For each
stable cluster, there is an associated channel Hilbert
space %, =L%x,). The channel identification operator
J,; then maps f, €E#, into an element of # via the
definition

(XYl Vol Xy =8(x— %0, (y0 ¥s) -

(2.14)
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(Jaifai )(xa’Ya)=¢ai(Ya)fai(xa) . (215)
In terms of the J,;, the wave operators are given by
Qf,,i’zts;lgx; [exp(+iHt)exp(—iH  t) W - (2.16)

The operators Q{7 map functions from an incident chan-

nel space #, into the full three-body space
H=L*x,Y,). Likewise, O’ maps functions from the
outgoing channel #g; into #f. The wave operator ol
allows one to construct the exact time-dependent solution
of the Schrodinger equation, which at time t = — o« is de-
scribed by particle a incident on cluster a in an eigen-
state ¢,; and having a relative motion wave function f ;.
[This corresponds, for channel ai, to the function f;, of
the two-body problem, Eq. (2.4). We drop the designa-
tion “in,” for simplicity of notation. Likewise, below in
Eq. (2.18b), the designation “out” will be dropped, and
the function will be denoted simply f,;.] The exact
time-evolving wave function is
V()= exp( —iHNQ,

ai ai

=04 exp(—iH ;)f o; 2.17)

where H ,; is the energy operator p2/2n,—¢,; valid for
channel ai. In this terminology, the multichannel S ma-
trix maps the incoming channel space #,; onto the out-
going channel space #g; via

Spiai =Qp; Talh, (2.18a)

F8i=Sgjaifai - (2.18b)
The intertwining property

SpjsaiH o =H ;S gjiai (2.19a)

expresses the multichannel form of the energy-conserving
property of the S matrix. Like the commutation (2.7a) in
the two-body case, identity (2.19a) implies that the
momentum matrix elements of the .S matrix are diagonal
in energy and thereby serves to define a reduced on-
energy-shell S-matrix operator mapping L*p,) to
L*(Pp); namely,

(pblsﬁj;ailpa)za(E'B—Ea )(an,'Bnapa)_l/z

X (ﬁklsﬁj;ai(E)'ﬁa) .

Two basic forms stating the unitarity of the S matrix
follow from the notation above—one for the full S ma-
trix, the other for the reduced S matrix. For the full S
matrix, we have

— t
8Bj;ai —zsyk;ﬁjsrk;ai ’
vk

(2.19b)

(2.20a)

while in terms of the reduced S matrices, unitarity takes
the on-energy-shell form

8t =25 (E) S (E)ypsr - (2.20b)
vk
Here, if ai=pj, then 8g;,,; is the identity operator in
L*(p,), whereas 8p;.,; is the identity operator in L*(P,).
The multichannel time delay is given in terms of the
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difference of sojourn times in a given region of space of
the asymptotic and exact wave packets. In the Jacobi
variable space, X,,¥,, an a-independent radial length is
given by

PP=(n X+ uLy)/my , 2.21)
where
mi=(mmymy/m,+m,+m,) .
For each r > 0 define a projection operator in # by
P.f(x,¥,)=f(x,Y¥,) if p<r
=0, otherwise . (2.22)

For scattering processes initiated by the collision of
two fragments, the definition of time delay within the
six-dimensional sphere of radius 7 is given by the follow-
ing:

Qa1 = [ a|lIP,pio)?
_%' [I|Pre~iHatJaifai”2
—iH ,
+3)|Pe 0Ty fhl H :
Bj

(2.23)

Evaluating the time integral provides an expression for
the on-energy-shell form of the time-delay operator
Qai(E’r )!

Q(foirr)= [ dPodp,8(Ey—E ) f oi(pi)]*
X(napa)_1<p;]qai(E’r)lpa>fai(pa) .
(2.24)

Here E,; =p2/2n,—¢,; is the energy in channel ai. In
the limit » — oo, the on-shell time delay operator takes
the S-matrix form

Quisi(E)= lim g (E,r) , (2.25)
where (2.25) is the elastic channel restriction of the opera-
tor )

Qi) (E)=—i 35"(E) pi a%s(E)yk;Bj ) (2.26)

vk
The formula for g,;5/(E) is given as a matrix of on-
energy-shell operators in the channel indices ai and Sj.
However, as the result (2.23)-(2.24) indicates, it is only
the diagonal channel entries that carry the physical
significance of time delay.

The time integral (2.23) constructing Q(f,;,*) is seen
to involve the transit time of the exact wave packet W(z),
minus the symmetric average of the traverse times of the
free incoming asymptotic wave, plus the traverse times of
all the outgoing asymptotic components of the scattering
process. If only one channel is open, these incoming and
outgoing free traverse times can be shown to be identical.
In this latter case, the definition of time delay is parallel
to the two-body case. The precise form of the right-hand
integral in (2.23) is required if one is to obtain a finite re-
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sult for Q(f;,7) asr— .
Finally, we state the form that the spectral property as-
sumes. For complex energy z, define the resolvents

R(z)=(H—2)"",
R, (z)=(H,—z)"', «=0,1,2,3.

(2.27a)
(2.27b)

As in the theory of virial coefficients,!® define the con-
nected resolvent difference by

Rc(z2)=R(z)—Ry(z)— 3F [Ro(z2)—Ry(2)] . (2.27¢)
a>0
Then the spectral property is
2TrImR(E +i0)= 3 trq ;.o (E) . (2.28)

ai

The two traces above are those compatible with the
operators on which they act. In the three-body Hilbert
space #, the trace is denoted Tr and in the on-shell re-
duced channel space L%(P,), the trace is indicated by tr.

The left-hand side of (2.28) is twice the change of the
connected state density at energy E, which is induced by
the interactions V,. The right-hand side of (2.28) is the
sum of all the traces of the time-delay operators over all
open channels ai. If E is below the threshold —e¢,; for
channel ai, then q,;.,,(E) is identically zero. The correct
statement of the three-body spectral property critically
depends on the use of the connected resolvent difference.
If one attempted to use just R (z)—R(z), then its trace
would be divergent. Only the connected resolvent
difference has finite trace.

The first heuristic statement of result (2.26) is found in
the work of Smith.!> Demonstration of the time-delay
formula (2.26) based upon Faddeev’s account of the
three-body problem occurs in Refs. 14 and 15. The mul-
tichannel spectral property can be found in Refs. 10, 15,
and 16. The review by Martin!” gives a balanced over-
view of the time-delay formalism.

III. THREE-BODY MODEL

The three-body model used in the calculations in this
paper is an extension of the one used in Ref. 18. We con-
sider three particles, labeled 1, 2, and 3. They are spin-
less equal-mass particles, with 2 and 3 being identical, 1
distinguishable. They interact via two-term finite-rank
two-body S-wave interactions. Subsystem (23) supports
two bounds states (1m) and (1n), respectively, (1m) be-
ing the ground state of the system. The (13) and (12) sub-
systems interact via identical two-term separable poten-
tials of the form found in Ref. 19. This potential sup-
ports one bound state. The realization of this bound state
in the (13) subsystem we label (2s) and the bound state
found in (12) is called (3s).

The system thus has three channels below the breakup
threshold: The elastic channel, an inelastic channel, and
a rearrangement channel. (We do not go above the
three-body breakup threshold in this work.) The location
of the thresholds where the inelastic and rearrangement
channels open up can be adjusted at will by varying the
parameters of the interactions. The resonance is always
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in the (13) or (12) subsystems, but its location relative to
the thresholds can also be adjusted, so that its effect can
be observed in any energy sector.

The equations of the three-body problem are cast in
form which is a generalization of the Amado-Lovelace®®
form of equations, and are solved by a computer code
which is an extension of the code used in Ref. 18, to
check against the EPR solutions of that work. The
schematic structure of these equations is as follows: The
(23) subsystem amplitudes are obtained from

‘/_ Tss Tsr Xsy'
X =V2UZy Z,) Trs Trr | [ Xow (3.1)

The amplitudes connecting the (23) subsystem and the
identical (12) or (13) subsystems are

Xs,u 1/5 ZS‘LL i Yss Ysr Tss  Tsr Xs,u ! 3.2)
Xru - Zru Yrs Yrr Trs Tor Xry , B

and the common amplitudes in the identical (12) and (13)
subsystems are

X, Y,

RNy ss

X Y,

rs rs

X

RNy

X

T

S5 T,

sr

YXS Ysr
Y, Y,

rs rr

T, T

rs rr rs

] , (3.3)

where the kernels Y. are defined by

Zma'
Z

— Tmm Tmn
Yoo =Z,0+V2Z,, Z . (3.4

an)

Tam  Tan no'

In Egs. (3.1)-(3.4), u and u’ designate either m or n, the
bound states in the (23) subsystem, and o and o’ desig-
nate either s or r, where s designates the bound state in
the (12) [or identical (13)] subsystem, and r is the reso-
nance in that subsystem. The Z’s are constructed from
the form factors in the two-body finite-rank interactions,
and the 7’s are the two-body propagators. Detailed for-
mulas for these are found in Ref. 20. The multiplications
in these equations imply both the usual matrix multipli-
cation, and an integral over one momentum vector vari-
able (the p variable of Sec. II).

After angular-momentum reduction, (only S waves are
used in both two- and three-body systems in this work)
these equations become a set of coupled integral equa-
tions in one real variable, with singular kernels. They are
solved by the Haftel-Tabakin*' method, and the full S
matrix, as a function of energy, is extracted. The S ma-
trix is 1 X 1, 2X2, or 3X3, depending on how many chan-
nels are open in each of three energy sectors (elastic only,
elastic plus one of inelastic or rearrangement, or all three,
respectively). The program was tested in the work of
Ref. 18, and the new additions to accommodate the reso-
nance are merely direct extensions of that code. As well,
internal consistency checks have been made, and finally
the unitarity of the S matrix has been checked. Numeri-
cal stability of the results of the calculation has been es-
tablished by varying the integration mesh sizes, and ap-
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propriate numbers of mesh points chosen. In the region
of the resonance, the mesh has to be quite fine, to follow
the rapid variations through the resonance. The code
can have different numbers of mesh points in each of the
three energy sectors.

Once the S matrix has been constructed, any physical
observable can be calculated. For this work, what is
needed is the time-delay matrix, q,45(E), given by Eq.
(2.26). For this, the calculated S matrix is fitted to a cu-
bic spline, one spline for each S-matrix element as a func-
tion of energy. S and the derivative needed in Eq. (2.26)
are calculated over a fine mesh of energies from the spline
fit. The ¢ matrix in Eq. (2.26) is diagonalized, and the ei-
genvalues and eigenvectors output. Some typical eigen-
values denoted here as ®,(E) as functions of the energy
are shown in Fig. 1.

IV. TWO-BODY INTERACTIONS

Finite-rank separable interactions?? simplify the two-
body problem to solution of algebraic equations, and
reduce the three-body problem to a set of coupled
Lippmann-Schwinger-type equations in one vector vari-
able.?® Therefore, these are the type of interactions
chosen for this study. The two-body interactions in both
(distinct) two-body subsystems, (23) and (13), are rank-
two interactions,

Valg',q)= Egan q V»angan ), 4.1

n=1

where a is the two-body channel index [1 for subsystem
(23), 2 for subsystem (13)]. The interaction V', is exactly
as in Ref. 18; that is,

1"“'7’1‘]2
(¢>+B27

The range parameters 3, and 3, have unrestricted values.
The two binding energies —e¢,, and —¢, are also vari-
able, but 7, is fixed by the constraint

gulg)= g12(gq)= (4.2)

1
>+’

foogu(q)gu(q
0

2dg=0 .
2+8 a

(4.3)
This constraint is not essential in our formalism, but is
imposed in order to simplify some of the expressions in
the two-body problem. The strength parameters A,; and
A, are determined so as to give the chosen two-body
binding energies.

The interaction V, is of the form discussed in Ref. 19;
that is,

1

gZI(q)zqz—-FB% >
. (4.4)
( ):—2/54 it
82219 (q2+,3‘2‘)2 Y2 (q2+/3‘%)3 :

Here the geometrical parameters 33, 34, and 7,, and the
binding energy €, are fixed arbitrarily, as well as the real
part of the resonance energy E,. The imaginary part of
the resonance energy (the width I') is then fixed by
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FIG. 1. Eigenvalues ®,(E) of the time-delay matrix for the selected cases. In all these figures, the E axis is in fm 2, and the © is in
inverse energy units (fm?). (a) Case A, resonance in the elastic scattering sector. (b)—(d) Cases B, resonance in the second sector,
where two channels are open. (e) and (f) Cases C and D, respectively. In case C, the resonance is in the energy sector where all three
two-cluster channels are open. Case D is included for comparison, showing a “background” situation, where no resonance is ob-
served below the breakup threshold.
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demanding a zero in the Fredholm determinant at the
complex energy

E=E,—iiT . 4.5)
It is not always possible to find such a solution. This lim-
its the parameter space, defined by B, B,, ¥, €, and E,,
of two-body interactions having both a bound state and a
resonance. If the resonance is found, it may be either of
the “weak” or “strong” variety, as discussed in Ref. 19.
That is, the two-body phase shift may rise through 7 /2 at
the resonance (‘“‘strong”), or it may rise, but not pass
through 7/2 (“weak”). Once the parameters, including
T, are fixed in this way, the strengths A,; and A,, are
determined.

In all the calculations reported in this work, we use the
same two-body ground-state energy (hence elastic thresh-
old) of —eg,=—0.10 fm~2 (using #2/m =41.43
MeV fm?, this corresponds to —4.14 MeV). Two versions
of the interaction ¥V, are used: one with energy
g, =0.075 fm~2 (low inelastic threshold), the other with
g, =0.025 fm ™2 (high inelastic threshold). Likewise, the
binding energy in the (13) subsystem, €, has been taken
at two values, £,=0.025 fm 2 (high rearrangement
threshold), and &,=0.080 fm 2 (low rearrangement
threshold). This way, we are able to reverse the order of
the two thresholds. The real resonance energy E, was
varied over a range of values that gave a resonance condi-
tion, so as to put the resonance in each of the three ener-
gy sectors. A large number of different cases were at-
tempted, but here we present only a few typical sample
results. :

Table I shows the parameter sets for which results are
shown in the next section. The case A is one that has the
resonance in the lowest energy sector that has only the
elastic channel open. Cases B1 and B2 have the reso-
nance in the second energy sector, where two channels
are open, but with either order of the two thresholds.
Case C has the resonance in the highest energy sector,
where all three channels are open, and case D is, for com-
parison, one in which the resonance is so high as to be
well above the breakup threshold. Case B3 is similar to
B2, but is an example of a ‘“weak” two-body resonance;
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that is, the two-body phase shift increases sharply at the
energy of the resonance, but does not pass upward
through 7 /2.

V. SAMPLE RESULTS

Calculations were carried out for a large variety of
two-body potentials, which enabled the exploration of the
possibilities that exist in this model. The selected cases
(Table I) span the range of results obtained. In Fig. 1, we
show graphs of the eigenvalues, @,(E), of the time-delay
matrix [Eq. (2.26)] as a function of energy from the elastic
threshold to the breakup threshold, for each of the five
cases. Here n ranges from 1 to the dimensionality of the
S matrix. In all cases (except D, where the resonance en-
ergy E, has deliberately been moved to a very high value)
there is a peak in only one of the ®,(E) eigenvalues;
namely, the highest one. (Note that a similar behavior of
the time-delay eigenvalues has also been observed in Ref.
2.) This peak is positive, indicating a positive time delay,
as would be expected from a resonant behavior. In most
cases, the location of this peak is near where one would
predict it on the basis of noninteracting cluster kinemat-
ics. Specifically, the resonant energy is E, above the elas-
tic threshold. Case B1, which is the most strongly
damped one, shows the peak as a very broad structure,
and shifted down considerably from where it might be ex-
pected. Generally, we have noticed in our results that the
opening of the inelastic threshold appears to result in a
very strong damping of the two-body resonance in the
three-body system.

The plots of trg,;.,;(E) versus E carry a double physi-
cal meaning. First they display the total (in the sense of
the trace) time delay versus energy. Second, because of
the spectral property of the time delay [Eq. (2.28)], the
same graph may be viewed as the state density shift as a
function of the energy. In our sample calculations, we
note that the general formula for state density shift is
substantially simplified. We always have E <0, and since
ImRy(E +i0)=0, the R,(z) portions may be deleted
from R_.(z); that is, there are no free three-body states
with negative energy. In the elastic scattering sector,

TABLE 1. Parameters of the two-body potentials used in this work. The units of the B’s and ¥, are fm ™!, y, is in fm? and all the

energies (¢’s, E,, and I) are in fm 2.

A B1 B2 B3 C D
Vi B 0.25 0.25 1.444 1.444 1.444 0.25
B> 1.00 1.00 1.00 1.00 1.00 1.00
71 —3.8194 —3.8194 —1.7497 —1.7497 —1.7497 —3.8194
€ 0.10 0.10 0.10 0.10 0.10 0.10
€, 0.075 0.075 0.025 0.025 0.025 0.075
V, Bs 1.00 1.00 1.00 1.00 1.00 1.00
B 1.01 1.01 1.01 1.01 1.01 1.01
Y2 —0.48 —0.48 —0.48 —0.48 —0.48 —0.48
€ 0.025 0.025 0.080 0.080 0.080 0.025
E, 0.010 0.065 0.065 0.045 0.085 2.00
r 0.001 416 0.011 856 0.000027 0.000 480 0.000 156 3.1569

“weak”
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there are further simplifications. Suppose H, is the clus-
ter Hamiltonian associated with the largest two-body
binding energy. Then, the terms R, B7#a do not con-
tribute to the state density in the elastic energy sector,
and so the state density shift reduces to

TrR.(E +i0)=Tr[R(E +i0)—R(E +i0)] .

The curves of ®,(E) versus E indicate that, as antici-
pated, the time-delay matrix is indeed a useful characteri-
zation of resonant behavior. The positive delay is con-
sistent with the intuitive notion of the scattered particle
spending additional time in the neighborhood of the
scattering region when resonating. This is in contrast
with other, more traditional, methods of characterizing
resonant behavior. For instance, neither the Argand dia-
gram, nor the behavior of the phase shift in the region of
the peak in ®, (E) show clearly identifiable behavior usu-
ally associated with resonances, in some of the cases stud-
ied here. Although the sample cases here, except B3, use
only two-body resonances of the “strong” type, we note
in passing that, as far as the time-delay matrix is con-
cerned, there is no important distinction between the
strong (e.g., B2) and weak (e.g., B3) resonances.

Next, let us elaborate on some of the ways used in phe-
nomenological analysis of resonant behavior in the
scattering process. The S matrix can be written in the
form

Sij =77ijeZIX[j . (5.1)
In this, the notation is changed from the general formula-
tion in Eq. (2.19b). This is the energy-dependent reduced
S matrix on the right-hand side of Eq. (2.19b), with the
(ij) labels denoting the full description of whatever open
channels are possible at this energy E. The labels i and j
can have 1, 2, or 3 values, depending on which energy
sector is under consideration. Because of unitarity, not
all of the x;; and 7,; are independent. For S matrices of
dimension 3 or less, only the diagonal Y; and 7, are
needed to determine the S matrix completely. Curves of
these are shown in Fig. 2 for selected cases. In the first
sector, only elastic scattering is possible, and the S matrix
is 1 X1, with 7;,=1, and x, being the elastic phase shift.
In the second sector, with two open channels, the S ma-
trix is 2X2, and only one of the 7,; can be independently
specified, and only two phase shifts, x;; and X,,. In the
third sector, the S matrix is 3 X3, and we need all three
diagonal x’s and 7’s. We note in these figures that, gen-
erally, some “‘structure” is seen in the phase parameters
in the neighborhood of the resonant behavior, but in
most cases it is not of the type conventionally character-
ized as “‘resonant:” The phase shift does not generally
pass upward through 90° at the resonance. In fact, the
only case where such behavior shows up in the phase
shift is case A4, where the resonance is in the elastic sec-
tor. There the jump in the phase is almost exactly twice
that in the two-body problem (Fig. 3), suggesting that the
incoming particle resonates with each of the two target
particles essentially independently of each other. The
inelasticity parameters, 7; indicate strong absorption in
some cases, generally coinciding with strong damping of
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the resonance in the three-body system.

Cases B1 and B2 are similar, but with inversion of the
two thresholds. In B2, the exchange threshold opens
first, and the effect of the resonance is evident in phase
X1: (elastic channel) and in phase X;; (exchange channel),
unshifted with respect to the unperturbed position, as
given by noninteracting cluster kinematics. In B1, the
inelastic threshold is lower, and the effect of the reso-
nance (evident in phase Y,, and coefficient 7,,) seems to
be damped and shifted downwards, with respect to the
previous case. In both cases, the eigenphases (Fig. 4)
have a smoother behavior, and do not cross. The effects
of the resonance seem to be less evident in eigenphases.

The case C is an example of a resonance pushed above
the second threshold. The effect of resonance is evident
in phase shifts 1 and 3 and in the three coefficients 7. It
is unshifted with respect to the unperturbed position, and
this probably is related to the later opening of the inelas-
tic channel.

Another traditional way of displaying resonant behav-
ior, is the Argand diagram. From the elastic-scattering
S-matrix element, S;, we construct the T matrix,

5'11:1—27TiT11 5 (5.2)

and plot Im(T';;) against Re(T;), see Fig. 5. Resonant
behavior should show up as loops in the Argand diagram,
but again, this is seen most strongly only in case 4.

Our numerical results on the time-delay eigenvalues
®,(E), enable some comments to be made about thresh-
old behavior. At threshold, a special mechanism is avail-
able to make time delay large (divergent) without having
resonant behavior present. Recall that time delay is the
difference between the transit times for the free evolution
of incoming-outgoing clusters subtracted from the exact
interacting transit time [Eq. (2.6) or (2.23)]. In the neigh-
borhood of the threshold, cluster velocities may be very
small. Thus, in this energy regime, both free and in-
teracting transit times are typically divergent as the ener-
gy approaches threshold. Clearly, small percentage
changes in the interacting and free cluster velocities will
generally lead to an infinite time delay at threshold. It is
evident that this is purely a kinematic effect and that no
resonant behavior is taking place. Our computed exam-
ples for three-body scattering always show threshold
singularities, and these singularities occur with both
signs. Furthermore, threshold singularity divergences,
like resonances, occur in only one eigenvalue of the time-
delay matrix.

VI. CONCLUSIONS

The time-delay formalism is successful in exposing
two-particle resonant behavior in what amounts to a
complicated multiparticle scattering problem. The
figures show the resonance manifest in a single eigenvalue
of the g matrix. This behavior was already seen by
Kupperman and Kaye,? for a one-dimensional chemical
system. In this work we see such behavior in a three-
dimensional three-body problem with a coupled-channel
structure mimicking that typically encountered in nu-
clear reactions. We note that, away from thresholds, a
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FIG. 2. Phase and inelasticity parameters [Eq. (5.1)] for a few selected cases: B1, B2, and C. In these figures, the solid line is the
diagonal (11) element, the short-dashed one, the (22) element, and the long-dashed one the (33) element.
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Phase shifts for case A

180 1
90 1
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Energy
FIG. 3. Comparison of the two-body (dashed line) and

three-body (solid line) phase shifts in case A4, where the reso-
nance is in the elastic sector.

large positive time-delay eigenvalue is a necessary condi-
tion and a unique signal identifying resonant behavior. A
widely employed criterion for identifying resonant behav-
ior is the requirement that the phase shift rise through
/2, with a jump in value of nearly 7. In the three-body
multichannel situation here, our results show that this
criterion is not sufficiently general to describe all types of
resonant behavior. This conclusion is in accord with the
earlier observations of Dalitz and Moorhouse.??

In the case of many open channels, the eigenvalues of
the g matrix are well separated in the neighborhood of
the resonance “bump.” This is in stark contrast to the
general behavior of the phase shifts, which often appear
to “cross” one another?* resulting in a rapid variation of
the phase (see, e.g., case B2 in Fig. 2). Since “crossing”
does not occur for the eigenvalues of the g matrix, they
are smoothly varying functions of the energy that provide
a clear indication of resonance.

In an eigenphase analysis, many channels are affected
by the resonance, thus making the resonance difficult to
detect (Fig. 4). On the other hand, since the resonance
affects only one eigenvalue of the g matrix, it is much
easier to detect even very weak resonances. The distinc-
tion between eigenphases and the eigenvalues of the ¢ ma-
trix needs further clarification. While the g matrix con-
tains the same information as the S matrix, in the eigen-
value analysis of these matrices, this information is
presented in two distinct ways. An equation of the form
(1.1) does not hold for the individual eigenphases. If the
eigenphases of the S matrix are denoted A,(E), the gen-
eralization of Eq. (1.1) is

—ry 4
§®,,(E)—z§ S5 An(E) . (6.1)
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FIG. 4. Eigenphases and mixing coefficient for cases B1 and
B2. Solid line is the eigenphase 1, short-dashed line eigenphase
2, and long-dashed line is the mixing coefficient.

This follows from the determinant exponentiation formu-
la for matrices, and Eq. (2.26). Thus, while the resonance
affects all the eigenphases A, (E), the effect of the reso-
nance can be isolated into a single one of the g-matrix ei-
genvalues ®,(E), as the simple Breit-Wigner form seen in
Fig. 1. Extensive numerical investigations of the model
(of which here we have shown only a few typical sample
results) suggest that a resonance in the two-body subsys-
tem will always affect only a single eigenvalue of the ¢
matrix. Of course our result cannot give any indication
of whether this would be true also of a three-body reso-
nance that is not induced by an underlying two-body res-
onance mechanism. Nor does this simple model permit
us to investigate what would happen in the presence of
two resonances. The conjecture is that the two reso-
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FIG. 5. Argand diagrams for cases 4 and B2. Some energy values (in fm ~?) are marked on the curves. The X marks the two
thresholds. Note that in case A4, the curve goes more than 360° around the unitary circle before the first threshold is reached.

nances would affect two different ®,(E), since these
represent orthogonal degrees of freedom of the system.
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