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In order to test a procedure for resolving the problem of discrete real-well-depth ambigu-
ities found in optical-model analyses, e particles were elastically scattered from Ge, 9 Zr,

~Ag, and 4 Ce at incident energies from 0.6 to 1.2 times the classical Coulomb-barrier
height for each nucleus. The real and imaginary nuclear potentia)-we11 radii and the Cou-
lomb radius (assuming a uniformly charged sphere) for each nucleus were taken to be 'R =Rc
=ra(A~ h, +&Ts „),where r0=1.22 F. A diffuseness of 0.57 F was used throughout. For three
of the nuclei, only one pair of real (U) and volume-imaginary (TV) potentials was found, with

the real-well depth for 9 Zr showing a slight energy dependence. The potentials obtained were
(in MeV): U=23.5 W=11.0 for Ge U 22, W-10.3 fore Zr V=25.5, W=14.5 for ~ ~Ag.

and U =18.0, W= 6.0 for ~ Ce. Analysis of angular distributions taken with 15-18-MeV e par-
ticles did not yield evidence of expected ambiguities iri the real-well depth, so further calcu-
lations were performed in which the effect of absorption was more generally explored. The
usefulness of the proposed method was found to be limited to cases where the absorption is
either ineffective, or small compared with the average spacing between single-particle levels
of the same spin and parity.

I. INTRODUCTION

It is well known that optical-model analyses of
elastic scattering data using the Woods-Saxon po-
tential form factor have been unable to experimen-
tally distinguish between several values for the
real potential well depth, because nearly equiva-
lent cross sections were predicted for each. Two

types of ambiguity have been observed Examples.
of the first type' ' were derived from analyses in

which only the optical-potential strengths were
variable while the Woods-Saxon geometrical form
factors were held constant. A series of solutions
is found for the real-potential strength, extending
from about 20 to about 200 MeV and spaced by
roughly 30 MeV. Potentials which are ambiguous
in this discrete manner are hereinafter called type-
one potentials. Previously, type-one ambiguities

have been. found with some certainty in the analyses
of o.-particle scattering from ' Mg, ' S, and 'Ca.

Ambiguities of the second type differ from those
of the first in that all parameters are free and
several different real-well depths may be obtained,
but only if compensating changes are made in the
geometrical parameters so that the Woods-Saxon
potential tails of the different optical-parameter
sets effectively appear to be of nearly equivalent
strength, anB. indeed may all converge at the
"strong-absorption" radius R».' The strong-ab-
sorption radius is analogous to the classical turn-
ing point for a particle with angular momentum /.

In quantal terms, this radius is defined by hats„
=@+[@'+l(l+1)j' '. Here q is Coulomb parameter
and l is the angular momentum for which Re(S,)
= 2, where S, is the S matrix element for partial
wave /. Type-two ambiguities have also been
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called "continuous" ambiguities, since the optical
parameters of ea.ch type-twp set can usually be
found to satisfy various relationships among them-
selves. These relationships usually vary, depend-
ing on the analysis of the particular experiment
reported. Type-two potentials show little or no
regularity vis-a-vis each other and, therefore,
should not be confused with the truly discrete am-
biguities of type one. Type-two phenomena have
been observed mainly in scattering from nuclei
heavier than mass 40.

A set of ambiguous potentials of type one and
type two is also known in the literature as a
"phase-equivalent" set. ' This is because for a
given partial wave, the radial wave functions for
each potential well have almost identical behavior
in the asymptotic region, but differ in phase by in-
tegral multiples of m in the interior region, where
they are easily distinguished because of their dif-
ferent number of nodes. Further comments on
the origin of phase equivalence appear in Sec. III.

This work attempts to resolve the question of
fixed-geometry (type-one) ambiguities by applying
a method suggested in the work of Eck, LaSalle,
and Robson. ' The method recognizes the fact that
members of a set of type-one potentials may be
distinguished, in principle, by scattering at ener-
gies below the Coulomb barrier. The potential en-
ergy differences between the tails of these real po-
tentials should become experimentally detectable
at these low energies, since the cross section is
a sensitive function of the real-well depth in this
energy range. ' At higher energies, these poten-
tial-energy differences become progressively less
distinguishable and thus multiple solutions may
arise.

The utility of this method was investigated by
scattering n, particles in appropriate energy
ranges from targets of ' Ge, "Zr, ' 'Ag, and ' 'Ce.
For each of these nuclei, the (o., n} threshold oc-
curs well below the energy at which the elastic
scattering cross section first deviates from the
Rutherford cross section. Compound elastic scat-
tering is not expected to be significant in this case;
therefore, the use of a simple four-parameter op-
tical model should yield a fairly good representa-
tion of the experimental elastic scattering cross
sections. This assumption proved to be justified,
since generally excellent fits were obtained to
most of the experimental excitation functions and
angular distributions. The fitting procedure as-
sumed fixed Woods-Saxon geometrical parameters
and executed extensive grid searches on the real-
and absorptive-potential strengths. However, no
real-potential ambiguities were found, even at the
highest laboratory energy (18 MeV). The ratio of
absorptive potential to real potential was more

than 3 times that observed in the analyses' ' in
which type-one ambuiguities were found. Possi-
ble reasons for the absence of multiple solutions
are discussed and illustrated in Sec. IV.

II. EXPERIMENTAL PROCEDURE

The experiments were carried out with n-parti-
cle beams produced by the Florida State Univer-
sity model EN tandem Van de Graaff accelerator.
Negative helium-ion beams injected by Li vapor
exchange in the source' easily produced acceler-
ated He~ currents of 400 nA on target, if desired.
Scattered a-particle yields were measured by a
rotatable 16-detector ring mount' and by a monitor
counter affixed at 20'. The angular range covered
by the ring was 25-1V5' in the lab.

Detector pulses were sorted by a Technical Mea-
surement Corp. (TMC) 4096-channel analyzer con-
taining four analog-to-digital converter units, with

~ of the analyzer memory corresponding to each.
During the dead-time period of each memory sec-
tion, a logic or "busy" signal was produced. Each
of the four sources of busy signals together with a
logic pulse derived from the monitor counter were
routed to a two-input anticoincidence logic gate.
The accumulated counts from each gate provided a
measure of the lapsed live time of the correspond-
ing analyzer memory section. The dead-time cor-
rection for each memory section is made by mul-
tiplying its respective peak yields by the ratio of
direct monitor yield to the live-time yield from
the appropriate logic gate. Further details are
available. '

At the end of a run, the TMC memory contents
were recorded by an on-line EMR 6130 computer.
The peaks were displayed and marked with a light
pen. The 1V pulse-height spectra together with
the peak yields, live time, energy, and other run
parameters were recorded on magnetic tape. Data
reduction and analysis were carried out with the
aid of a CDC 6400 computer.

The target nuclei chosen to test the type-one se-
lection technique are reasonably spherical (on a
shell-model basis) and the reaction Q values are
such that the elastic scattering cross sections
were not expected to exhibit compound-nuclear ef-
fects. The targets selected were ' Ge, ~Zr, '"Ag,
and ' 'Ce. Compound elastic processes should be
insignificant for these targets because: (1) For
incident energies below the Coulomb barrier, pen-
etration is weak for many partial waves whose
phase shifts contribute significantly to the elastic
cross section; and (2) as the energy increases,
flux entering the nuclear volume should leave
through reaction channels (especially neutrons)
at an increasing rate. Energy averaging of the



2242 WATSON, ROBSON, TOLBERT, AND DAVIS

differential cross section was accomplished by
using targets from about 0.8 to 2.4 mg/cm' thick,
corresponding to averaging the beam over at least
a 170-keV interval at all energies. The isotope
material was obtained from Oak Ridge National
Laboratory, Isotope Sales Division. Other target
information is presented in Table I.

In order to accurately compare the data with the-
oretical calculations, expressions for the mean
incident beam energy and the energy-averaged
Rutherford cross section were derived using an
empirical formula" for Q. -particle energy loss in
thick targets. The relative error between different
angular distributions taken at the same energy was
minimized by measuring the target thickness anew
for each angular distribution. This was possible
because at most energies for each nucleus there
was at least one angle for which Rutherford scat-
ering could be expected.

The use of the energy-loss formula" is valid be-
cause of the small effect of straggling on the actu-
al energy distribution of particles leaving each
lamina of the targ|.t. This distribution was calcu-
lated to be a Gaussian; hence the average is
equal to the most probable energy, in contrast to
the general Landau-Symon shape for which the cal-
culation of the average energy at each lamina is
rather complicated. "

m. THEORY

A. Optical-Model Formalism

The local optical model assumes that a central,
two-body interaction between the centers of mass
of the target and projectile can represent a rea-
sonable average interaction for the many-body
elastic scattering problem. ~ The optical poten-
tial used during most of this work is of the simple
form"

V (r) =-(U+iW)f(r, R, a)+ Vc,

where

f(r, R, a)=[l+e" ""'] '

and

Z, Z, e'
3

r
l~

2Rc . Rci
vc=&

r
Here U and W are the real- and imaginary-well
depth parameters, respectively, R is the half-
density radius, and a is the "diffuseness" param-
eter. The term Vc is the electrostatic potential
of a uniformly charged sphere of radius &~, and

S~ and P, are the charges of the projectile and tar-
get.

The thick targets used provided the energy aver-
aging necessary for analysis with the phenonemo-
logical optical model. The inclusion of a compound
elastic term'~ and/or an angular-momentum-de-
pendent imaginary absorption" in the cross sec-
tion did not enhance the fit to the data, significantly.

B. Discrete Optical-Model Ambiguities

The existence of discrete ambiguities in the op-
tical potentials for strongly absorbed particles was
first noted by Drisko, Satchler, and Bassel. ' The
purpose here is to discuss the origin of type-one
ambiguities and how they are affected by the mag-
nitude of the absorption W.

The conditions for ambiguity of two potentials
are illustrated in Fig. 1. A spectrum of bound and
unbound resonant states exists in each potential
formed by superposition of the attractive real opti-
cal potential and the repulsive Coulomb and cen-
trifugal potentials. (The contribution of the latter
potential is not shown, since it is different for each
partial wave). The ordering of these states is
roughly analogous to the eigenstates of a harmonic-

TABLE I. Thickness and energy loss for 7 Qe, 9 Zr, ~ Ag, and Ce targets.

Isotope
Purity

(Vo)

Average
thickness
(mg/cm2)

Method of
preparation

Energy loss at

ab = 15 MeV
(Mev)

Mean energy g
at Elab 15 MeV

(MeV)

"Ge

10zAg

'4'Ce

92.8

97,8

99.8

99.0

0.82

1.25

2.17

2.38

Evaporation
onto C target
backings

Rolled by OH, NL

Evaporation,
self-supporting

Evaporation, of Ce02
onto C target
backings

0.19

0.26

0.42

0.62

14.91'

14.85

14.77

14.69
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oscillator (HO) potential except that the above po-
tential removes the l degeneracy. It should be kept
in mind that the finite potential has resonant states
in the continuum with eigenvalues which are inde-
terminate because of the natural widths l" of the
states. ' The radial functions representing such
resonant states have not been uniquely defined in
the literature, but for simplicity each can be eval-
uated at an energy corresponding to the center of
its resonant behavior. These potential resonances
may be "observed" by calculating excitation func-
tions for the case of no absorption, i.e., W =0.

The splitting of the "HO" eigenstates into several
components satisfying the condition 2n+ I -2 =N is
shown in Fig. 1, as are qualitative examples of the
real or imaginary radial wave function correspond-
ing to each level. Here N is the major oscillator
quantum number, while n is the number of nodes
(in nuclear notation the point at the origin is count-
ed as a node) in a radial eigenfunction correspond-
ing to angular momentum L. "Phase equivalence"
becomes possible when the different well depths
are adjusted such that families of states with the
same parity (i.e., differing in N by multiples of 2)
are located at the same energy relative to an in-
cident beam, even though the aligned families of
states are different in number. For example, Fig.
I shows that there is no analog in well (a) for the
I =4 level shown in well (b). The eigenfunctions of
states having the same I values in the correspond-
ing wells are phase-shifted by multiples of z in-
side the well, but are "phase equivalent" in the
asymptotic region. Equality of cross sections cal-
culated using different phase-equivalent wells
would be violated in the unlikely situation where
those states with high-/ values of certain wells,
which do not have counterparts in other wells at
the same approximate energy, yield phase shifts

which appreciably affect the scattering amplitude.
When a small absorptive potential of strength

W' is included, each resonant state assumes a
Lorentzian energy spread of width roughly I'+2W."
The smallness of 8' is best determined relative
to the spacing (b, ) of the nearby resonant states in
the potential. Qne can naively define the "level-
level interference" as the area (energy units) 'of

overlap between two neighboring resonances rela-
tive to the overlap of each resonance with itself,
l.e,)

(W/~„)'
gn, n+1 I +(W/~ )2 (2)

and, consequently, b„ increases as the we11 depth
increases owing to more nodes occurring in the
resonant states. Similar behavior is expected for
a Woods-Saxon potential.

l40
( )

l40
z xj00- e yt vip' wv

o~ 0.75
I-
O
(g) I.OO

In this simple estimate the levels are assumed
to have equal residues or reduced widths —a valid
approximation for s-wave square wells. Therefore,
the extent to which the levels (defined for W=O) in-
terfere with each other, or "mix, "depends on the
ratio W/b, . For a square-well radius 8 the level
spacing for s waves is estimated as

V(r)

N=2, ge2
N=2, g&0

Nel

N*O

(a)

N=4, $~4¹4,g=2
N*4,g=0

Ne3

NI2

N&l

NRO

o 0.75
O

!.00o
~ 0.75
I—

~ i.oooI-
o 075
I—

0.50

EIGENSTATES OF TWO '
AMBIGUOUS POTENTIAL WELLS

0.25

FIG. 1. Typical eigenstates of two ambiguous real. po-
tential wells. Qualitative examples of the real or imagi-
nary radial wave function corresponhng to each level
are shown. The cross-hatching indicates the uncertainty
in the energy of each unbound state.

20 60 IOO Ieo
CENTER-OF-MASS ANGLE

I80

FIG. 2. Angular distributions at Ebb =15 MeV. Fitting
parameters are given in Table II.



WA TSON, ROBSON, TOL BERT, AND DAVIS

Type-one ambiguities are expected to occur when

~/', is small, since the levels are only weakly
mixed and essentially maintain their isolated level
character. Since b, increases as the well depth in-
creases, phase equivalence occurs only by also in-
creasing W. In this way the level mixing is kept
equivalent for each of the phase equivalent real
potentials. This situation was observed in all- of
the earlier work' ' on type ones.

If S' becomes comparable to the average level
spacing, the corresponding "major oscillator"

bands of the ambiguous potential wells become
overlapping and, if W is further increased, the
band structure disappears completely. When this
happens, levels of the same spin and parity, but
originally belonging to different "oscillator" bands,
will mix according to the Breit-Wigner many-level
formula. " States mixed in this manner exert dif-
ferent effects on the cross section predicted by the
various potential wells, since each we11 binds dif-
fering numbers of "oscillator" bands and, hence,
contains different numbers of levels of the same
spin and parity. Therefore, it should be possible
to select one well depth experimentally, since they
are now all distinct.

1.00 -~

1.00 -~

l.o

e = 36.23
T

T t T~ f f t ''
z T li

T

T ZT

ecm 5I.64

IV. EXPERIMENTAL RESULTS
AND ANALYSIS

A. Presentation of Fitted Data

The optical parameters were varied in order to
obtain those parameter sets whose corresponding
cross sections gave the best agreement with the
experimental results. The fitting criterion used
was the minimization of y', where

1.0
O

I.O

1 ~ do(8, ) do(8, ) ' do(8, )i dQ , dQ , dQ

(4)

1.0

Ko IOO

I.OO

I

O
I.OO

O
I—

I.OO

0.7

0.5

0.2

I I t

I 0 I 2 I 4 16 I 8
MEAN LABORATORY ENERGY

FIG. 3. ~Ag(n, o, ) TAg excitation functions.

The subscripts e and c label the experimental
and the computed cross sections, respectively,
while the error in the experimental cross section
at angle 8; is given by ~[do(8,.)/dO], . Searches for
minimum g were carried out on angular distribu-
tions taken at N angles. The simple four-param-
eter optical model was found to represent most of
the data very well; hence the reasons for ignoring
further parametrization of the model (see previous
section) appear to be justified.

A consistent geometry was used throughout the
analysis. The diffuseness was assumed to be 0.57
F for each nucleus, and the optical ha1f-way radii
were determined from R =ra (A"s„, +AT'3'„), where

r, = 1.22 F. The nuclear-charge distribution. was
assumed to be that of a uniformly charged sphere
of radius Rc, where for simplicity the Coulomb
radii (Rc) were taken equal to the real-well half-
way radii. This choice of parameters was thought
to be acceptable for the purpose of discriminating
between real-well depths for a fixed geometry,
since they are comparable to phenomenologica1
size parameters appearing in the literature. All
theoretical cross sections mere calculated at the
target-averaged mean energy in the center-of-
mass coordinate system, thus yielding direct com-
parison with the experimental center-of-mass
cross sections. Averaged cross sections were
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TABLE II. Results of optical-model-parameter searches on angular-distribution data.

Target

Laboratory
bombarding

energy
(MeV)

Radius,
diffuseness

(F)

X2 at
highest
energy
listed

Real-well
depth
(MeV)

Imaginary-
well depth

(MeV)

"Ge
"Zr

iOYAg

Ce
90Zr

8.0-15.0
8.0-18.0

10.5-18.0
13.0-17.5

17.0

6.96, 0.57

7.41, 0.57
7.71, 0.57

8.26, 0.57

7.20, 0.47

12.0
21.9
3.2
0.3

19.5

23.5
23.5
25.5
18.0

216.0

11.0
10.2
14.5
6.0

19.0

6
LLI

O
lL

Q

UJ
K

log(0('X ) CONTOURS FOR
2

ab .5 MeV

I07
Ag (cs,o } Ag

107

R = R = 7.71F. o =0.57 F
A=( &O.oy
8 =I &0.21

lO 20 40 60
VOLUME IMAGINARY PO7EN7IAL

FIG. 4. )( contours for iong(n, u)iong at E„(lab) = 17.6
Mev. Here )( is displayed as 4, where 4 =logq~(r ).
The small unlabeled contours. along the ordinate repre-
sent local minima for which 4 -1.7.

also computed by dividing the target thicknesses
into lamina and then applying Simpson's rule. These
results differed from the above by less than 0.5%.

In general the absolute experimental error for
each nucleus was an estimated +4%. About +3% of
this was due to the error in measuring the average
target thickness for each angular distribution. A
significant component of the error was due to the
uncertainty in detector angle caused by horizontal
fluctuations of the beam across the face of the
target. This error varied from about 1% at the
forward angles to about 0.5% at the backward an-
gles.

Exemplary optical-model fits to the data are
shown in Figs. 2 and 3. Only one pair of real and
imaginary optical potentials is required, for three
of the four nuclei listed in Table II, to fit all of
the data. The ~Zr higher-energy data preferred
a real potential of about 23.5 MeV and the lower-
energy data preferred the shallower potential of
about 20 MeV. In general, the data for ~Zr ap-
pear to indicate an energy-dependent U. How-
ever, this effect may be spurious as there was
some difficulty in determining the normalization
very accurately over the energy range displayed,
owing to target impurities.

The results of extensive searches on the real and
imaginary potentials, keeping the geometry fixed,
for the highest-energy angular distribution for
each nucleus are shown in Fig. 4 and Table II.
The contours of constant )(s (drawn here as Cs

=log„)(') formed a similar pattern for each case.
As shown in the representative contour of Fig. 4,
there is only one region in which X' is a minimum.
This was surprising, since on the basis of previous
work, ' ' real-well ambiguities were found at these
energies. The angular distribution at I'7.0 MeV
for ~Zr was reanalyzed with a different well geom-
etry in order to see if the parameters a and R
were responsible for the character of the X' sur-
faces. This was not the case; the results are list-
ed in Table II. Also, it seems evident that the char-
acter of the y~ surfaces is not critically determined
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by the precision of the data, since all these sur-
faces assumed a rather monotonic behavior outside
the minimum region, with no evidence of any other
significant depressions. The small unlabeled con-
tours seen in Fig. 4 are discussed in Sec. IV B.

B. Search for Real-Potential Ambiguities

A search for higher-energy data was undertaken
as it was thought that possibly the Coulomb barri-
er was still able to mask the existence of ambig-
uous potentials. Analyses of 24.7-MeV data" and
40-MeV data" for the scattering of e particles
from '"Ag yielded optical parameters from which
cross sections could be reconstructed, at least to
the accuracy to. which the optical model represents
the data. The analysis of the 24.7-MeV computed
"data,"keeping the same geometry as before and
assuming "experimental error" of 8% at all angles,
produced the same behavior as that exhibited in
Fig. 4. Fits to the 40-MeV reconstituted data
were not good for any values of real and imaginary
potentials. Many locaI minima werq found but
none of these had y' values less than 20; thus this
latter analysis offered no satisfactory evidence for
the "missing" potentials.

Some recent analyses'"" of very high-energy 0.
scattering have also found a unique pair of real
and imaginary potentials. The absorption used in
each case was greater than 17 MeV. Apparently
potential wells, which would be ambiguous if the
absorption required by the data were a small frac-
tion of U, become distinct when the required ab-
sorption is a large fraction of U. When the absorp-
tive strength is at least as large as the average
"major-oscillator" level spacing in each of the

ambiguous potential wells, the contribution to the
cross section of levels located at energies far re-
moved from the incident beam energy can become
significantly different for different well depths.
Under these conditions the method suggested in
Ref. 6 may not be needed.

C. Ambiguity Criteria from a Simple Model

A simple calculation was performed which ade-
quately displays the absence of observable multi-
ple solutions for the real potential in the presence
of large absorption. Assuming s waves incident
on a complex attractive square-well potential, the
Schrodinger equation is solved in the usual man-
ner to obtain continuity of the logarithmic deriva-
tive at the matching radius r:

e""-Se '"" 1 tang. +iB).
k~ A+ fB

where ~ is the complex g function of R-matrix
theory, k the external wave number, and S the S-
matrix scattering amplitude. The parameters A
and B are given by

RmrlWI l
e

and A+iB =Kr with K being the complex internal
wave number.

00 I.O
I

IMAGINARY PART OF Kr
2.0 3.0

I I I

40
I

5.0-

0
LL.
O

K
I5.0—

hJ

CONTOURS OF Re "K
"

=Cl FOR

S WAVES INCIDENT ON AN

ATTRACTIVE COMPLEX SQUARE WELL————C) *0.0072
CI &0

~ MULTIPLE SOLUTIONS FOR Iong~a ~ ID~A~

g MULTIPLE S()LUTIONS FOR Mg ( a i Mg
FIG. 5. Contours for the

real part of the R function
for an attractive complex
square well.

20.0=

X
25.0—

30.0
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Thus for an incident energy E, a pair (A, B) de-
fines a unxlue pair (1U1, 1W1) from which the 8
matrix element can be evaluated. If a particular
pair of (A, B) denoted by (A„B,) is selected, the
question of phase-equivalent ambiguities is now re-
duced to the question: For what other pairs of
(A, B}is the relation It (A, B)=B(A„B,}possible?
The real and imaginary parts of B(A, B}must si-
multaneously ~uai their counterparts in B(A„B,}.

The problem is best solved by overlaying and
aligning two graphs, one representing the contours
of Re[B(A, B)]=c, and the other the contours of
Im[B(A,B)]=c„where c., and c, are constants.
The pairs of (A, B) that designate the same value
of B(A„B,}= c, + ic, are given by the points at which
t118 contours def1ned by c~ and c2 1ntex'sect. This 1s
illustrated in Figs. 5 and 6. A starting pair of
(A, B)=(22.25, 8.7) was derived from analysis of
the experiment M~Ag(e, o.)'O'Ag at 1V.5 MeV. Fig-
ure 5 shows the locus points satisfying Re[B(22.25,
&.V}]=0.00V2 and regions enclosed by solid lines
satisfying Re[R(A, B)]& 0. The points marked by x
are discussed below. Figure 6 shows the contours
Im[g(22.25, 8.7)]=0.0405. The pairs of (A, B) giv-
ing B(A, B)=0.00V2+0.0405i are shown as dots on
the graph of Re[ (A, B)], Fig. 5. The existence of
these extra "solutions" is discussed below.

If analysis of the data indicates that a set of op-
tical parameters can be found, and if the pair
(A„B,}calculated from these yields Re[B(A„B,)]
& 0, then other equivalent sets are confined to
those successive regions satisfying Re[B(A, B)]
& 0, AA, . This pattern of solutions occux's for
B (and hence W) small. Indeed, the pairs of (A, B)
calculated with the type-one potentials found in
Refs. 1-2 were found to approximately satisfy

these conditions in each case. The pairs of (A, B)
derived from analysis' of the reaction "Mg(u, u)-
"Mg are marked by x in the regions of Fig. 5
where c,&0. That these solutions are phase-equiv-
alent is conveniently shown because the points x
are spaced by about g in the A coordinate, i.e., the
equivalent real phase shifts are m apart.

Very different behavior is obsex ved when

Re[B(A, B)]& 0, an example of which is sketched in
Figs. 5 and 6, Figure 5 shows that all of the points
representing B(A, B)= 0.0072+ 0.0405 k are phase-
equivalent in the above-mentioned sense except for
one anomalous point for which B (and hence W) is
appreciably larger than the B values observed for
the other points. It is interesting to note that in-
creasing the incident energy E does not necessar-
ily create conditions for phase equivalence because
of the energy dependence in the absorption W. For
example, (A, B)=(22.25, 3.7) could also represent
the situation corresponding to the reaction ~OCa-

(n, n)"Ca at 70 MeV using a radius of 5.2 F, a
real potential of 25 MeV, and an energy-dependent
W given by W =0.46 (E -1.4) as found in Ref. 2.
Thus, for the possibility of this "uniqueness" can-
dition to arise, the data must require a relatively
lax ge absorptive potential defined approximately
by B~ v for which Re[R(A, B}]is never ~0.

Certainly not all of the solutions predicted by
this model were observed in this experiment; the
contours of g (see, for example, Fig.4) indicate
that just one solution was found for each nucleus.
However, some vaxious local minima were ob-
served in the analyses of "'Ag and ' 'Ce data. Fig-
ure 4 shows th1s for ' 'Ag by the unlabeled contours
located in the region of small W. The g values
for these were much worse by at least a factor of
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10, than those due to the "unique" solutions. It
does appear, homever, that the simple model used
here does predict the existence of these extra "so-
lutions, "but only qualitatively. The most important
feature predicted is the-existence of one solution
which is evidently not related in any simple way to
these other "solutions. " This solution is appar-
ently very stable with respect to changes in the
energy, potential depth, and absorption, since the
real and imaginary parts of the P function assume
a smooth monotonic -behavior- for P & m, and partial
derivatives with respect to A or B are nearly zero.
The derivatives of the g function of the other "so-
lutions" are considerably greater, and for the 8-
wave situations studied here they are sufficiently
large to term these solutions "unstable. " Phase
equivalence fox' the unstable solutions mill not oc-
cur sAnuEtaneously for all partial waves, since a
small change in A or B causes larger changes in
the R function (and therefore, in the cross section).
This instability is further enhanced fox" solutions
corresponding to small B mhen the normal %'oods-
Saxon mell is used. However, relatively stable
solutions result if the condition Re[R(A, B)]& 0 is
satisfied by each solution, as shown by the '~Mg

analysis.

V. SUMMARY AND DISCUSSION

Type-one ambiguities are expected in analyses
of scattering at medium energies from nuclei
whose reaction threshold Q values for light-parti-
cle production are high, especially with respect
to the energy at which the cross section first
breaks from the Rutherford cross section. These
analyses x equlx6 oIlly small absorptloIl, since the
relatively few open reaction channels in each case
are able to carry off only a small fraction of the
flux made available in the incident channels. Ex-
amples of such nuclei have already been mentioned,
namely, 4e nuclei, where n is the number of e-
particle clusters in the nucleus. Type-one ambi-
guities may be resolved by scattering at low en-
ergies, where the rea1 Coulomb barrier selects
a real-mell depth, or xemoved at high energies,
where the increased absorption distinguishes all
the possible real-weB depths fxom each othex. Al-
though the former case has not yet been studied
for any of the 4e nuclei, the latter case was ob-
served in the analysis" of 24Mg(n, n)24Mg at 40
and 80 MeV.

All of the above shouM apply to the scattering of
any composite projectile (that is any projectile
heavier than a nucleon), even those normally
thought to be "strongly" absorbed, because the ab-
sorption depends most importantly on the number
of final states made available in the residual nu-

clei. If the target nucleus is not a 4n nucleus, then
it is probable that the absorption mill be large
enough to preclude observation of type-one ambi-
guities. A verification of this for light nuclei (e.g.,
'Be) would be interesting, particularly at low en-
ergies.

Evidently the roles played by the Coulomb bar-
rier and the absorption are equivalent in some
sense, since the type-one ambiguity is removed
by either, depending on the incident energy. This
"equivalence" mas indicated by calculations of the
total and partial wave functions. If either the ab-
sorption or the CouloInb barrier is effective in
determining the real potential, the total and par-
tial wave functions calculated for either case are
qualitatively the same in that their magnitudes in-
side the well radius ax'e very small. This is be-
cause on the one hand, the Coulomb barrier does
not allow significant penetration of partial waves
whose phase shifts contribute to the scattering.
Qn the other hand, in the limit of large absorption,
partia1 waves incident at higher energies are great-
ly attenuated in the interior. This indicates that
only the tail region of the potential, i.e., the nu-
clear surface, is significant in determining a
unique value for this potential.

Allen the absorption ls lax'ge other solutions for
the real-well depth can be obtained only if the well
geometry is varied. These solutions correspond
to the type-tmo ambiguities mentioned earliex.
For large 8', only the surface region is critical
for type-two potentials which, as discussed in Sec.
I, have tails of very similar strengths. This was
verified by obtaining fits to the present data for
'07Ag(o. , n)'07Ag using potential parameters de-
rived from an analysis'9 at higher energies. The
fits obtained were as good or better than the fits
shown in Figs. 2 and 3.

- The real-mell depths obtained in this work mere
quite shallow and considerably less than the often
used well depth of -200 MeV "deduced" from nu-
cleon scattering. As indicated in Tab1e H, it is
possible to obtain a fit to the data with a real-mell
depth of -200 MeV; however, one must assume a
rather unlikely diffuseness (typically a &0.5).
There exists a definite relationship between the
free-state optical potential and the bound-State po-
tential. This. relationship was necesgaxy for nu-
cleons in order to eliminate type-one ambiguity
and required an optical-well depth of "56 MeV,
since it was already known that such a well gives
the right number of bound states for nucleons. The
analogous situation fox composite particles has not
been explored properly so far and requires future
experiments on composite-particle piclmp, strip-
ping, and knock-out reactions to provide the ap-
propriate bound-state information.
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Absolute Cross Sections for 2-kev Neutron Capture in Pb and Pb~

H. C. Greenwood and C. %. Reich
NuNomH Reactor TesNng Station, Idaho Ãucle~~ Cw poxNow, Idaho I'ulls, Muko 88402

(Received 1V May 1&71)

The prompt y'-ra3; spectrum resulting from capture of 2-keV neutrons in natural lead sam-
ples eras measured using the 2-keV neutron beam facility of the Materials Testing Reactor.
Primary capture y-ray hnes resulting from neutron capture in both ~~4Pb and ~O~Pb were ob-
served in this spectrum. From these data, and utQiming the 477-keV prompt y rays resulting
from the ~~B(e,e}reaction as a Aux momtor, cross-section values of 1.8 +0.5 b and 3.2+1.2
mb, respectively, mere obtained for capture of these 2-'keV neutrons in 204Pb and 20~Pb.

These data also provide additionaI information about the 1eveI scheme of 2+Pb, including the
existence of a previously unreported level at 1748.4 keV, vrith spin of ~ or 2 and with probable
'negative parity. A value of 6VM. V + 0;6 keV was obtained for the neutron binding energy of ~~~Pb.

E. lÃFRODUCTION

Measurements of the 41-keV resonance in the
neutron-capture cress section of 'Pb utibzing
both the 20'Pb(n, y) reaction' and the inverse re-

actions ' Pb(y, n), have indicated that this reso-
nance has an asymmetric shape. Bowman, Baglan,
and Berman (BBB)~were able to fit their data on
the shape of this resonance peak using a model de-
veloped by Longo and Sayoretti4 in which both di-


