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In an accompanying paper, we have described a new approach to the computation of ground-
state energies and of correlated particle-hole excitations in terms of a phenomenological pseudo-
Hamiltonian containing two- and more-body smooth effective potentials which sum the results of
short-range correlations and of density fluctuation amplitudes which describe long-range correla-
tions. In this paper we study the problem of relating the pseudopotentials to a (possibly singular)
microscopic interaction with the aid of tools developed within the framework of the coupled cluster
theory of Kiimmel and his collaborators, the results containing both familiar and unfamiliar ele-
ments. For example, the formulas derived, which depend on Bethe-Goldstone and Bethe-Faddeev
amplitudes, include new definitions of particle-hole scattering matrix elements. An important con-
sistency check is satisfied, in that the problem of defining the phenomenological potentials in terms
of the microscopic ones must yield two separate but equivalent solutions, once within the frame-
work of the theory of the ground-state energy and a second time within the framework of the theory
of excitations. The entire package is studied with the aid of a modified version of coupled cluster
theory, and shown to form a self-consistent entity. Among the desirable features of the formalism is
that the large gap in the single-particle energy spectrum often utilized in existing formalisms is nat-
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urally absent from the current one.

1. INTRODUCTION

The purpose of this paper is to supply the microscopic
foundations for the phenomenological theory of binding
energies and correlated particle-hole excitations de-
scribed in an accompanying paper (referred to as I). In
the latter we replace the ‘“fundamental” many-particle
(nonrelativistic) Hamiltonian,

H =1, ¥, by + Varea ¥} abe =K + 7, (L.1)
where we refer to I for notation, by a pseudo-
Hamiltonian,

H=R+V, (1.2)

where ¥, given in Eq. (2.2) of I, is a pseudointeraction
consisting of a sum of two-, three-, . . . body smooth po-
tentials. The basic strategy is superficially elementary in
that we write (dropping the carets)

V=V4+(V-V)=V+V, (1.3)

where the last term may be called the fluctuation interac-
tion. We demand that V be replaceable by V, the pseu-
dointeraction, for the purpose of describing the ground-
state energy and particle-hole interactions. In other
words, we require that the fluctuation interaction con-
tribute nothing to the value of these observables.

What is possibly nontrivial is the process of transform-
ing this elementary idea into a self-consistent theory. For
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this purpose, we have chosen some tools from coupled
cluster theory' (CCT) and shown how these provide the
necessary connections. Assuming a microscopic two-
body interaction which contains a singular short-range
repulsion, we demonstrate in Sec. IT how the requirement
that the microscopic and phenomenological Hamiltoni-
ans yield the same ground-state energy can be manipulat-
ed to provide definitions of the effective interactions. In
this development, the structure of CCT introduces a dis-
tinction among different sets of matrix elements of the
potential with respect to the chosen single-particle basis,
which generalizes the familiar distinction between hole
and particle single-particle energies. Thus, certain matrix
elements of the interaction, including those necessary to
calculate hole energies, are already well-defined by the
two-particle Bethe-Goldstone (BG) function, whereas the
particle-hole scattering elements necessary to define the
particle energies involve the three-particle BG function
even in lowest approximation. The definitions discovered
involve in an essential way generalized BG wave func-
tions.

In paper I we have insisted on using the same pseudo-
Hamiltonian not only for the ground-state energy, but
also for the construction of an extended random-phase
approximation (RPA). We are faced thereby with a po-
tentially severe consistency problem, in that this poses an
additional set of requirements on the pseudo-Hamil-

.tonian, a quantity that we had managed to define fully

within the framework of the theory of the ground state.
It is the burden of Sec. III to resolve this issue. We out-
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line a demonstration that the independent definition of
the smooth interaction from the standpoint of the equa-
tions of motion is equivalent to the definition found in the
previous section.

In Sec. IV we turn to the problem of evaluating the
effective potentials according to the definitions previously
established. After a brief review and reformulation of the
variational basis for CCT in its customary form, we show
that the summation of the effects of microscopic interac-
tions into effective potentials can lead to modified equa-
tions for the coupled cluster amplitudes and suggests a
new method of solution in powers of the effective interac-
tion. After further study, we see that one very desirable
outcome (see below) is that particle as well as hole ener-
gies include potentials and that the gap in the single-
particle spectrum which is natural to the usual form of
CCT is effectively removed (Sec. V). We also regain in
Sec. V the relation of the two-body effective potentials to
the Brueckner K matrix, albeit in modified form.

Thus we end up with a reasonably coherent theoretical
structure satisfying our aims to the order to which the
theory is developed. Higher-order effects of potential in-
terest will be described in subsequent publications.

Because we claim a new rearrangement of coupled
cluster theory which fully includes long-range correla-
tions, it is appropriate to comment on related CCT work.
Thus Bishop and Liihrmann? have shown how to deal ex-
clusively with long-range correlations within the frame-
work of CCT, but their elegant work assumes smooth mi-
croscopic potentials and is therefore not applicable to nu-
clear systems. The most elaborate coupled cluster calcu-
lations of Day,>* which includes some ring diagrams, do
not, apparently, include them fully. This has been dis-
cussed by Jackson,” who has argued that these calcula-
tions predict homogeneous nuclear matter in regimes of
negative compressibility. The hypernetted chain varia-
tional calculations reported by Pandharipande and Wirin-
ga® are subject to the same criticism. The theory dis-
cussed in our paper, since it contains the RPA computed
with self-consistent effective forces, should exhibit the ap-
propriate singular behavior in regions of negative
compressibility.

One feature of our work to which we draw special at-
tention is that we have made no use of model spaces in
the sense of Ma and Kuo,’ who have used this device to
remove the energy gap at the Fermi surface and utilized
it as part of a study of higher-order corrections® to
Brueckner theory. The desirability of removing the ener-
gy gap in the single-particle spectrum has been advanced
by Brown and collaborators”!® precisely in connection
with their study of effective interactions within the frame-
work of Landau theory and by Mahaux and his col-
leagues in their study of nuclear matter and of the optical
potential. ! 1?

II. RELATION OF EFFECTIVE HAMILTONIAN
TO MICROSCOPIC HAMILTONIAN BY MEANS
OF COUPLED CLUSTER THEORY

In the preceding paper we have described a phenome-
nological theory of ground state energies and particle-

ABRAHAM KLEIN AND TSUTOMU UNE 38

hole excitations based upon a Hamiltonian containing a
series of smooth effective interactions of two-body,
three-body, . .., type. In this paper, we shall show how
these effective interactions can be related to the funda-
mental interaction which we allow to have a strong
short-range repulsion or even a hard core. We calculate
from (1.1)-(1.3),

W=(G |H|G)
—(G|H|GY+(G |(P=P)|G)

—W4+(G|(P=V|G) . @.1)

We have previously evaluated W. Since we want W =W,
our goal is evident: to relate the elements V.,
V e - - - to the elements V,,, so as to make the
second term of (2.1) vanish. Remarkably this can be done
provided we make use of a theorem from coupled cluster
theory (CCT) and recognize the role played by many-
body effective forces.

A. A decomposition theorem

We utilize a decomposition theorem due to
Liihrmann.!* We shall write as in the CCT

1G)=e5|¢)/((|eSTeS|4))7?, 2.2)

where |¢) is the reference Slater determinant for the
ground state, and S is the operator which describes the
sum of linked clusters

1
S=n§2 ?n—!)z]ﬁ;’ e ¢;n¢h" 7

XS, (py-py|by- - h,), (2.3)
with S,(p | /)=0. (In the case of nuclear matter, S, =0
is guaranteed by momentum conservation. The case of
finite nuclei will be dealt with in future work.) The rela-
tions among the various amplitudes which occur in CCT
and will be utilized below are summarized in Appendix

A. We also introduce the unnormalized ground-state
vector customarily employed in the CCT,

|W)=eS|¢) .

Thus consider the matrix element

(G | Yiv}vav.1G)
(S| eSYlgle Iy e Spapees| $)
B (¢1eSTeS| )

1

(2.4)

(2.5)

Here Iy _, is the unit operator for the (N —2) particle
space, which may be written

In 2= 500,90, | )8 19} 0, + 58] D ¥, [ 6)
X{ b h bty + 2.6

By inserting (2.6) into (2.5), utilizing the definitions (2.2),
(2.4), and the new definition (see below for discussion)

X("IZ)(alazp3 Pn |hl .o hn)
SCIE AR MR AT IR N L DI

we find the decomposition

(2.7
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<G|¢l¢l¢d¢clc>— TG | 9udn,dn, | GIXYed | hyhy) —<G | WLOL 0D Wn n s | GIXS2 c dp, | hyhohy)

+ 4 2|<G|¢*¢b¢pl¢p2¢h ¥ [ GIXP edpypy by k) + (2.8)
The importance of this decomposition is the following: Suppose V actually contains a hard core. Let d and c in (2.8) be

spatial coordinates (suppressing spin and isospin). Then because it is a physical amplitude, we demand that
(G | glylpr ) | G) =0,

where r, is the hard-core radius. The quantities X'!* defined by (2.7) are generalized Bethe-Goldstone (Bethe-Faddeev)
wave functions, each of which also possesses the property (2.9). Thus (2.8) is a decomposition in which each term
preserves the property (2.9). We next describe how the decomposition theorem (2.8) provides a basis for the solution of
the problem posed at the beginning of this section.

[r—1'| <r, , (2.9)

B. Conditions for determining the effective potentials

We are now prepared to study the conditions for the vanishing of the last term of (2.1). In this study the essential
role of the multiparticle contributions to the effective forces will soon be apparent. From (2.1) and (2.8) and with
V=V —Vand V=¥ 2, the equations to determine the matrix elements of the effective forces are of the form

1

=1 Vabed

1 1
S X Ped [ hiha (G [ WL0lwn, bs, | G+ 38 (e dpy | hihah)(G [ WLULY] s ¥n,¥n | G)

+fotlz>(c dpyps | hihyhshy )G [¢Z¢I¢;3¢L¢h4¢h3¢hz¢hl |G)+ - ‘

1 53 1
- (3!)2 Vabc,def

8P de f | hihyh (G | 90l 0li W, | G)

1
+ o Xe 7 de fpy | hihohsh (G | GLUL O] bn Yn 90 | G+ - ]

1 5@
) V abed,efgh

We can verify that the matrix elements
(G |¢* 1/},, | G) are independent variables if the

number of 1,0* and 9 therein are different and/or the
suffixes on these operators are different. Therefore we ob-
tain many equations by setting the coefficients of such in-
dependent variables in (2.10) equal to zero.

Before recording and studying these conditions, let us
also note the basic assumptions by which we shall be en-
abled to understand their significance. (i) The terms
VX, 12) jnvolving the microscopic two- -body interaction
must be kept together as a unit. (ii) The smooth effective
interactions ¥ may be treated perturbatively. (iii) The
various orders may be identified by the use of decomposi-
tions of the X, defined in Appendix A, of which the sim-
plest and most familiar is (A3), namely,

X$2a,a, | hyhy)=8(a;—h)8(a,—h,)
—8(a,—hy)8(a,—h,)
+S,(a,a, | hihy) (2.11)

It is then justified, when multiplied by ¥ (as opposed to
V) to treat S, as small compared to unity.

These assumptions are equivalent to the statements
that S, ., and VX\!?, are of the order (S,)" and that

1
gX&m“’(efg” | hihyhsh (G I¢I ”"/";'/'Iu“"/""llG)'*"” ‘+

(2.10)

[
V(" +D s of order (S,)" in lowest approximation. We
shall make repeated use of these statements in the subse-
quent discussion.

As an 111ustrat10n of this reasoning, from the coefficient
of (G | 1&,,%1[1,, ¥y, | G) and (2.11) we obtain the condi-

tion

I7abh =7 VabeaXs(cd | hyhy)

—% abplpzsl(pIPZ lhlhl) . (2.12)
According to our assumptions, the second term on the
right-hand side of (2.12) is a correction term. Two re-
marks must be appended to this equation. First, it
remains for us to specify a calculation procedure for the
various amplitudes of CCT which appear here and will
appear below. Since the phenomenology of the previous
paper utilizes certain partial summations foreign to CCT,
there will also be some modifications of the usual equa-
tions of this theory. These will be studied in Sec. IV. For
the moment we assume only that these quantities are well
defined and calculable. Second, as already emphasized,
we are assuming in the rearrangement (2.12) that the
second term on the right-hand side is a correction term.
Here we seem to be somehow generating our special ver-
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sion of a folded-diagram expansion.'* Thus, in first ap- I—’abpy def X3P de f | hihyhy)
proximation Eq. (2.12) determines the Vabh, hy* For

—7 (12)

(ab)=(ph), (hp), or (hh'), the correction terms will also =VabeaX3 “(c dpy | h1hyh3)—(a<p3)—(bop;y) ,
be well specified, but for (ab)=(pp’) we require higher- (2.13)
order terms of the theory than consdee{eqr in this paper. Vinhr defX(3 123)(de f | hyhyhy)=0 . 2.14)
Next, th: ;:oe;’ﬁments of (G| 1&5, '/""/’Paw"s%z.‘b"x 1G) According to our approximation scheme, to order (S, )%

and (G | ¢ Un b Pn, ¥n, ¥, | G) yield the equations (2.13) may be rewritten as
J

V%};3,h,h2h3=%[Vabcdx(sm(c dps | hihyhy)—(aopsy)—(bop, )]—M(hi)[V&%},s,pp'hasz(PP' |hihy)], (2.15)

where A (h;) means the term as written minus (h3<>h ) minus (h3<>h,), i.e., it antisymmetrizes in the &; between fac-
tors, where this is lacking.

We continue the analysis by considering the various choices for the pair (a,b) in (2.15). For (a,b)=(h,h’) the right-
hand side of (2.15) contains the matrices V., which are already given by (2.12), and thus (2.15) determines
7(,,3,,)?,,,],,2,,3 to order (S, )%, namely

Vin'pyh by =55 VineaX8'2 (€ dp | hyhoyhy)— AR Py S2(p'p | oh3)1 (2.16)

The derivation of (2.16) requires the application of (2.12) as well as the formulas of Appendix A.

For the case of (a,b)=(h,p,), the right-hand side of (2.15) contains 17,,1,, hp's which is so far undefined even i_n order
(S,)!. If we form a contraction by setting 43 =h and summing over /4, we obtain an equation which relates Vipnp 1O
Vx1? and I_/(,,i',lp}, h,h,n- Since it is highly undesirable for the definition of ¥ ") to depend on ¥ "+, this suggests that

we impose the condition
7 (3) -
V,,pm_,,l,,z,,_o . (2.17)
In turn, this provides an equation to determine the so-far unknown I—/,,p,, +»» Which is, in lowest order,
(AR iy p pS2(p'P5 | hoh3)1n,—h =3Vip,eaXs'V(c dps | hihyh) . (2.18)

With ¥),.,,.., thus given [see Sec. V for an approximate evaluation of (2.18)], Eq. (2.15) defines 7 o', n hyhy TO the order
(S,)?% we have

‘7(;.;)2;;3,h,h2h3:%A(Pi)i%Vhpzch(sm(C dp; lh1h2h3)_‘A(hi)[vhpzhlp'SZ(plpii [ hah3)]} (2.19)

For the remaining choice (a,b)=(p,,p,), the previous strategem fails. Although the right-hand side of (2.15) contains

7 . "(3) . . .. . .
the unknown Vp,p,hp» We cannot form a contraction of ¥ P1Papsyh hyhy, Which is not trivially zero. Equation (2.15) will

work as a definition of this latter three-body matrix element provided we can determine I_/I,l Pypyh’ in some independent

manner (to be determined below).
Returning to (2.14), which has been ignored so far, it can be written to order (S, )?
Viitn nohyn, = — 1Ak WV inp pypsS2(P1p2 | i1 (2.20)

17273

According to (2.19), (2.20) is well-defined and shows that the left-hand side vanishes to order (S, ).
To complete our account, we return to (2.10) and consider the coefficient of (G | ¥} ¢} ¢;3¢;4¢h4¢h3¢h2¢h1 |G). We
quote the consequent conditions only to the leading order (S, )%, namely

szﬁum,h] kT %[Vabcdxftm(c dpips|hy* hy)—(aopy)—(aopy)—(bop; )—(bopy)+(aep;),(bop,)]
_(le')[l_/(a%;aa,defx‘(tu”(de fpalhy - hy)—(p3py)—(a—py)—(bopy)]. (2.21)

For the choice (a,b)=(h,h’') we encounter the undefined element V(,fh’,py hyhyp's and therefore, in analogy to the above,
setting V'), . n n.#,n-=0, we eventually obtain the definition

APILA BRIV 3y 5,y S2(p'Py | hsh )y, —w=3ViweaXy?(c dpspy | hih3h3h')] . (2.22)
Similarly for (a,b)=(h,p,), by setting ¥ (,,‘1‘,)21,31,4,,,1,,2,,3,, =0, we arrive at the equation

APINARIY ) nnypS2P'Pa | hsh)lny—p =2A P Py X dpypy | hihyhsh)] (2.23)
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; e 7 (3)
which determines V hpopyoh hyp'

The analysis of (2.23) is still incomplete. If we apply the formulas of Appendix A to X§'%), we see that to order (S, )?,

it has the form

X\ cdpypy|hy - hy)=A

The terms ~(S,)? are multiplied by elements V . SO
2 hp,pp

far undefined. This opportunity provides us with the
missing definition of these elements. To see how this may
be done in principle, we first replace (2.23) by the unsym-
metrized version

Ak Vﬁ)zpyhlth'Sz(P'P‘t [ hsh)]

=1Vhp,caX§?(c dpy py | hihyhsh) ,  (2.25)
that can be rewritten in the form
> V‘h;’zp wnp A (hh'ih’p',h h,hspy)
hpy.hY,hy
(2.26)

=%h2d I7hp,,cd)(ftm(c dp,psy | hihyhsh)
)€

where

A(hhihop',hihyhypy)= 8;,'];,16,,'2;,252(1"174 | hsh)

+8h;h28hlzh3S2(plp4 l hlh)

+3,, h Sz(pp4|h h) .

(2.27)
Provided A4 has an inverse, we can solve (2.26),

17(}’2’)21’3 hlth X(m(c dp2p3 I h h2h3h )

XA-'(h;h;hgp;,hhlth'). (2.28)
As the inverse matrix 4 ~!is not antisymmetric in the in-
dices h and h; we can contract these indices in (2.28) and

set the result V(hi)zp;,hth =0, thus providing the long-
sought definition

Vh,p;CdXi‘IZ)(C dpypy | hihyhih")

X A~ \hihyhip, hhhyp) =0 .  (2.29)

In summary, we have by means of Egs. (2.12), (2.18),
and (2.29) provided the basis for computing the lowest
approximation for the matrices Vab hyhy 17‘,,,1,
Vpp k> namely, all elements of the two- body part of the
effective interaction needed for the phenomenological
theory of the preceding paper. We have also shown how
the parts of ¥ ®) needed can also be obtained. It seems
intuitively clear that the very natural approach of setting
certain averages of many-body effective forces to zero as
a way of determining lower-order pieces should general-
ize, though we shall not pursue this point further here. A
more urgent task, postponed to Sec. V, is to explore the
content of the formulas obtained thus far for V.

"h's and

(hi)[schlsfi(dpiip:t | hyhshy)—(c>d)]+Ap; | h;)[S,(cps | h1h3)S,(dpy | hyhy)] .

(2.24)

III. DEFINITION OF EFFECTIVE INTERACTIONS
WITHIN FRAMEWORK OF EXTENDED RPA
CONSISTENCY WITH PREVIOUS DEFINITION

A. Equations of motion

In the preceding paper we have also described a phe-
nomenological theory of particle-hole excitation, an ex-
tension of the RPA (RPA + damping) that was based on
the pseudo-Hamiltonian. In this section we consider the
means of deriving this model from the Hamiltonian (1.1)
in which the interaction ¥ may contain a repulsive core,
even an infinite core. By writing again V=V +(V —¥)
=V +7, we shall have as our goal to derive from the
Hamiltonian (1.1) an equation of motion from which 7,
the short-range interaction is completely absent at least
to the same order of accuracy to which the extended
RPA was justified. This requirement must provide a set
of definitions of the matrix elements of the effective po-
tential. Furthermore, for consistency, these definitions
must agree with those derived in Sec. II, as we have
verified they do.

From the usual definitions

X4 p | =4 |99, |G), (3.1)

Y p|m=(4|¢}y,|G), (3.2)

we derive from the approprlate matrix elements of the
commutators of 1/;p¢h and z/z,,u/;p with H the following
equations of motion:

[W)= 1,4 |9 | G)— (4 | ¢4, | G,
+ 2 P hede + Vneae X A | 9501004 | G)
— 1Py + Voo A | 9105 0,0, | G)
(3.3)
—0 Y, p | M=t A |Y}¢.|G)—( 4 |¢yly, |G )1,
+%( Vpcde"' i7pcde)< A ’ ¢Z¢I¢e¢d l G)
_%( ;_/cdhe"' vcdhe)( 4 I ¢I¢L¢e¢p I G> ’
(3.4)

—0,4X,(p

where

a)AZWA—WG (3-5)

is again the excitation energy of the state | 4 ).

We assume that the terms involving ¢ and V can be
treated precisely as in the preceding paper and carried to
the level of approximation which gives rise to the extend-
ed RPA. If the latter is understood to be a suitable phe-
nomenology, then the task of this section consists of
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finding the independent statements which will eliminate  (2.2)-(2.4) we introduce a representation for the state
the contributions of ¥ to the required level of accuracy. | 4) in terms of an operator acting on the ground state,

B. A decomposition theorem | 4 >=QL | G). (3.6)

In order to carry out our discussion we shall extend the

decomposition theorem of Sec. Il A. In addition to Eqs. = Thus consider the matrix element
i

(A | V0hbate | G)=(8]e%TQ vivle Ty se~Yyb.e%|$)(g|e%e|$) " . (3.7)
Here Iy, _, is the unit operator for the (N —2) particle space, Eq. (2.6). By inserting this quantity into (3.7) and utilizing
(2.2), (2.4), (2.6), and (3.6), we find, for instance

(4 |¢£¢Z¢d¢caa>— LA L n, | GIXS P ed | hyhy)
+§< A YLy by W ¥, | GIXS e dpy | hihohsy)

1
o (A Yty Uy, -, | GOX P edpypy [y - h)+ - (3.8)

This decomposition theorem is essential for the study of the term ¥, ., { 4 | zp}: z/JIz/Je ¥4 | G ) of (3.3), where d and e take

on all possible values. Thus in terms of special coordinates, e —r’, d —r (suppressing spin and isospin), the matrix ele-
ment

(4|9 elv1G)=0, |1—r'|<r,, (3.9)

when V has a hard core of radius r.. Just as argued in Sec. II, each term of (3.8) maintains the hard-core property ex-
pressed by (3.9) because of the dependence on generalized Bethe-Goldstone wave functions. However, these observa-
tions are insufficient for the second relevant term of (3.3), namely cdpe( A4 | %‘/’d%% | G). In this case, in order to
enforce the hard-core condition, we can derive an alternative to (3.8), in the form

(4 |¢Z¢I¢d¢clc>= X5'3*(ab | hihy)G | ¥ ) bt |G+ -+, (3.10
where
X3 ayazpspy by R =G O g, o, e TS, 0, | ) /(B €SeS| 4)1'2 (3.11)

are excited-state, generalized Bethe-Goldstone wave functions.!> Though these functions have the same properties with
respect to hard-core behavior as the set X!?, they are not useful to us in our present endeavor. Whereas we assume
that the X{!?) (at least for n =2, 3, and perhaps 4) are known from the CCT theory of the ground state, the calculation
of the X!!2) requires an independent theory of the state | 4 ), a theory that we are, in fact, trying to cast into the form of
the extended RPA.

In order to circumvent this problem, utilizing (3.6), we write

(A |0 vav, | G)=(G | Y} 0 ¥u¥. | G)+(G | [Q 4, ¥ ¥} 1Wa¥. | G) . (3.12)

In Appendix B we show that the second term of (3.19) is a kind of “blocking” correction to the first term of relative or-
der (1/N); it will, therefore, be neglected in what follows. It is also shown that we can apply Lilhrmann’s decomposi-
tion to the first term, the result being

(G | L} 0 ¥a¥. |G>_ X(m* ab |k h,){ A |¢h ¢h Vi, | G)
+—,x‘3‘2’*<abp. | hihsh3)A | ¥ 0h OF ¥, Ya¥. | G)

I 2|X‘” (abp,py | hy - h)CA | P - 0 W, ¥, $abe |G+ - (3.13)

This result should be compared with (3.8). The considerations which follow are based on the application of (3.8) and
(3.13).

C. Definition of the effective potentials

We study the terms of Egs. (3.3) and (3.4) which depend on ¥ in order to see to what extent we can make them van-
ish. In the course of doing so, we hope to thereby derive expressions for the matrix elements of V. We shall include the
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contributions of ¥ * explicitly in the formulas below, but not ¥ ‘', though it should be remembered that the latter is
also necessary to complete the program carried out in Sec. II. Thus with the help of (3.8) and (3.13) and their corre-
sponding generalizations for the three-body Green’s functions, we obtain from (3.3) the following two sets of conditions:

0= thde

l (12)(

m 2, deppy|hy-

X212)(de | hhy){ A |¢p¢*¢h ¥, |G)+ X(gm(depl | hihyhy)( A |¢f¢c¢pl¢h Y, ¥n, | G)
DA GOl U b, |G>J

— 2V b bya,aza; l 3'X(3123)(ala203 | hihohy) A |49} 1/’1;2'/’;. Vi, ¥ | G)

1
+ X @iasaspy [hy o h)CA TGO 0L L e, |G+ ] , (3.14
1 .
0= Vg | 57 X42%(cd | hyhy)C A | Y, 0] ¥t |G>+—X“” (cdpy | hihyhy) A |9} ¥} 0} 6, bty | G)
o g e dpipy [y hOCA W 0 0, 9 | G
15 1
3 o ayaypb by gx(m *(ayayay | hihyhy)( A4 |¢ZI¢ZZ¢Z3%2%1% |1G)
1 23 A |
+ X M agagaspy by ROCA B Yy U ¥ s | G + , (3.15)

where all the required X functions are defined in Appen-
dix A. We need not add the conditions which follow
from (3.4), since up to complex conjugation they will be
the same as those which follow from (3.14) and (3.15).

We shall not undertake a complete analysis, ab initio,
of the context of Eqgs. (3.14) and (3.15). All that is re-
quired is to show that this analysis can duplicate the re-
sults found in the preceding section. We shall only illus-
trate the basis for this desirable (and correct) conclusion.
For instance, from the two-body Green’s function terms
of (3.14) and (3.15), we conclude that

Vhabe X352 (be | B 1hy)=0 (3.16)
Vo X2 (be | hyhy)= (3.17)

Together, we see that these equations duplicate (2.12) of
Sec. II. The duplication of the remaining conditions of
Sec. II requires some attention to questions of antisym-
metry, but again occurs in pairs. We spare the reader the
details.

We thus affirm the consistency of our theory to treat
both the ground state and the low-lying excited states of a
nucleus.

IV. VARIATIONAL PRINCIPLE FOR MODIFIED
COUPLED CLUSTER THEORY

We have so far described a theory of ground-state
binding which utilizes two sets of quantities, a set of
effective interactions and a set of (extended) RPA ampli-
tudes. The latter can be computed from equations of
motion for fixed effective interactions, whereas the

[
effective interactions have been shown to be determined
from the microscopic Hamiltonian in terms of general-
ized Bethe-Faddeev amplitudes, as these are defined in
CCT. A remaining task is therefore to explain how to
calculate the latter.

We could, it appears, refer to a standard account and
so bring this paper to an abrupt conclusion. We shall
show, however, that this is not necessarily consistent with
the rules of the game we have set up. In this game, the
role of the effective interactions is to represent partial
summations of the short-range correlations. Somehow
the presence of these summations in a form not previous-
ly studied should be reflected in the equations which we
utilize to compute the amplitudes that describe these
correlations. To present this apparatus we shall employ a
variational formulation of CCT due to Kiimmel and
Liihrmann,® of which we have recently given an ac-
count.'® In this section, in order to introduce the tools,
we shall first give a concise derivation of the previous re-
sults and then show how they are modified by the re-
quirements we have set. The basic tool is another decom-
position theorem which combines the algebraic technique
of the decomposition of Green’s functions used in the
previous section with certain well-known properties of
their diagram expansions.

A. Another decomposition theorem

As an example, consider the two-particle Green’s func-
tion

(G | Wi, v, | G)=(G | Wyl Iy 0¥, 1G), @)
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where Iy _, is the projection operator for the space of
(N —2) particles given in Eq. (2.6). We substitute the
latter into (4.1) and utilize the definitions

Fn(pl.”Pnlhl'“hn)

=B}, VL Uy U, W), (42)
Ynlayazpy - py by hy)
=B 0h, Yk by Yy Va b |V, 43)

where | V) is the unnormalized ground-state vector,
favored in CCT and related to | G) by the scale %, [cf.
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(2.2) and (2.4)],
| G ) =70 | W) »
Fot=(g|e%e%|4) .

The relations between S and the amplitudes (4.2) and (4.3)
are summarized in Appendix A. They will be needed
below. [We recall that both (4.2) and (4.3) describe “re-
ducible” clusters which may contain unlinked parts and
that (4.3) are subsystem wave functions'’ particularly use-
ful in connection with hard-core interactions.]

The result of utilizing (2.6) and (4.3)-(4.5) in (4.1) al-
lows the latter to be written

(4.4)
4.5)

J

1 .
(G |4y 05tba | G = 3 oo LI (pp'ps P | By~ B Wbu(abps - p) LBy = hy)]

3 T (4.6)

where the symbol £ means that only linked diagrams should be retained on the right-hand side of (4.6). Here we are
making use of the property that diagram expansions of Green’s functions contain only linked diagrams. By utilizing
(4.4) and (4.5) we have “artificially” introduced unlinked pieces through the factors F,, and therefore we must remind

the reader that all unlinked contributions will cancel. As argued in Ref. 16 a convenient way to rewrite the sum (4.6) is
in the form

N
1 ’

(Gl Udpts¥a | G)= 3 o Qi pp'ps by |y o )n(@bps - py [ By ) @.7)
n=2 """ :

Here Q; has no definition in terms of matrix elements (that we are aware of), but rather is a subset of diagrams which
guarantees that the product Q¢, consists only of the requisite linked diagrams. Thus Q; may be considered a subset
of the diagrams of F*, first recognized by Kiimmel and Liihrmann'> as a natural set of variational quantities for the
purposes at hand. We have Q3 =1 and for nuclear matter Q] =0.

Other examples of results of the form (4.7) needed to evaluate (2.1) are

(=1)

(G Y}ol iy [G)= 3 — 2 Qppy =~ py |y ==~ by Wy 1(@bpy | Wby ) @)
i n! !
1 '
(Gl Ubhthp¥a| GV =3 5 0i(py = pu [ hy by olabpy = py | BHhy =y 4.9)
n=0 :
1 '
(G 9yt | G)= 3 s Oy Py LBy g B WPy Py [y hy i), (4.10)
ney n! !
1 : ,
(G Yy |6)= 3~ epy Py [ By by Woap'P by [ By ). @11
n=1 : .
B. Variational principle and equations of motion
We apply the previous decompositions to the ground-state expectation value of Eq. (2.1), written in the form
W=ty =3 tu G |98 | G)+3 1, (G | )9, | G)+3V,p (G | 4t | G)
h P
+ 4Vt (G | U000 | G) +4Viwan (G | Yh¥itbstha | G . 4.12)
With the help of (4.7)-(4.11), we can write (4.12) as
W=thh +%th’ab¢2(ab | hh')
1
+Z 20;(p1pn|h1hn)
n=2 (nY)
X[n(tplpl_thlhl]¢n(pl *t " Pa |hl T hn)+%n(n _I)Vplpzab"/}n(abp:% Y 2 Ihl e hn)
_%anlhab¢n+l(abp2 v 'pn |hh1 e hn)+%th'ab¢n+2(abpl ‘" Pn lhh'hl e hn)] . (413)

By varying (4.13) with respect to Q) and taking due note of the necessity of antisymmetrizing the coefficient of 6Q; in
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the p; and h; indices, we obtain the equation of motion in its most concise form, suitable for use with a potential which
has a hard core,!” namely,

O=M(p |h)[(tp]p1_th1hl)¢n(pl * " Pn lhl e hn)+%Vp|p2ab¢n(abp3 B |h1 e hn)

—%Vplhab%“(abpz “tpn | hhy - hn)+%th'ab'/’n +2labpy - -p, |hh'hy -+ h,)], (4.14)

where A, as previously, is an antisymmetrization operator for each set of indices indicated, which requires exchanges
only between two or more functions in an expression (not internally in ¥, or V) and includes the usual factor of (—1)
for each exchange. Equation (4.14) is transformed into an equation for the Bethe-Faddeev amplitudes X''?’ by means of
the equation

Ynlaaps - py by hy)=Ap | WX a,aps - p, | By hy)
+X(nli)2(ala2p3 “Pu_alhyhy _)Fy(py_1py | By k)

+ o+ X3 aya, |k hy)F, _y(ps by | By k)], (4.15)

where, in a definition equivalent to (2.7),
X(nu)(alaZPS R | hl o hn )=<¢ I ¢Zl T d’;nlppn U lﬁp;e—sd}azdla,esl ¢) . (4.16)

For further details, we refer to our previous work,'® but more particularly to Refs. 1 and 17. Note, in particular, that in
view of (4.14) the exact value of W is given by the first two terms of (4.13).

If we could solve Eqgs. (4.14) exactly, we would, presumably, not need the auxiliary theory discussed below. The equa-
tions of this latter theory, insofar as our definitions of effective interactions are consistent, can only be a rearranged
form of (4.14). The importance of this rearrangement, however, is that it suggests a new method of approximation.

For the new formulation we start with (2.1) and in accordance with our program drop the second term on the right-
hand side since it is zero to the order of approximation to which we work. This can be verified directly, by using the
decompositions (4.7)-(4.11) and the definitions of the effective interactions given in Sec. II. For this to work out we
must include the elements ¥, ... . Similarly for the exact equivalence asserted these must then be included in W.
An equivalent way of justifying that the second term of (2.1) can be omitted is to show, to the appropriate order, that
the resulting equations of motion given by (4.25) below are equivalent to (4.14). For this again we have to include terms
dependent on ¥V ). However, for the sake of brevity, these terms are omitted in the remainder of this section.

Now the main new feature of W compared to the expression W treated in (4.12) is that the normal ordering has been
carried out. Therefore in order to obtain a variational principle, we need some decompositions of the type (4.7)-(4.11)
not given in the previous list. The additional expressions required can be obtained by examining Egs. (2.6)-(2.11) of the
accompanying paper, remembering that we have chosen to omit (2.12) from consideration. The following additional
equations are derived by the same techniques used to derive (4.7)-(4.11):

(G| tlv, |G)=3

WQ:+1(PP1 “*Pn|hhy - h, W 1(P'Py """ Py [h'hy - h,), 4.17)
n=1 :

(G l4¥ptnts |G)= 3 [(—n_‘—z)!]—znzw'm R L R L TR Y N (S L)
(G | ¥}l v, 9, | G)=3 (n11)2 QP pa LBy By W y2pP'Py P [ Ry Ry 4.19
G 10y 1G) = 3 e e @ eppa = LBy By D002 2y Ly ) 420
(G 1430y |GV = 3 0l 02 2 b Ui Wy pp'pa P | By ) @21
G 1t 16) = 3, om0y (RN by Wy [ by @22)
(G 14ttty 16) = 3 Q2o = py By = By B0y =y | R By hy) @23

n=1

For the expression which “replaces” (4.13) (but as written is only an approximation to it because of stated omissions)
we have
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W=ty +%‘7hh'hh' +4 th'pp'%(PP' | hh')

+ 3 S0 )

X[n(e, —€4 Wu(py == pul by hy)+02Vy y p¥n(ppy =Py | By - hy)

+ini(n —1) Vplpzh hZ'//n—Z(pL! Py by hn)+%th'pp'1/’n+z(PP'P1 “* Py |Bh'hy - hy)

+4n2n =1V, ,p p¥u (PP Pa LBy B+ 30V oy 1(BP'Py Py [ BBy hy)

— 412 n =DV, w12 - Pu | By By =20V Y 1 (pPy - Py | BRRy - hy)] (4.24)

The derivation of the equations of motion proceeds as in the transition from (4.13) to (4.14) and yields
0=LAp | W€, —€4 WPy~ Pyl by B4V, i p¥n(pPy - Py | hhy -~ hy)

+Vp1p2hlh2¢n—2(p3 " Pulhycchy, )+H7hh'pp'1/’n +2pP'Py Py |BR'Ry - hy)
+ Vplpzhlp.wn—l(ppfi " Pnlhychy, )+%I7hp,pp"/’n+1(PP'Pz “Pn |hhy o hy)
~ Vi ¥n—1P2 " P LB )= Vi W 1(PPy Py | BR'Ry - BT (4.25)

At this point there remains the exercise of proving that (4.25), with the addition of the terms depending on ¥ ) and to
the order of the accuracy of the definitions of ¥ and ¥ ‘* presented in Sec. II can be transformed back to (4.14). We
have verified this result for n =2 and n =3 explicitly, but choose to spare the reader the details, which are somewhat
lengthy, especially for n =3. The main point to emphasize once more is that (4.25) presents us with a new aspect of
coupled cluster theory, suggesting, insofar as the effective potentials are smooth and sufficiently weak, that we can solve
the equations by perturbation in powers of V.

As the remaining task that we have set for ourselves in this paper, we consider below an approximate evaluation of
the two-body effective potentials.

V. APPROXIMATE EVALUATION OF TWO-BODY EFFECTIVE POTENTIALS

A. Two-body equations

Let us start with the full form of (4.25) for n =2, rewritten (and rearranged) with the aid of (4.15), (A3), and (A4). We
find

(€, +€n,—€, —€, )S3(p1py | hihy) =V, jp, +A P | W)V, iy ,S2(pPs | by
+ 3L Vip ppS3(pP'P2 | B By —(p1opy)]
~ 5 Vhnpn S3pp 12 | Bh'hy)—(hyh;)]
+3L I_/hh'pp'[S4(pp’p1p2 [ hh'hihy)+A(p | h)S,(pp’ | hh')S,(p p, | hihy)]} .
(5.1

According to our elementary notions, we are to solve (5.1) as a series in V. Since S, is then at least first order in ¥, S,
(as we shall see) second order, etc., the leading approximation is

(€n,+€n,— €5 —€,)S2(P1Py | hih2)=V, oy n =1V, p X3P ab [ hihy) =3V, o o Sy(pips | hyky) (5.2)

If we agree to ignore the last term of (5.2) since it is of the order of other terms of (5.1) which have been shelved, the re-
sulting equation is of the familiar Bethe-Goldstone form, except that not only are the hole energies modified by a hole
potential related to (2.17) but also the particle energies include a potential which is to be calculated according to the re-
cipe given at the end of Sec. II involving three-particle contributions (and to be discussed further below). Thus we must
consider, as we shall shortly, the three-body problem. Before proceeding, however, we shall use (5.2) to define what we
shall mean by the Brueckner K matrix for the remainder of our discussion [that, except for the presence of the €, in
(5.2) is the standard definition],

Kaon,n,€n, +€n,)=5VapeaXs'Pcd | hihy) . (5.3)

If we define an off-shell version by the equation
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1
Kabhlhz[E]zVabhlhz'i’% 2 Vabplsz_e —
Py

< Ko, EY (5.4)
PPy Py

which is an equation for (a,b)=(p,p’) and a definition otherwise. The solution of (5.2) is provided through (5.3). Thus
we see in lowest approximation an essentially familiar result, namely

Vaon n,=Kapn n, (€4 +€4 ) . (5.5)
172 172 1 2

From (5.2) we note furthermore that S, ~ ¥, which is the basis for past and subsequent reasoning.

Before continuing on to study three-body equations for other matrix elements of ¥, it is necessary to comment that in
just one sense our scheme is not strictly perturbative in V. This proviso applies to the treatment of the single-particle
potentials. Here it is natural to treat the complete single-particle energies as zero-order quantities. This point of view

arose in a natural way from the structure of the phenomenological theory.

B. Three-body equations

Here, for orientation and for utilization below, we keep only the leading terms, namely

€(hihyhy | p1pap3)S3(p1paps | Bihahs)=Alp | h)] I—/plpzhlpSZ(pPS | hohy)— VplhhthSZ(p2p3 | hh3)], (5.6)
where
e(h hyh, |p,p2p3)ze,,l+6h2+€h3—ep]—ep2—ep3 . (5.6a)

In the second term of (5.6) we substitute (5.5). For the first term, we recognize the combination which occurs in (2.16).
Together with the help of (A3) and (A4), we can now write (5.6) in the form

e(hihyhs | pi1pap3)Ss3(pypops | hihyhy)=Alp |h)1=/(P1PzP3 | h‘h2h3)+M(P)Vp,p2p',pﬁs3(p,"plzp3 | hihohs) (5.7
where
V(ppops | hyhyhy)= Vo,pyh p52(PP3 | Ryh3)—S2(pipy | Bhy )Kp3hh2h3(€h2+€h3)_67;:3l)p2p3h1h2h3 . (5.8)

To simplify the discussion and reduce the result we are looking to a familiar form, we seize upon a distinction among
the three terms of (5.8). For a strong short-range repulsion only the first term becomes singular [that singularity cancel-
ling against the remaining term of (5.7) which arose from the decomposition of X{?’]. For this reason and by power
counting in S, it seems reasonable to retain initially only the first term of (5.8). Under these circumstances (5.7) be-
comes a version of the Bethe-Faddeev equations, modified only by the new energies. We review briefly the treatment of
this equation by multiple scattering theory.

It is important for the sequel to notice that here and also below the partial antisymmetrizing operator A is equivalent
to a sum over cyclic permutations of the indices involved. Conversion to a familiar form of multiple scattering theory
occurs when we first introduce a three-body T matrix,

Ts3(p1paps | hihyhy)=€(h hyhs | pipyp3)Ss(pipaps | hihohs) (5.9
and further decompose T3,
T,=T® +T@ + T, (5.10)

where, for example, T is that part of T where the last interaction is between particles 1 and 2 (and thus 3 is the spec-
tator). This decomposition also expresses the sum over cyclic permutations, and therefore each T is antisymmetric in
a single pair of particle indices.

By means of (5.9) and (5.10) the simplified version of (5.7) becomes equivalent to the equation

’ 1
;SZ(P2P3 [ hyh3)]+5V

T8 hihyhy)=A(R)[V L
3 (p1pap3y | hyhyhy [ » ”'pl"'pze(hlhzh;;lp']p;p])

Ty(pipips | hihyhy),  (5.11)

1P2hp
plus the two equations obtained by cyclic permutation of p,, p,, and p;. Equations (5.10) and (5.11) may be combined,

and a further standard algebraic manipulation carried out in order to replace the elements of V by those of a suitable K
matrix, as defined by (5.4). This yields, for example,
TS (p1pops | hihohs)= ﬂ(h)Kp

1P2h1plz(ehl+eh2+eh3_6p3 )SZ(P;PS | hzh3)

' —1
+ %Kpmzp'mﬁ(e"l+6"z+€h3_61’3 Je(hyhyhs | pipaps)

X[TH (pipps | hihahy)+ TS (pipips | hihyhy)], (5.12)
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and cyclic perturbations.

Before applying these (well-known) results to the “solution” of (2.18), one further remark is necessary for later use.
Note that just as Eq. (4.3) is an equation to determine K, , , »,(E), but that for any other matrix element Ky ,(E), it
is a definition of the latter, in the same way, we may extend Egs. (5.11) to general elements T’ (a,a,p | h h,h;), where
a; may be a particle or hole label.

We wish to apply these results on the three-body problem to Egs. (2.18), which represents our definition of I_/php. p- In
order to do so, we must note that our approximation to the right-hand side of (5.7) may also be written

‘)q(pi)Vplpzch(SlZ)(C dpy | hihyhs) (5.13)

Comparison with (2.18) is highly suggestive and taking due note of (5.9) and sequel, we find that (2.18) is equivalent to
the equation

[‘A(hi)Vhpzhlp’SZ(PIPS | h2h3)]h3=h=T(33)(hP2p3 | hihyh) . (5.14)

Though strictly against the rules of the hole line expansion, let us for orientational purposes replace the right-hand side
of (5.14) by the first term of the right-hand side of (5.12), its Born approximation. We thus obtain

[A(h; )I_/hpzhlp'sz(l"lh L hoh3))y, —n =[AR)K,, 4 pl€, +E +€ —€,)2(p'py | hoh3)]n — - (5.15)
If the K matrix depends only weakly on its starting energy, this equation has the approximate solution
Vhphlpnghphlpl(€h1+€pl) . (5.16)

Even though a more accurate solution of (2.18) will differ quantitatively from (5.16), the main qualitative point which
emerges from this consideration is that we expect our definitions to largely remove the gap in single-particle energies at
the Fermi surface. It is easy to believe that a result similar to (5.16) can be extracted from (2.29) for the elements
I_/hppl Py in further support of the above conclusion. We will spare the reader the somewhat more arduous details of this

demonstration, however.

VI. CONCLUDING REMARKS

In this paper we have supplied the microscopic underpinnings of a new phenomenology for low-energy nuclear phys-
ics in the particle-hole channel. The theory utilizes in an essential way the tools of coupled cluster theory. We have
purposely avoided the introduction of model spaces. Within CCT, we have produced what appear to be consistent
definitions of the two-body effective forces. It also became clear why many-body effective forces are necessary, and we
have shown how some of these may be calculated. A major result of our presentation is the proof that the same
pseudo-Hamiltonian can be utilized for the ground-state energy as for the theory of low-energy excitations based on the
RPA including damping.

Though we have presented sufficient grounds for optimism, it remains to be seen whether the formalism can be fully
extended to higher order. But even to the order to which the theory has been developed in this paper, it appears to pro-
vide a natural foundation for Hartree-Fock theory and a systematic approach to the calculation of correction terms, in
a form which can be carried out for finite nuclei.
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APPENDIX A: SUMMARY OF THE PROPERTIES OF THE GENERALIZED BETHE-GOLDSTONE FUNCTIONS
We study first the functions which occur in connection with two-particle interactions
X2 ajapyc py by k) =B Y W, b, e T, Y, W) (A1)

Considering the separate possibilities for a;, namely hole or particle label, using the anticommutation relations, the
properties of | ¢) that it is annihilated by Y, or 1/;1, the definitions (4.2) and (4.3) as well as the statement

[¥.,e5]1=e¥,,5], {a}=(p}, (A2)

we easily find for X (,,12),
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X2(ayaypy -+ py [ By - by )=8,,[8(a; —h )8(ay—hy)—(a <a,)]
+A(a [ m8lay—h S| ¥] - ¥ ¥, ¥, (4,51 )
+Co 10k, v U, ([, (Y0 ST+ [, STWa ST | )
=8,,[8(a;—h,)d(a,—h,)—(a;«<a,)]
+Ala |h)da;—h()S, _(ay - -p,|hy - h,)
+F"a,aps - p, | By hy) (A3)
where

F,'ayaypy - py | by hy)=S,(a1ayp5 - p, [ By b))+ A |h)Sn1(01P3 T Pny 41 LAy "'hn,)

™
XSn—nl(02pn1+2'”pnlhnl+1'”hn) . (A4)

In (A3) and (A4) the symbol A(a |b|c---) means carry out all distinct permutations of each of sets
{a},{b},{c} -, which involve exchanges between or among two or more functions of a product, with the appropriate
sign factor according to the parity of the permutation.

Following the same elementary decomposition rules, we also find

XyPNa1aya3p4 Py [ Byt b )=(G WL UL b, o, e TS, o W, | W)
=8,A4(a | h)[8(a;—h)8(a,—h,)8(a;—h;)]
+Ala |h)[8(a,—h)8(ay—hy)S, yasps - pylhs - h)]
+A(a | h)[8a,—hF? (a,a3p - py | hy -+ hy)]

+F\"aa,a;p, " - “Pulhychy), (AS)
where

F7(1123)(a1a203p4 " Pn Ihl e hn)=<¢ | 1/j;1 e l,jznl/}p" U ¢p4{[l/}a}’[d)az’[d}alis]]]+[¢a3vS][¢az’[¢alv‘s]]
+ [0, (40 ST, ST+ ¥, SI0, , [¥,,.S]]

+ (¥4, S1[¥a,,S1¥a 51} | 6)
=A(p | h){ S,(a1a,a5p4p, | hy " h,)

+2[S, (aiayp, - Pyt By R, 08,
ny
X(a3pn1+2. " Pn |hn1+l T hn)
+(az<——>a3)+(a3<—>al,al<~>az,az<—>a3)]
+ 2 Snl(alp4 o 'pn|+2 | hl e hnl)Snz
1™2
><((12‘1’n1+2 o .pnl+n2+4 | hnl+1 e hn1+n2)
XSn—nl—nz(a3pnl+n2+5 Y 2 Ihn1+n2+l hy)) (A6)

Various special cases of these formulas are applied in Sec. IV.
f

APPENDIX B: STATE INDEPENDENCE OF the second term is O (N ~!) compared to the first. Here
THE EFFECTIVE INTERACTIONS Q , is defined by the equation
The immediate aim of this appendix is to show that in |4)=0%1G) . (B2)

Eq. (3.12) of the text, o L
a { ) OT ,Te X We shall carry out the demonstration in a form which is
(A | Y0, |G )= (G | 1[):; ¢'IQ 4. | G) strictly valid in the presence of a hard core and for a

more general class of matrix elements than the left-hand
+(G |[Q4 ¥ ¥} Wat. | G) , side of (B1).

(B1) Reverting to a coordinate space representation (and
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neglecting spin and charge), we require for any two eigen-
states | 4), | B) and for any operator O which is a finite
polynomial in the ¥ and 11; that

(4 |1//x1¢x20 |B)=0 if |x;—x,| <7, , (B3)

because this quantity is a building block for observables.
Now, as in (B1), we write for |B)=|G)

(G11Q4¥ ¥11016)= (4 |y} ¢l 01G)

—(G |yl ¥ 0,016G) .

(B4)

Since both terms on the right-hand side of (B4) are finite
and of the form (B3), it follows that the left-hand side is
finite and vanishes for | x,—x,| <r,. This requirement
puts definite restrictions on the form of the operator Q 4.
Its general form is

Q= [dx ¥iv.qsi(x |x)
+ [dx dx' YLyl v, gd(xx’ | xx) 4+ -+, (BS)

i.e., it is a functional only of the local density, lﬁl ¥,. One
verifies on the one hand that this form leads to the com-
mutator

(G |[Q4.¥% ¥110 |G)
=(G |9} ¥, [gk(x; |x))
+q41(x,[x)]0 |G+ -+, (B6)

where each term of the sum conforms to the structure
(B3). On the other hand, any effort to introduce a nonlo-
cal density dependence will violate this same property.
This point may be made obvious by the following re-
marks: Let ¢,(x; - xy), i =1,2 be two completely an-
tisymmetric N-body wave functions with the hard-core
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property ¢;=0 for |x;—x;| <r.. Then the two wave
functions can obviously be related by the equation

¢2(x1 .. ‘ xN)¢l(x . XN) , (B7)

where g, is a finite symmetric function of its arguments.
Equations (B5) and (B7) are equivalent statements, if for 1
one reads G and for 2 one reads 4.

To complete our discussion, we first remark that every
term on the right-hand side of (B6) is of the same order in
N. It suffices then to compare (G |1/1x ¢x 0,0 |G)

with
(G ¢l ¥l [gk (x| x)+g51(x,[x2)]0 |G) .

“xXN)=qy(x; -

Note that Q , is an operator of order unity since it carries
a normalized ket into another normalized ket. From (BS5)
it follows that ¢ 4,(x |x) is O(N~!). Thus the second
term of (B1) is O(N ') compared to the first one, and
this result is not confined to this special choice O =v¢,¢,.
Our conclusion is that for a large system, the effective in-
teraction is state independent. For finite nuclei there may
be non-negligible corrections, but this is as far as we wish
to carry the current investigation.

We must also consider the derivation of Eq. (3.13). We
have

(G | Y19} 0 4¥40. | G)
=(G |ysv)e STy _,e5'0,9,0.1G) . (BY)

Introducing I _, from Eq. (2.6) and also noting that we
can write Q 4 in particle-hole or shell-model form, name-
ly as a polynomial in the operators zﬁh ¥, it follows that

[Q.4,%,1=[0.4,¥}1=0, (B9)

so that we can shift ¢S and Q 4 together to act to the left
on {¢| and turn it into { 4 |. At this point the deriva-
tion of (3.13) shadows that of (3.8).
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