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Measurements and a direct-reaction —plus —Hauser-Feshbach analysis
of Y(p, n ) Zr, Y(p, 2n ) Zr, and Y(p,pn ) Y reactions up to 40 MeV
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We report measurements and analyses of cross sections up to 40 MeV for the reactions
s9Y(p n ~s9Zr s9Y(p, 2n ~ssZr, and s9Y(p,pn)ss Y obtained by the foil-act jvatjon method. The data are
compared with other measurements and analyzed by the Hauser-Feshbach plus one- and two-step
direct reactions. The analysis shows that Hauser-Feshbach plus one-step direct reaction is adequate
to explain the data. The cross sections are also calculated with phenomenological preequilibrium
models (exciton, hybrid, and geometry-dependent hybrid models), using global parameters. Howev-

er, to get a good fit to the data with these phenomenological models, some adjustments of the global
parameters were necessary. A discussion on the differences between the direct-reaction theory and

preequilibrium models is given.

I. INTRODUCTION

Measuring reaction cross sections via induced radioac-
tivity is a classic subject in nuclear physics. The reaction
cross sections are extracted not by observing emitted par-
ticles, but by measuring beta-decay gamma rays charac-
teristic of the nuclei that result from various reactions.
The experiments thus measure the total production cross
sections of various nuclei. This paper deals with the mea-
surements and analysis of some reactions induced by pro-
tons upon Y. In Sec. II we briefly discuss our experi-
mental method and compare our data with other mea-
surements.

Excitation functions are usually analyzed quite success-
fully by assuming that a compound nucleus is formed
first, followed by the evaporation of some number of nu-
cleons from it. Here we use protons with bombarding en-
ergies as high as 40 MeV, and in this high-energy region,
the classical evaporation analysis becomes insufficient.
Thus the combined use of direct- and compound-reaction
analyses becomes unavoidable.

In a recent pair of papers, ' we discussed
Cr(d, 2n) Mns™ reactions. Since the cross sections

were measured via activity, the experimental data avail-
able were simply two excitation functions for the forma-
tion of Mn and Mn . However, to fit these excitation
functions, both of which were rather smooth, we had to
apply techniques that are being used currently in the
analyses of various direct reactions. Specifically, we had
to assume that only the inner part of the imaginary po-
tential is responsible for the formation of the compound
nucleus, a concept very successfully applied to the
analysis of heavy-ion fusion data. We also had to apply
the idea of the "breakup-fusion" reaction, which is
currently one of the most exciting subjects in the study of
nuclear reactions. Our work in Ref. 2 thus showed that
the rather simple looking excitation function data of Ref.
1 contained a large amount of intriguing physical infor-
mation.

The analysis of the proton-induced reaction was not as
involved as was the deuteron-induced reaction. We were
able to fit the data simply as a sum of Hauser-Feshbach
(HF) and continuum direct-reaction cross sections. '

We discuss these results in Sec. III. Furthermore, since
such data were extensively analyzed in the past using
semiclassical preequilibrium models (exciton, hybrid, and
geometry-dependent hybrid), we show some results calcu-
lated with these models in Sec. IV. The results of the
preequilibrium models are reconciled with the direct-
reaction results in Sec. V, followed by a summary in Sec.
VI.

II. EXPERIMENTAL RESULTS

A. Experimental method

We used the foil-activation method to obtain the exci-
tation functions. In this method, a stack of yttrium foils,
interspersed with aluminum foils, is irradiated with an
accurately measured beam of particles. The induced ac-
tivities (in this case gamma rays) are counted off line;
then, from an accurate knowledge of the nuclear decay
scheme, a cross section is calculated. Properly used, the
method is capable of considerable accuracy. This method
is discussed in detail in our paper on the

Cr(p, n ) Mn ' and Cr(d, 2n ) Mn~™excitation func-
tions. ' Here we give only the essentials.

We performed our experiments at the Lawrence Liver-
more National Laboratory (LLNL)'s Cyclograaff for 0- to
20-MeV protons and used the cyclotron at the Crocker
Nuclear Laboratory (CNL) of the University of Califor-
nia at Davis to extend the measurements to 40 MeV.

The irradiation chamber (see Ref. l) functioned as a
Faraday cup. The beam current was measured by an
ORTEC model 439 digital current integrator. The unit
has a precision of 0.01% and an absolute accuracy of
0.2%. Typical beam currents were 1 pA, with a total col-
lected charge of 1000pC.
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Our targets were of a purity 99.5 and 99.9% and were
obtained from two independent vendors. Densities varied
from 5 to 11 mg/cm and the foils were 25.4 mm in diam-
eter. (Most of the beam was intercepted by the central
8-mm-diam region. ) Catcher foils of aluminum, typically
0.0254 mm thick, were used to catch ions recoiling out
the back of the primary foils. A count of their activity
relative to that of the primary foil gave information on
the momentum transfer during the reaction. Additional
aluminum foils were used as energy degraders. A typical
foil stack consisted of one to five yttrium foils, the num-
ber depending upon how rapidly the cross section varied
with energy in the region of interest. From fluorescent
x-ray studies on typical foils, we estimate that any uncer-
tainties in the cross sections due to density gradients in
the yttrium foils were less than k2%. In those few cases
where we found the density variation to be several per-
cent, corrections to the data were necessary.

Gamma counting was done using the Nuclear Chemis-
try Division's automated germanium counters. The data
were analyzed using the code GAMANAL. Uncertainties
due to absolute calibration error in the counting system
may be as large as k2%. Intercomparison between
counters and comparison with standards would seem to
indicate that this is a safe limit on the uncertainty. Fig-
ure 1 shows the essentials of the decay scheme used for

Zr decay. These results are from Lederer et al. except
for the half-life of Zr (Ref. 10). Note the decay from
the isomeric level, which reduces the ground-state popu-
lation of Zr by several percent. The essentials of the

Zr- Y- Sr decay that, we used are shown in Fig. 2.
The half-life of the Zr decay is from Bayhurst and
Butler. " From our measurements of gamma-ray intensi-
ty ratio I(898)/I(1836)=0.9441, and using the other
values (weak y branches, conversion coefficients, and P+
intensity) from Lederer et al. , 9 we have assigned slightly
different values of the branchings to the two low-lying
states in Sr than those given in Lederer et al. The I
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FIG. 2. Essentiah of the ssZr ssY ssSr decay scheme.

B. The data

we used for each transition is indicated which resulted in
cross sections —1% lower than that from using the old
values. For the Y decay, both the 898- and 1836-keV
gamma-ray counts were used. For these two gamma
rays, coincidence summing could cause loss in the photo
peaks in the germanium spectrum. Corrections as large
as 1% were made for this effect. To prevent loss due to
coincidence summing with x-rays and to define the region
of P+ annihilation, we routinely used 1.275-g/cm alumi-
num absorbers in our counting.

The dominant errors are thus +2% for foil uniformity
and k2% for counter calibration. Decay-scheme errors
are insignificant in comparison. The data are reported in
Table I. The errors assigned there are primarily statisti-
cal. To these errors, the error for foil uniformity and
counter calibration should be added in quadrature.
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FIG. 1. Essentia1s of the Zr- Y decay scheme.

We show the results in Table I. These measurements
are the result of different runs taken over the period of a
year. Most of the data below 21 MeV were acquired us-
ing the LLNL Cyclograaff, with a few points at 10 to 18
MeV coming from the Los Alamos National Laboratory
(LANL) Van de Graaff. The energies for the Cyclograaff
and Van de Graaff were known to at least +20 keV.
Above 20 MeV we used data from the CNL cyclotron.
The region of overlap is indicated in Table I. The ener-
gies were determined by the operators using the gamma-
flash method and were known to +100 keV. In each
case, the initial beam spread was about the same as the
energy uncertainty. Straggling, however, increased the
beam spread considerably. The quantity hE in column
two is the total beam spread in the foil, which consists of
energy loss convoluted with the straggling.



1626 M. G. MUSTAFA et al. 38

TABLE I. Excitation functions for the ' Y(p, n)' Zr, ' Y(p, 2n)"Zr, and ' Y(p,pn)"Y reactions.

E" (MeV)

4.59
4.78
5.30
5.51
5.81
6.31
6.62
6.83
7.36
7.90
8.38
8.98
9.18
9.88
9.94

10.87
10.88
11.97
12.46
12.70
13.30
13.40
13.80
14.19
14.68
14.95
15.41
15.95
16.57
17.39
18.31
19.21

hE (MeV)'

0.23
0.44
0.41
0.19
0.38
0.19
0.49
0.35
0.29
0.37
0.38
0.32
0.29
0.41
0.33
0.26
0.25
0.17
0.33
0.14
0.11
0.11
0.10
0.10
0.26
0.18
0.37
0.18
0.30
0.32
0.24
0.26

89Zrb

a (mb)

17.15+0.05'
26.3+0. 1

51.2+0.2
70.5+0.2
98.2+0.2

142.4+0.3
200.4+1.4
224.3+0.5
330.2+0.6
391.1+0.9
467.1+1.8
520.7+1.2
572.5+2.2
616.6+8.0
636.0+2.4
674.5+1.8
674.4+1.6
741.5+4.7
750.8+1.5
749.0+2.0
756.2+2. 1

769.0+2.5

787.3+2.6
764.9+2.6
700.0+1.4
666.4+2.2
599.2+7.3
536.0+1.7
475.4+0.9
320.8+2.3
241.9+0.3
169.2+1.6

88Zr

cr (mb)

3.62+0.09'
6.49+0. 11

34.88+0.26
69.98+0.48
125.2%0.5
165.9%0.9
229.6+2.4
324.8+1.5
418.0%2.3
533.9+1.6
643.9+10.7
711.1+4.0

88Y

0. (mb)

(2.5+2.6) X 10-'

0.0123+0.0030'
0.096+0.016
0.151+0.038
0.272+0. 108

1.21+0.13
5.31+0.52
8.39%0.21

17.87+0.21
31.20+0.30
45.2+0.4
64.8+0.3
85.9+1.5

115.2+0.8

The o(E) for the Y(p, n) Zr excitation function
varies rapidly enough with energy in the rising portion of
the excitation function that resolution corrections seemed
to be needed, although in the final analysis this correction
was but a few percent.

To obtain the corrected value of 0, we used a pro-
cedure that depends on knowing only the relative varia-
tion of the cross section with energy, which we obtain
from a polynomial fit to the uncorrected data. Experi-
mentally, we obtain an average of o over the foil thick-
ness 6 x. We call the experimental value cr,„and the cor-
responding calculated value o,„. By definition,

o,„= fo(x)dx,1

10
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CO
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O 10—

I I

0 0

0
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0

Present data
$ Sahaetal.
~ Blrattarl et al.
~ Johnson et al.

0

which is an integral equation to be solved for cr(x) under
the assumption of a smoothly varying cross section. For
this equation we can write

l p cr(E)dE
hE " (dE/dx)/(dE/dx), „

Note that the term in the denominator inside the integral
corrects for the fact that as dE/dx increases, less of the
foil thickness is subject to irradiation for a given energy.
The correction for the dE/dx variation over the foil

eeY(p,n)eeZr

I

30
I

10 40
1 I

0 20
E" (MeV)

FIG. 3. The Y(p, n) Zr excitation function compared with
other data. The Saha et al. (Ref. 12) data are in great disagree-
ment with the present data. The Birattari et al. (Ref. 13) data
agree fairly well except for the threshold region. The data of
Johnson et al. (Ref. 15) near threshold Gt our data well within
experimental error.
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TABLE I (Continued).

E"~ (MeV)

19.89
19.92
20.87'
20.91
21.44
22.38d

22.98
23.85
24.44
25.25
26.86
28.30
28.37
30.10
31.21
31.82
32.86
33.46
34.44
35.04
36.47
36.72
37.93
38.17
39.35
39.56

aE (MeV)'

0.44
0.17
0.31
0.19
0.11
0.26
0.37
0.21
0.13
0.33
0.27
0.51
0.20
0.48
0.34
0.41
0.28
0.38
0.20
0.22
0.43
0.34
0.38
0.28
0.24
0.19

89Z b

~ (mb)

135.3+0.2
140.8+0.5

106.2+0. 1

102.0+0.4
89.4+0. 1

78.2+0. 1

69.7+0. 1

62.5+0. 1

58.2+0. 1

57.0%0. 1

50.4+0. 1

47.7%1.0
46.6+0. 1

44.5+1.0
41.8+0. 1

41.3+1.0
37.5+0. 1

38.5+1.0
35.3+0. 1

35.9+1.0
33.4+0. 1

33.5+0. 1

31.5+0. 1

30.6+0. 1

29.6+0. 1

30.2+0. 1

88Z~

o (mb)

725.8+1.4
765.0+7.4
746.5+5.0
774.7+2.4
765.4+1.4
784.0+4.0
786.9+1.5
770.0+5.0
771.2+ 1.1

766.0+2.0
736.3+1.6
629.3+6.0
669.021.1

469.4+6.0
439.2+3.0
336.3+6.0
291.020.7
247.426.0
220.6+0.9
190.7+4.0
153.8+0.3
155.3+0.5
129.1+0.3
125.6+0.4
113.5+0.3
114.8+0.5

88Y

cr (mb)

128.4+0.4
129.8+2. 1

146.4+0.8
156.6+0.7
163.9+0.4
184.1+0.4
200.0+0.5
212.2+0.6
226.1+1.1
234.1+1.3
263.1+0.5
298.0+5.7
283.3%0.6
286.1+4.0
282.3%2.0
264.9+4.0
242.8+2.5
249.8+4.0
231.8+1.8
237.1+3.2
212.522.7
218.7+0.6
208.8+2.8
206.7+1.0
202.6+2.7
198.720.6

'Here hE is the energy loss of the incident proton corrected for straggling. The FWHM is reported.
Note that, where important, corrections to cr(E) have been made depending upon hE.
This is the apparent cross section for the production of '9Zr. No corrections have been made for the

loss from the 4.18-m isomeric state to ' Y prior to the start of measuring the decay of the ground state.
See text for the corrections.
The errors in each case represent the statistical and systematic errors. To these numbers, 2% for foil

uniformity and 2% for detector calibration should be added in quadrature.
Shows the region of overlap between Van de Graaff and cyclotron data, d referring to cyclotron data.

Above 21.44 MeV, only cyclotron data are shown.

thickness has a minor e8'ect except for the thickest foils,
e.g. , hE-1 MeV, which was not the case here. We fit
the data in the rising portion of the excitation function to
a polynomial in lnE [lno =a +b lnE +c (lnE) ]. For
each data point, we calculated o,„and o (E,„}from the
polynomial. Corrected experimental values were ob-
tained from o,„Xo (E,„)lo,„. These values are given in
the first five entries in Table I and are to be associated
with E,„. The results are quite insensitive to the details
of the fitting. Whether we used three points and a three-
term polynomial in the least-squares fit or ten points and
a five-term polynomial (piece-wise continuous), the re-
sults are about the same.

The Y(p, n) Zr data of Table I are plotted in Fig. 3.
Along with these results we show the results of Saha
et al. ' and of Birattari et al. ' Saha et al. acquired their
data by using the internal beams of the McGill University
cyclotron and copper monitors. Obviously, the tech-
niques they employed were difficult to apply, and we be-
lieve that the uncertainties for both these and their Zr

and Y excitation function data are considerably outside
the quoted error. For Birattari et al. , we took data from
a photographic enlargement of their published data.
Their results compare favorably with ours near the peak
of the excitation function and at higher energies. Howev-
er, there seems to be some discrepancy in the rising por-
tion of the excitation function which could be attributed
to the difficulties inherent in using cyclotrons.

From the decay scheme in Fig. 1, we note that after ir-
radiation, both the isomeric state ( —,

'
) and ground ( —,'+)

are populated. Let o.g, be the measured apparent cross
section given in Table I. Then the true ground-state
cross section 0. is

m g

where f is the fraction that feeds from (m) to (g},and A,

and A, are the respective decay constants. Now
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&&A,g, and writing in terms of the isomer ratio we
have

10

~ga
Og= 1+fcr /cr

~ga

1+0.938o. /cr

and for the total cross section

2.0

1.5

'b
C 1.0—

0.5

x Johnsonetal.

~ Gritsyna et al.

0 I

10
E"b (NIeV)

I

15 20

FIG. 4. Isotopic ratio cr /erg in the Y(p, n)' Zr excitation
function. The data come from the work of Gritsyna et al. (Ref.
14) and Johnson et al. (Ref. 15).

o T
——og+o =[og, /(1+0. 938o /oe)](1+a /erg) .

Gritsyna et al. ' have obtained measurements of o /ag
which, along with one point from the work of Johnson
et al. , ' are plotted in Fig. 4. From 5 to 10 MeV, one
multiplies erg, by 1.039, and from 15 to 20 MeV by 1.018.

In Fig. 5 we compare our low-energy data to data ob-
tained by other workers. The data of Blaser et al. ' are
in reasonable agreement, but the lowest energy points
reflect the difFiculties in using cyclotrons and calculating
the energy losses in the various absorbers employed. The
data of Johnson et al. were acquired using a Van de
Graaff and by counting the neutron emission. To com-
pare this data with our data above the isomer threshold
(4.244 MeV), we multiplied our data by 1.039. This
correction is close to the limit of accuracy in reading the
data from their graph —data which they quote to be
within +4%. (Structure in the cross section due to level
excitation has been smoothed over. ) It is gratifying to see
results from two rather diverse procedures in such good
agreement.

The Zr data was analyzed from a simple exponential
decay. However, for Y we had to make allowance for
considerable ingrowth from Zr. The equation used was

~2 ~,i Nio~i
Nzo = e '(e' —e '),

AQ Ap

in which subscripts 1 refer to Zr and 2 to Y. N&p and

E

a
'g

40

0

10

0.1

10 2

o Blaser, Boehm, IHarmler, & Scherrer
~ Present data
~ Johnson et al. (smoothed data)

10 I I I I

3 4 5 6 7 8 9
E" (MeV)

FIG. 5. Low-energy data for the ' Y(p, n)' Zr excitation
function. The data of Johnson et al. (Ref. 15) obtained with a
Van de Graaff and by counting neutrons is in quite good agree-
ment with our data. The two resonances they observed at 4.8
and 5.0 MeV are not shown. Note that our data are increased
by 4% to correct for the decay from the metastable state. The
cyclotron data of Blaser et al. (Ref. 16) do not agree quite as
well.

Nzp are the atoms at zero time, A z the activity at time t,
and A, , and A,2 are the respective decay constants. N, o
was determined from the total Zr counts first, before
the Nzo values were determined; this procedure makes it
easier to keep track of the counting errors. (The best al-
ternative is to solve two coupled linear equations by least
squares. ) Data from at least eight counts of the radiation
from each foil were used to determine a cross section.

The Y(p, 2n) Zr data are tabulated in Table I
(column 4) and plotted in Fig. 6. Data reported by Saha
et al. ' are shown also. The agreement is not very good.
Saha et al. mention unpublished data of Gusakow'
which were lower than their data by a factor of 1.5 to 2.0.
These latter data may be better agreement at higher ener-
gies with our data than the Saha et al. results but are not
available for evaluation.

The Y(p,pn) Y data are also tabulated in Table I
(column 5) and are plotted in Fig. 7. Data of Saha et al.
are shown for comparison. Again the agreement is not
good. We noted that the cross section falls rapidly well
before threshold (11.609 MeV) and studied this region in
some detail. The results are shown in Fig. 8. The study
was hampered by the presence of the Zr decay above its
threshold at 13.076 MeV; however, we obtained two
points below that point. The targets used in this region
were -6 mg/cm, were irradiated with -3000 pC of
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FIG. 6. The ' Y(p, 2n)"Zr excitation function. Data of Saha
et al. (Ref. 12) are shown for comparison.

protons, and were counted for one to two weeks for each
data point. Interestingly, there is no evidence within our
limits of measurements for the Y(p, d} Y reaction with

threshold at 9.36 MeV.

III. THEORETICAL ANALYSIS

A. Hauser-Feshbach (HF) calculations

)
a

1Q 2

r--
N
O

II /

I &F I

15
I

16
10

11 1312 14 17
E" (MeV)

FIG. 8. Low-energy portion of the Y(p,pn) Y excitation
function.

The cross sections were calculated using the current
Livermore version of the STAPRE code' of Uhl and
Strohmaier. ' The code was designed to calculate

10

Qe e 4
4 cP

0

asY (p,pn) ~Y

. Present data

$ Sahaetel.

1
10

I

15
I

20
I I

25 3Q
E" (MeV)

I

35 40

FIG. 7. The Y(p,pn)' Y excitation function. Data of Saha
et al. (Ref. 12) are shown for comparison.

energy-averaged cross sections for particle-induced reac-
tions as described by the Hauser-Feshbach formalism
with angular momentum and parity conservation and
width-fluctuation corrections. The HF formalism is
well known and HF calculations are routine; however, we
shall describe briefly our choice of optical potentials and
leve1 densities, the two critical quantities required for a
realistic HF calculation.

1. Optical-model potentials

The optical potentials were used to generate particle
transmission coefficients or partial absorption cross sec-
tions used in the HF calculation. These potentials were
chosen from the analysis of experimental data when
available and from a sensitivity study of the global poten-
tials otherwise. As is well known, the cross sections in
the threshold region are usually very sensitive to the
choice of the optical potentials. Fortunately, our choice
for the lower energies was guided by the experimental
work of Johnson et al. ' for protons below E =8 MeV
[from a study of Y(p, n) Zr data near threshold] and
Smith et al. for neutrons from E„=1 to 7 MeV. Below
E„=1MeV, we used the Moldauer potential. Keeping
these lower energy potentials fixed, we then examined the
sensitivity of HF cross sections with respect to the proton
potentials of Percy, Becchetti and Greenlees, Menet
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et al. , and the most recent evaluation by Varner
et al. For neutrons, we used the potentials of Becchetti
and Greenlees, Varner et al. , and Rapaport.

The calculated cross sections were not very sensitive to
these high-energy neutron potentials; the variation was at
most 10%. The cross sections, on the other hand, were
fairly sensitive to the choice of the high-energy proton
potential. All the proton potentials except for the Percy
potential gave similar cross sections. We found as much
as 20% diff'erence between the Percy and the other four
potentials. This is shown in Fig. 9. It is interesting to
note that the Percy potential gave the best fit to the data.

Our final results are, therefore, based on the Johnson
potential for E & 8 MeV and Percy potential for E & 8

MeV; Moldauer potential for E„&1 MeV, Smith et al.
potential for 1 &E„&7MeV, and Varner et al. potential
for E„~7 MeV. Note that alpha particle evaporation is
also allowed in our HF calculations, and for that we used
the McFadden and Satchler potential.

2. Leuel densities

No experimental data on the continuum level densities
are available for the nuclei involved in the HF calcula-
tions of the Y(p, xn) ' Zr cross sections, i.e.,

Zr, "' ' Y, and ' ' Sr. We, therefore, had to
rely on the systematics of Gilbert and Cameron (constant
temperature plus Fermi-gas model) and the back-shifted
Fermi-gas model of Dilg et al. ' The parameters of the
Gilbert-Cameron level densities were taken from the eva1-
uation of Rose and Cook. The parameters of the back-
shifted Fermi-gas model are global: level dens~it
parameter a =A/9 MeV ', pairing shift b, =12/&A
MeV. For lower energies, we used 25 discrete levels for
each nucleus taken from an evaluation of existing data.

It was surprising that the HF cross sections calculated
with the back-shifted Fermi-gas model with global pa-

rameters gave such an excellent fit to the data (see Fig.
10). We will, therefore, show the remaining calculated
cross sections with back-shifted level densities only. Nev-
ertheless, the success of the back-shifted model may not
be a global one and it would certainly be interesting to in-
vestigate this in other mass regions.

The importance of the discrete levels for the HF calcu-
lation is shown in Fig. 11. The effect is as much as 30%
(see the region between 15 and 25 MeV).

3. The gamma-ray strengths

The gamma-ray strengths are taken from the systemat-
ics of Gardner. These were applied successfully to
many Hauser-Feshbach calculations.

B. Hauser-Feshbach (HF)
plus direct-reaction (DR) cross sections

In the preceding subsection, we discussed the HF cal-
culation and showed that we were able to fit the data
rather nicely in the lower E regions. Beyond 20 MeV
for the (p, n) reaction, however, experiment shows that
there is a sizable amount of cross section that cannot be
accounted for by the HF theory. Also, a discrepancy be-
tween the measured and HF cross sections can be seen
for the (p, 2n) reaction above 35 MeV [also see Fig. 14 for
the (p,pn) reaction]. Here we show that these discrepan-
cies can be reasonably removed by including the direct-
reaction (DR) contributions to the reaction mechanism.

The calculation of the DR cross section in the continu-
um is discussed in detail in Ref. 6. There, the theory is
called MSDR theory because the (possible) importance of
multistep (MS) contributions is emphasized. In the
present application of this theory, however, the max-
imum neutron energy E„ is given by E,„=Ez+Q
(Q = —3.62 MeV), and the lowest neutron energy is
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(dashed line) and back-shifted level density parameters: a = A /9 and 5= 12/& A (solid line).

given by E;„=E,„—B„,where B„=9.31 MeV is the
neutron binding energy in Zr. (If E„&Em;„, Zr will
emit a neutron. ) In other words, E E„and henc—e the
excitation energy of Zr must remain rather low', there-
fore, the contributions of higher step processes should be
very small. We show this quantitatively by comparing
one- and two-step integrated cross sections in Table II.
The one-step cross section (o, ) is obtained from Eq. (I)
(discussed below) integrated over angle 8 and neutron en-
ergy E„. The two-step cross section (o2) is the sum of
cr .„and cr „.„calculated by the formalism developed in
Ref. 6. The cross sections shown in Table II clearly
demonstrate that the two-step cross section is indeed very
small for the bombarding energies considered in this pa-

per. We mill thus limit our calculation to the one-step pro-
cess in the present work.

1. Direct (p, n) cross section

As explained in Ref. 6, we may obtain the continuum
(p, n) cross section (double differential), which gives rise
to angle-dependent spectra, as

tJ „(8;E,E„)=gpi(E +Q E„)oi(8;E—,E„) .
I

In Eq. (I), p&(E&+Q E„)is the sp—ectroscopic density
and o I(8;E~,E„) is the standard DWBA (distorted-wave
Born approximation) cross section for the (p, n) process,
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FIG. 11. The effects of the low-energy discrete levels on Hauser-Feshbach cross sections. The solid line shows the results obtained
for 25 discrete levels (Ref. 33) and the dashed line shows results without the discrete levels.
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TABLE II. One- and two-step direct-reaction cross sections (o.
&

and o.2) compared with the optical-

model total reaction cross section (cr&) for selected proton bombarding energies for the reaction
&9y(~ +)&9Zr

E" (MeV) o „(mb) o, (mb) o, (mb)
O'1+0 2

20
25
30
35
40

1346
1401
1424
1416
1399

40.0
76.1

112.5
149.1
182.1

1.2
4.3
9.0

14.5
19.5

0.03
0.06
0.08
0.10
0.11

0.03
0.06
0.09
0.12
0.14

where I denotes the transferred angular momentum. The
DWBA calculation is well known, but we describe in
some detail our choice of the form factors. The form fac-
tors used are given by '

f&(r)=p&U(r) for (p, n) reaction,

f&(r)=P&Ro(dU!dr) for (p,p') reaction,
(2)

where U is the optical potential and Ro is the radius pa-
rameter of the potential. The expressions given by Eq. (2)
are normally called the collective form factors. The pa-
rameter p2-0. 2 is used, for example, in the analysis of
the collective 2+ states in vibrational nuclei (excited
through an inelastic scattering process). However, in the
present application in which the excitations of a number
of noncollective proton-particle and neutron-hole pairs
are considered (see below), we find that the use of
pi ——0.015 as a default value for all I is quite appropriate. 6

If this choice is indeed made, fi(r) is entirely independent
of l.

As stated, we consider the direct (p, n) process to
proceed as the excitation of particle-hole (ph) pairs, and
this consideration is embodied in the construction of the
spectroscopic density pI(E„) that appears in Eq. (1).
There, E„=E»+Q E„ is the ex—citation energy of the
residual nucleus, and pI is given as

1«J, I
i'l'i

I j~ &
I

' '

pI(E„)= —g Im . . (3)
x

This form of pi(E„) is obtained from the random-phase
approximation. Here j denotes a proton-particle
state, and ji, a neutron-hole state. [Only j» and jI, pairs
that satisfy the triangular condition I =j + jj, contribute
to the sum in Eq. (3).] The quantity Fl refers to the
spherical harmonic YI, where the magnetic quantum
number m is suppressed. Explicit expression for the
above reduced matrix element (j» ~

i F&
~ jl, ) can be

found in Ref. 6.
The quantity in the large parentheses in Eq. (3) is

called the single-particle response function, and it
shows that we are indeed treating the (p, n) process as
due to the formation of a proton particle in a shell-model
orbit j& and of a neutron hole in an orbit jI, . The energies
of these shell-model orbits may, thus, be taken simply as
the Nilsson orbit (with p2 ——0). Then the calculation of
the energy E is trivial. (E . corresponding to . the

Jp~JI, Jp JI,

lowest possible j~ and the highest possible jI, is to be tak-
en as zero. } Finally, the appearance of the width I' in Eq.
(3} signifies that we understand that the strength of a
given ph pair is distributed over the energy range given

by I . (Lorentzian distribution. ) The default value we use
for I is 4 MeV. This choice is based on the analyses of
many (p,p') and (p, n) data by Tamura, Udagawa, and
co-workers of the University of Texas. Some of these re-
sults were reported in Ref. 6. We did, however, test the
sensitivity of our (p, n) cross section with respect to I
and found that our calculated cross section is not very
sensitive to the choice of I . For example, an increase (or
decrease) of I by 25% showed a decrease (or increase) of
the integrated (p, n }cross section by at most 6%.

The meaning of p&(E„) is thus clear. However, with
the computer code ORION-TRISTAR (Ref. 7) we use a
slightly more complicated expression than Eq. (3) in our
calculation of o &( 8;E,E„}.To mention briefiy, this in-

cludes some correlation in the ground state and a normal-
ization of the theoretical cross section to the energy-
weighted sum-rule limit.

As remarked earlier, cr „(8;E»,E„) is to be obtained
when one wants to fit data of angle-dependent spectra. In
fitting the data of Fig. 3, however, we must integrate Eq.
(1) over the angle 8 and energy E„. This is done in the
following way.

First, we introduce a new cross section defined as

oI(E» E~}=fpI(E»+Q En}&I—(8 E» E )d&'.
It is seen that the integrand on the right-hand side (rhs)

of Eq. (4) is just the summand on the rhs of Eq. (1). Thus
it is easy to see that a&(E», E„) is the angle-integrated
cross section with which a neutron is emitted with an en-

ergy E„, leaving the residual nucleus an angular momen-
tum denoted by I. Notice that we are ignoring the target
and projectile spins. This simplifies the calculation and is
expected to be valid for continuum cross sections. The
oI(E»,E„}is also interpreted as the cross section with
which Zr* is formed with an angular momentum I and
an excitation energy E„=E»+Q E„. We may tak—e

Zr*, which is formed with this spin I and the energy E,
as the starting point of an HF calculation and calculate
the survival probability PI' for Zr, i.e., the probability of

Zr being left behind after particle evaporation. Thus,
the DR contribution to the activation cross section of

Y(p, n) Zr for the proton energy E is given by
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as„(Es )=g f o,(E,E„}P;(Ep+Q E—„)dE„.
Hlill

(5)

is given by

~HF«, )=~HF«, ) 1—
~DR(E

OM( E

The cr „(E ) thus calculated is plotted in Fig. 12 and
identified by DR. The sum of crt„(E ) with oHF(Er) (of
the previous subsection) is given by the upper line,
identified by HFDR. As seen, it fits the data very well
over the whole range, showing that a combined use of the
HF and DR theories quite adequately explains the data of
the Y(p, n } Zr reaction.

In these calculations [with oRIGN-TRISTAR (Ref. 7}],
the single-particle energies of the Nilsson model are used
with the default values for I'=4 MeV and P=0.015. For
the optical-model parameters needed for the DWBA cal-
culation, we used those given recently by Varner et al.
The calculation was done without any parameter search
and gave the excellent results shown in Fig. 12.

In concluding the discussion of the Y(p, n) Zr reac-
tion analysis, we want to emphasize that the calculation
of the DR continuum cross section with ORION-TRISTAR

is not as involved as one might suspect. Note that the
Nilsson single-particle levels are built in, and the calcula-
tion of the os„(8;E,E„) for a given E takes a fraction
of a second when using a Cray computer.

2. Direct (p,2n) cross section

We now turn to the analysis of the Y(p, 2n) Zr data.
As shown in the preceding subsection, this time the HF
cross section accounts for the data to about E =35 MeV,
and thus the remaining cross section to be explained by
DR is seen only in the range of E =35-40 MeV. Note
that the HF contribution to the (p, 2n) cross section o H„

where OM refers to the optical model and crz is the
optical-model reaction cross section for protons. The
direct-reaction cross section o.„ in principle should in-
clude all the direct-reaction cross sections, but in prac-
tice, we include only the two dominant processes. These
are the direct (p, n) reaction leading to the formation of

Zr* and the direct (p,p') reaction leading to the forma-
tion of Y'. The quantity oH„ is the (p, 2n) cross sec-
tion for HF process only, i.e., O.R"——0. This kind of scal-
ing was unimportant for the (p, n ) reaction.

The DR contribution to the production of Zr is cal-
culated as

o's „„(Es)=gf oi(Es, E„)Pi(Es+Q E„)dE„.—
min

(6)

This is the cross section to form Zr', by first going
through the DR step of the Y(p, n) 9Zr' reaction, fol-
lowed by a HF emission of a neutron. Thus P& is the
one-neutron emission probability from Zr'. If the exci-
tation energy in Zr' is above the particle emission
threshold, of course, the survival probability of Zr is
calculated as was done for Zr [see Eq. (5)]. The survival
and decay probabilities are calculated by the STAPRE
code. The cross section given in Eq. (6) minus any parti-
cle decay is exactly what we referred to above as the DR
contribution to the Y(p, 2n) Zr reaction.

In Fig. 13 we identify the DR contribution to the pro-
duction of Zr by DR, and the sum of HF and DR con-
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FIG. 12. Hauser-Feshbach (HF), one-step direct reaction
(DR), and the total (HFDR) cross sections compared with the
present measurements from Table I (circles) for the (p, n) reac-
tion.
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FIG. 13. Hauser-Feshbach (HF), one-step direct reaction
(DR), and the total (HFDR) cross sections compared with
present measurements from Table I (circles) for the (p, 2n) reac-
tion.
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tributions by the upper solid line. It is seen that the sum
improves the fit to the data, allowing us to conclude that
the combination of the HF and DR theories is suScient
to account for the Y(p, 2n) Zr data as well.

3. The (p,pn) cross section

The results for Y(p,pn } Y are shown in Fig. 14. As
in the (p, 2n) reaction, a large part of the cross section is
accounted for by the Hauser-Feshbach evaporation, ex-
cept for E & 30 MeV. Also as in the (p, 2n) reaction, the
HF contribution to the (p,pn) reaction o„F is obtained
from

trtt (Es)
oHF(Ep)=oHF(Et, ) 1—

o'tt (Ep )

where o ti" refers to the sum of the direct (p, n) and (p,p')
cross sections and oz is the usual optical-model reac-
tion cross section for protons. The quantity O.HF is the
(p,pn) cross section for HF process only, i.e., ott" ——0.
The direct-reaction contribution to the (p,pn) activation
cross section (identified by DR in the figure) is composed
of two parts: (a) the direct (p, n) reaction leading to the
formation of Zr' and then followed by the HF evapora-
tion of a proton, and (b) the direct (p,p') reaction leading
to the formation of Y' and then followed by the HF
evaporation of a neutron. The sum of these two contri-
butions is then added to the 0HF to obtain the total
(p,pn ) cross section (upper solid line, identified by
HFDR).

Figure 14 shows a fair fit to the data, certainly not as
good as for the (p, n ) and (p, 2n ) reactions. However, the
importance of the direct reaction above 30 MeV and the

dominance of the direct-reaction contribution at 40 MeV
are evident.

We note that the cross section for the (p,pn} reaction
near threshold (see Fig. 8) is quite small compared with,
for example, the (p, 2n) data. Interestingly, we find that
the HF calculations show a similar behavior, which sug-
gests that no new physics is present. However, there is
enough difference between experiment and the calcula-
tion to suggest the need for further examination of the
level densities and optical potentials used and the contri-
bution from the direct reactions.

IV. COMPARISON OF SEMICLASSICAL
PREEQUILIBRIUM MODEL AND DIRECT-

RKACTION RESULTS

Since we have already shown that HF + DR theory fits
the Y(p, n) Zr, Y(p, 2n} Zr, and Y(p,pn) Y data
very well, we could stop our theoretical argument here.
Nevertheless, the exciton model has been used exten-
sively to analyze this type of data, and it would therefore
seem appropriate to comment on it. For this purpose, we
show some results for the (p, n) reaction calculated with
the exciton, hybrid, and geometry-dependent hybrid
(GDH) models, using global parameters. i9 This work
will also test the predictive limits of these preequilibrium
models.

The exciton-model calculations were done with the
Livermore version of the STAPRE code. ' ' In this model
the exciton transition rates were calculated by the formu-
las of Williams, corrected for the Pauli principle by
Cline. ' The average residual two-body matrix element
that appears in the rate expressions, which determine the
transition to equilibrium, was chosen to be
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FIG. 14. Hauser-Feshbach (HF), one-step direct reaction
(DR), and the total (HFDR) cross sections compared with
present measurements from Table I (circles) for the (p,pn) reac-
tion.

where A is the mass number and E is the excitation ener-

gy of the composite system. The quantity K is a constant
with the dimension of MeV. The particle-emission rates
are calculated from detailed balance considerations and
with proton and neutron distinguishability factors.

The parameters of this exciton model are then E, ini-
tial particles and holes, and the single-particle level densi-
ty, g =(6/m. )a, where a is the level density parameter.
In our present calculation we took 2p-1h as the initial ex-
citon configuration and g =(6/n. )A/9. Although we
will show results with the value of K taken from the work
of the Milano group, which happens to be the default
choice for the Livermore version of the STAPRE code, in
our opinion K (or g) is a free parameter of the model.

There are, of course, many refinements of the exciton
model. ' In our opinion a realistic global set of param-
eters does not exist, and one usually has to treat at least
one parameter as free.

The hybrid and GDH calculations were done with the
ALICE code using all default parameters, starting with
2p-1h as initial exciton configuration. Also, for conveni-
ence, we have used default optical potentials with the AL-

ICE calculations, rather than those described in Sec. III.
However, for the present discussion, these differences in
the codes and calculations are not important, since in this
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subsection we are primarily interested in the high-energy
part of the (p, n) cross section.

Figure 15 shows the results for the reaction
Y(p, n) Zr with global parameter for the exciton model

and GDH model. For comparison, we also show the
HFDR result, taken from Fig. 12. Note that we took the
value of E =400 MeV as default in the STAFRE code (as
arbitrary choice). This value is suggested by the work of
the Milano group and by our limited experience. ' How-
ever, we have done calculations with parameters, K =405
MeV and g = A!13 MeV ', and appropriate transition
rates as given by Kalbach. The calculations show about
10% lower cross sections than those shown here for the
exciton model. In this figure, we only show the default
GDH results.

The calculated cross sections shown in Fig. 15 agree
with the data to within 50%. However, the agreement
can be significantly improved if one varies the parameter
K in the exciton model (Fig. 16) and the mean-free path
in the hybrid or GDH models (see Fig. 17). Similar
agreement can also be achieved by adjusting the parame-
ter g. Note also the successful analysis of the earlier
(p, n) data by Birattari et al. ' and Gadioli et al. , using
the HF and a phenomenological preequilibrium model.
These authors have analyzed data for many (p, n) reac-
tions, but a good fit to the data always required an adjust-
able parameter.

We have not done an extensive analysis of the present
data with many refinements of the exciton model. But we
believe that the essential physics is included here. An
open question, however, is the role of shell effects on the
exciton state densities. This may be important since our
target-projectile composite is a closed shell. This may be
the reason why the global GDH model did not fit the
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FIG. 16. The analysis of the Y(p, n) Zr reaction. The re-

sults show the sensitivity of the cross sections with respect to
the exciton model parameter E. Notice that a good fit to the
data can be obtained.
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data as well as we would have expected. Some progress
in this regard has been reported by Scobel et al.

Although our presentation in this section was limited
to the (p, n) reaction, the arguments given for this reac-
tion apply also to the (p, 2n) and (p,pn) reactions. Our
conclusion at this time is that present preequilibrium
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FIG. 15. The analysis of the Y(p, n) Zr reaction. The
Hauser-Feshbach (HF) plus one-step direct-reaction cross sec-
tions (HFDR) are compared with HF plus phenomenological
preequilibrium model [exciton and geometry-dependent hybrid
(GDH)] calculations with global parameters.

I

10
10

0 20 30 40
E" (MeV)

FIG. 17. The analysis of the ' Y(p, n) Zr reaction. The re-
sults show the sensitivity of the cross sections with respect to
the hybrid (HYB) and geometry-dependent hybrid (GDH) mod-
el calculations using the nucleon mean-free path as a free pa-
rameter (the numbers in parenthesis are the mean-free-path
multipliers). Notice that a good fit to the data can also be ob-
tained by adjusting the mean-free path.
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models with global parameters can fit the data to within
50%. Our successful analysis of the data with the micro-
scopic DR theory provides an alternative to these phe-
nomenological models.

V. PHYSICS OF THE DIRECT-REACTION THEORY
AND EXCITON MODEL

The physics of our DR theory and that of the exciton
model are in fact very closely related. With the exciton
model, one starts with thinking of the formation of a
three-exciton (2p-lh) state. Once a (high-energy) neutron
is emitted, the residual system is of a 1p-1h nature. As
explained in Sec. III B, our DR calculation also leaves the
residual nucleus Zr in 1p-1h states.

In spite of this similarity, however, a significant depar-
ture of the two theories begins to take place once the re-
action dynamics becomes an issue. As also explained in
Sec. III B, our DR theory treats the emission of the neu-
tron [in the (p, n) process] in terms of the DWBA theory,
a theory which has been well established. With the exci-
ton model, on the other hand, the emission of a neutron
from the 2p-1h is described essentially as an evaporation.
(That is, the emission probability is treated as proportion-
al to the absorption cross section from the inverse pro-
cess.) This evaporation concept is used abundantly in the
HF calculation, and its use there may be justified because
the HF process is dominated by the emission of rather
low-energy nucleons. What is done with the exciton
model is to extrapolate the use of the evaporation con-
cept to the emission of rather high-energy nucleons. The
validity of this extrapolation may, however, be question-
able.

There is another physical aspect involved in the formu-
lation of the exciton model. It is the calculation of the
probability with which a 2p-1h state goes into 3p-2h
states in competition with the neutron emission. In prin-
ciple, this probability may be calculated if the cross sec-
tion of nucleon-nucleon collision inside a nucleus is
known. How to calculate this cross section unambigu-
ously is not so well known, however, and this is why the
exciton model introduces the parameter E.

With our DR theory, on the other hand, we can easily
calculate the cross section for forming a 3p-2h state, or
more precisely a state which contains an outgoing high-
energy neutron plus the residual nucleus, the latter being
left in a 2p-2h state. All we need to do is to extend the
one-step DWBA calculation to a two-step calculation in
which, for example, the neutron produced in the first-step
(p, n) reaction is rescattered by the residual nucleus be-
fore it leaves the nuclear field. (How to calculate such
two-step cross sections was explained in detail in Ref. 6.)
To be emphasized here is the fact that it is totally un-
necessary to introduce any new physical concept or any
new parameter in extending the calculation from a one-
step to two-step process. Our MSDR theory has this ap-
pealing feature because it is a microscopic theory.

In summary, our DR theory is very similar to the exci-

ton model regarding the overall physical concept. The
two concepts differ, however, rather importantly in dy-
namics. Our success in fitting a number of data, includ-
ing those of angle-dependent spectra, convinces us that
the dynamics in our model is basically correct. The dy-
namics behind the exciton model may not be sufficiently
appropriate.

As is well known, Feshbach, Kerman, and Koonin
(FKK) developed a MSDR-type theory which is closely
related to ours. When the application is limited to one
step, FKK and our theories are exactly the same. In cal-
culating the higher-order process, however, FKK made a
few drastic approximations whose validity may be ques-
tioned. ' In any case, for a set of chosen input parame-
ters, FKK theory generally tends to overestimate the
MSDR cross sections compared with ours.

VI. SUMMARY

We have reported the measurement and analysis of
cross sections up to 40 MeV for the following reactions:

Y(p, n) Zr, Y(p, 2n) Zr, and Y(p,pn) Y. The
overall accuracy of our measured cross sections is about
3%. Our data have been compared with other measure-
ments and the differences pointed out and discussed.

The cross-section data were analyzed by the Hauser-
Feshbach evaporation plus one-step, direct-reaction cal-
culations. We have discussed the range of validity of the
one-step direct reaction and provided numerical compar-
isons of the one- and two-step cross sections. It was
shown that the experimental cross sections are well
reproduced by the HF plus one-step direct reaction. For
completeness, we have also compared some of the data
against HF plus phenomenological preequilibrium model
calculations and have shown that a good fit to the data
can be achieved with these models as well, but requires
one free parameter. The calculations with the present
global parameters of the preequilibrium models fit the
data to within 50%.

In conclusion, we have provided an understanding of
the low-energy activation cross sections using a micro-
scopic, quantum mechanical reaction theory, without the
need to introduce the phenomenological preequilibrium
models.
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