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To find the positions and widths of resonances, a complex scaling of the intercluster relative
coordinate is introduced into the resonating-group model. In the generator-coordinate technique
used to solve the resonating-group equation, the complex scaling requires minor changes in the
formulas and code. The finding of the resonances does not need any preliminary guess or explicit
reference to any asymptotic prescription. The procedure is applied to the resonances in the rela-
tive motion of two ground-state a clusters in ®Be, but is appropriate for any systems consisting of

two clusters.

I. INTRODUCTION

The energy spectrum of a Hamiltonian operator H
consists of a negative-energy discrete and a positive-
energy continuous part. The continuum is, however,
structured. The phase shift function 8(E) may show
steep rises of ~7; these phenomena are called reso-
nances. The position E, and width I" of a resonance may
be defined as the inflexion point of &(E) and
['=2/(d8/dE)g_g , respectively. Mathematical con-

siderations reveal that this behavior of the phase shift
may be associated with a pole of the scattering ampli-
tude at E . ~E,—iI' /2, which may serve as an alterna-
tive definition of the resonance parameters. At these
discrete complex energy values the solution ¥ of the
Schrodinger equation HY=EWV is an eigenfunction that
satisfies the asymptotic boundary condition prescribing a
purely outgoing wave (with a complex wave number).
Since the tail of a bound-state wave function obeys a
special case of this boundary condition (with a positive
imaginary wave number), these Gamow or Siegert solu-
tions! can be viewed as generalizations of bound states.
Although they do not belong to the Hilbert space, they
can be treated in close analogy with bound-state wave
functions.?

This picture makes it possible to apply bound-state
techniques to resonant states. We may, e.g., discretize
the continuum on a square-integrable basis. Then the
discrete eigenvalues that correspond to resonances will
be distinguishable from the rest by being stable against
certain changes in the basis. The methods exploiting
this observation are called stabilization methods.

The real version®* of the stabilization method is based
on the approximate equivalence of using a square-
integrable basis to closing the system in a box. The com-
plex stabilization method>® to be adopted in this work is
a variational method applied to a transformed problem.
The complex transformation or “scaling” invoked here
rotates the continuum into the complex energy plane but
keeps the discrete eigenvalues stable at their original po-
sitions. It transforms the Gamow, but not the scattering,
wave functions into square-integrable functions. We used
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the complex scaling recently in a nontrivial nuclear one-
body problem with fair success.’

The aim of the present paper is to apply this method
to simple resonances of a microscopically described nu-
clear multiparticle system. We shall consider the reso-
nances of ®Be that can be observed in the relative motion
of two (unexcited) a particles.® The framework we shall
work with is therefore the microscopic cluster model.’

The concept of a resonance as a complex pole had al-
ready been introduced in the cluster model.'°~12 The
novelty of using the complex scaling technique is that in
this way the explicit construction of the asymptotic out-
going wave can be entirely avoided. The problem can be
formulated in the conceptually transparent framework of
the resonating-group method (RGM), but for the actual
calculations it can be rewritten into a bound-state prob-
lem in the technically simpler generator-coordinate
method (GCM). For the variable in which the complex
scaling is to be applied, we choose the relative coordi-
nate of the RGM. Since the scaling makes the reso-
nance wave function square-integrable, the RGM rela-
tive wave function can be expanded in terms of shifted
Gaussians. It is this expansion that reduces the RGM
problem to a GCM one.

We formulate the physical problem, introduce the
complex scaling, and apply it to the problem in Sec. II.
We present the numerical results in Sec. III and discuss
them in Sec. IV. Some technical points concerning the
application of the complex scaling to the GCM are given
in the Appendix.

II. FORMULATION

A. The cluster model

Now we collect the main formulas of the model as ap-
plied to ®Be. The generalization to other systems is
straightforward. We think of ®Be as a fully antisym-
metrized system of eight pairwise interacting nucleons
grouped into two «a clusters.

The wave function of ®Be is taken in the form
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W=uA [ PFDIF(r,)] , 2.1)

where @ is the intrinsic harmonic oscillator shell mod-
el ground state of an a particle, F(r,) is the unknown
relative-motion function, A |, is the intercluster antisym-
metrizer.

The equation for the relative wave function F(r;,)
arises from the projection equation

(8W|H —E|¥)=0, (2.2)
where H is a many-body Hamiltonian,
ﬁZ 8 8
H=_—2;zArt+z‘/‘](r‘_rj)_Tcm 3 (2.3)

i=1 i<j

with T, being the kinetic energy operator of the
center of mass. Using the ansatz (2.1) in Eq. (2.2), we
get a one-channel resonating-group equation

2
7,

2 i F(rjy)+ fdrIIZ[HE(rIZ’rIIZ)

—ENg(1y,,1) F(r})=(E —2E )F(r);) , (2.4)

where p is the reduced mass of the two a clusters, and
the other quantities are as follows. The definitions of the
exchange kernels are

Ng(r,r')=(®MdM§(r,, —r) |

XA B[ PMDMS(r, —1')]) (2.5)
Hg(r,r')=(®Mi"§(r,, —1) | H |
XA [ P 8(r ), —1)]) (2.6)
where A |, =A |, —1, the direct potential term is
Vp(r)={®Mentg(r,,—r) |
X 24; é Vilr,—r;) | ®Fo) 2.7
i=1j=5
and the energy of the free a particle is
E,=(®M | H, | diM) /(DI | M) , (2.8)

with H, being the intrinsic @ Hamiltonian.

80 [dr¥y(r,0)*H(r,0)¥y(r,0)/ [dr Uy(r,0)*¥y(r,0)]=0.

The bar on the functions means that only their angular
factors are to be complex conjugated.®*'*!> For ¢;(©)
we obtain

N

(2.14)

where

B. The complex scaling

The method of complex scaling, as applied to a
single-particle problem, transforms the Hamiltonian
H (r) into

H(r,0)=U(©)H(r)U®)™ ", (2.9)

where U (0) is defined by

U(©)f(r)=exp(i3O)f[rexp(i®)], 0<O<m/2.
(2.10)

With the transformed Hamiltonian a transformed
Schrodinger equation may be written as

H(r,0)¥(r,0)=E(6)¥(r,0) . (2.11)

For a broad class of potentials Aguilar, Balslev, Combes,
and Simon® have rigorously proven some remarkable
properties of this transformation (“ABC theorem”).
Namely, the continuum of H(r) is rotated down by an
angle of 20 onto the lower half of the second Riemann
sheet of the complex energy surface, while the discrete
(bound or resonant) eigenvalues of H (r) remain in their
original positions, so that if 20 > | argE . | , the complex
eigenvalue E ., becomes “uncovered.” The transformed
eigenfunctions W(r,0) belonging to such E . become
square integrable. The spectra of H(r) and H(r,©) are
shown schematically in Fig. 1.

Since any resonant eigensolution of H(r) may be
transformed into square-integrable W(r,©) with a suit-
able choice for ©, the whole variety of approximation
methods developed for bound states is at one’s disposal.
One may proceed by approximating ¥(r,©) by an expan-
sion over a set of N linearly independent real square-
integrable functions X;(r) (i =1,...,N):

N
‘PN(r,e)= zci(e)X,-(r) .

i=1

(2.12)

The unknown coefficients c;(©) are then to be deter-
mined by a generalized variational principle® !4

(2.13)

H;(©)= [dr¥,(r)*H(r,0)X;(r) ,
_ (2.15)
N,-jzferi(r)*Xj(r) .

It is straightforward to verify that these matrix elements
may as well be expressed as matrix elements of the unro-
tated operator H (r) or 1 between the back-rotated basis
functions
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FIG. 1. The spectra of a typical Hamiltonian (a) H(r) and

of its transformed (b) H (r,O).

X;(r,0)=U(0)"'X;(r)=exp(—ii0)X;[rexp(—iO)] .

(2.16)

Since we solve Eq. (2.11) approximately, it is expected
that the ABC theorem is also fulfilled only approximate-
ly. For instance, there will be no eigenenergy that is
completely independent of ©. The resonance energies
E . (©) will also move along trajectories in the complex
energy plane as a function of ©. It had been suggest-
ed,'® and subsequently confirmed in many works,® that
the best estimate for a resonance energy is given by the
particular © value for which the rate of change with
respect to © is minimal. This heuristic procedure has
been justified by an extension of the virial
theorem.!% 1517

potential. Let us approximate F(r;,) with a combination
of shifted Gaussians centered around suitable points s, :

F(r,)= (2.17)

Efkexp[ y(rp—s; %] .

k=1

This expansion is widely used in resonating group calcu-
lations for bound-state wave functions and for the interi-
or of scattering wave functions.®!® It may also be used
for scattering states in the exterior region and, in com-
bination with the real stabilization technique, for reso-
nances as well.*

When v is chosen equal to the common oscillator pa-
rameter B,=mw/# of the a particles, the expansion
(2.17) reduces the RGM to the conventional GCM. Be-
cause of the complex scaling, however, for our purpose
it is important to keep y independent of 3,. In this case
the RGM reduces to Tohsaki-Suzuki’s “new” GCM. "

In the spirit of Sec. II B, we subject the coordinate r,
in the basis function to a complex rotation. According
to Eq. (2.16), we arrive at

F(r,,© 2 [ (©)exp(—i30)
X exp{ —y[r,exp(—i0)—s, ]’} (2.18)
or, equivalently, at
F(r5,0 Efk Jexp{ —i20©}exp[ —yo(r;,— 7)1,
(2.19)
where
Yo=v exp(—i20), 19=s,exp(iO) . (2.20)

Putting the form (2.19) into (2.13), we get for the
coefficients f; (©) the discretized form of the generalized
Griffin-Hill-Wheeler integral equation

s N
C. Complex scaling in the cluster model 2 [h[j(G)——En,-j(e)]fj(e)= (2.21)
The RGM equation (2.4) has the form of a =1
Schrddinger equation with a very complicated effective  where
J
h;(© =( DD exp[ —vo(r;,— 70| H | A p( PR O exp{ —yolr,—75)})) (2.22)
"ij(9)=<q)g"q>gnexp[—Ye(rlz P11 A (@7 Dtexp{ —v o Tp—7; })>

The matrix elements given above are generalizations of
Tohsaki-Suzuki’s “new GCM kernels” to complex y and
generator coordinate. In the appendix we give a deriva-
tion of these kernels.

We should like to point out that once the kernels in
the “new GCM space” are known for real parameters y
and s, the change to the complex case, y exp(—2i0) and
sexp(iO), implies only minor modifications of the ker-

f

nels. With these minor alterations, any existing new
generator coordinate code can be used to compute reso-
nances.

III. NUMERICAL RESULTS

In the numerical example, for the sake of comparison,
we have chosen the same parameters as in Refs. 10 and
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TABLE I. The complex energies E, —iT" /2 (MeV) of some resonances in ’Be.

A. T. KRUPPA, R. G. LOVAS, AND B. GYARMATI

Model J™=0% JT=2% JT=4%

Present work B,=0.53, vy =0.4° 0.558—1i0.097 3.168—1i1.226 12.10—i3.86
B.=0.47, ry=0.4 0.585—1i0.120 3.069—i1.196 11.56—i3.53

B,=0.47, v =0.32 0.588—1i0.121 3.068—i1.195 11.60—i3.52

Ref. 11 B,=0.47 Gamow 0.59—i0.120 3.34—i1.240 11.36—i2.47
Scattering 0.59—1i0.135 3.08—i1.495 11.70—i3.79

Ref. 10 B,=0.47 Gamow 3.16—i1.205 12.20—i3.88
Scattering 3.16—i1.565 12.20—i4.27

2The zero of the energy scale is —54.17 MeV (otherwise —53.41 MeV).

11. For the nuclear part of the two-body interaction we
used the Volkov 1 force?® with Majorana exchange pa-
rameter m =0.6. The Coulomb interaction is included in
the form of a fairly accurate expansion in terms of Gauss-
ians.?! The oscillator size parameter in the intrinsic wave
function was chosen to be B,=0.47031 fm~? in accor-
dance with Refs. 10 and 11 in most of the calculations, or
to be B,=0.529 06 fm 2, which gives the best a binding
energy. The arbitrary ¥ parameter was taken to be 0.32
fm~2, or, for test purposes, 0.40 fm~2. The number of
basis functions was 24, and the values s; of the generator
coordinate were distributed equidistantly in the interval
(1 fm, 24 fm). A test calculation showed that this density
of s; is adequate for the resonance energy. The zero of
the energy scale in all cases was set equal to twice the ac-
tual a binding energy.

Our results for the three resonances (J"=07,2%,47)
of ®Be are displayed in Table I, together with the corre-
sponding numbers of Refs. 10 and 11. We see that the
three different methods give the same results for all
states considered with accuracies well within the predict-
ed widths of the resonances. As for the ¥ dependence, it
can be interpreted in terms of a generalized scaling.® In
fact, with the distance and number of s; points assumed
to be appropriate, one can prove that a change of y is
equivalent to a dilation transformation of the problem.

rt. T T T
%,
6
=20 . °e 0____$___#._r..
N "
.o : .
N -2+ .- R
- 60| .o - €
-80| I & .
-1004 .
Im (E)
(MeV)

FIG. 2. The J"=2" energy values as given by Eq. (2.21)
solved on a 24-term complex basis (y =0.32 fm~2) with ©6=0.4
(0) and ©6=0.5 (@); the point + belongs to both © values. The
inset shows the area near the origin on an enlarged scale.

The ABC theorem was actually proved for a combina-
tion of the complex rotation with such a dilation. The
stability of E . with respect to ¥ can thus be viewed as
an analog of its stability to ©.

In Figs. 2-5, the working mechanism of our method
can be followed in full detail. Figure 2 shows the energy
values yielded by Eq. (2.21) with N =24, with two
different © values. For each ©, N discrete complex E
values are obtained. The one denoted by a cross (in the
insert by R) is stuck to the same place irrespective of the
value of ©. This point is to be regarded as a resonance.
The remaining values, for a fixed O, are lined up on a
straight line declining by 20 from the real energy axis,
so they should be looked upon as a discretization of the
rotated continuum.

In Fig. 3 the stability of the point R is displayed on an
enlarged scale together with the trajectory of a nearby
continuum point, denoted by C in the inset of Fig. 2. Ac-
cording to the ABC theorem, the continuum point is to
be moved along an arc given by the equation

Re (E) (MeV)

2 3 4

I I I T
-1+

~ R

-2__

L C
_3._
Im(E)[~

(MeV)

FIG. 3. The © trajectories of the resonance (R) and of a
continuum point (C) of Fig. 2. Both for R and C, © varies
from the right to the left between 0.3 and 0.5.
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Re (E) (MeV)
119 3.06 3.07 3.08 309 390
: T T T T T T T T T

-1.20

-1.21

-1.22

Im (E) °
(MeV)

T

FIG. 4. Magnified plot of the © trajectory of R from Fig. 3
(@) and the same with ¥ =0.4 fm~2 (O). © varies from 0.34 to
0.54 by steps of 0.02.

E exp(—2i©). The small deviation from the straight
lines in Fig. 2 and from the circular arc in Fig. 3 are due
to the finiteness of the basis set.

Figures 2 and 3 illustrate that the ABC theorem is
fulfilled approximately and thereby justify the approxi-
mation method we used to solve the rotated RGM equa-
tion. In this respect it is worth noting that in a sense
the method checks itself. Not only the stability of the
resonance measures the overall accuracy but also the de-
viation of the slope of the rotated continuum from 20.
This helps to choose a reasonable basis.

Now let us turn to the precise determination of the
position and width of the resonance. Figure 4 presents
the relevant part of the © trajectory thoroughly
magnified. Here insight can be gained into the “slowing
down” of the trajectory. The subsequent points belong
to equal steps in ©. The resonance position is taken as
the dE /d© =0 point. That is how the values of Table I
were obtained. Figure 5 shows the convergence of the
stable energy point with increasing basis size.

3.06 3.08 3.10 Re(E)(MeV)
T T I I I I
=117+ .
- 7 \\\
¢ \
i \
-1.19+ '
‘l LR AN
\ ] \
AN P \
- S \
\
\
\
\
-1.21+ >
Im(E)
(MeV)

FIG. 5. The N trajectory of the resonance energy (R) be-
longing to ¥=0.32 fm~? and ©=0.46. From the right to the
left N =12, 13, 14, 15, 16, 17, 18, 19, 20, 22, 24, and 28.

IV. DISCUSSION AND SUMMARY

The study we have presented here has several aspects.
As an approach to resonant states, our method is a direct
method, which solves the dynamical equation with purely
outgoing asymptotics and associates the real and imagi-
nary parts of the complex energy eigenvalues with the po-
sitions and widths of the resonances. Owing to the com-
plex scaling, which is becoming commonplace in atomic
and molecular physics,6 but is still counted a
novelty in nuclear physics, this method excels among the
direct methods'®~'? in two respects: First, there is no ex-
plicit reference to the asymptotics required, and second,
we need no advance guess for the approximate position
and width of the resonance either. Ostensibly,
Okhrimenko’s method!! shares this latter advantage with
ours. However, Okhrimenko’s method yields a great
number of resonances in each J7, out of which our
method reproduces only one. We think that the other
resonances are spurious and could be best eliminated by
invoking a first guess. A scrutiny into the reasons of the
appearance of the spurious resonances in Ref. 11 is un-
derway and will be published elsewhere.

As for the approximation used to solve the dynamical
equation, this work belongs to the stabilization methods.
It expands the trial function on a square-integrable basis,
and singles out the resonances by a stability condition.
Just as in the method proposed earlier,* the basis con-
sists of shifted Gaussians, which reduces the underlying
RGM model to a GCM model. The advantage over real
stabilization methods arises from the fact that the scaled
resonance wave function is square integrable: the expan-
sion of such a function over a square-integrable basis
may be duly expected to be more accurate.

It is also for this reason that, in contrast to the real
stabilization methods, which cannot identify resonances
without solving the problem with several bases of
different sizes, the complex stabilization method reveals
the existence of a resonance by a single calculation with
a (sufficiently large) basis provided the rotation angle ©
is appropriate. A precise determination of the position
and the width requires repetitions of the calculation at
various ©.

With the scaling shifted from the Hamiltonian to the
basis functions, the procedure requires minor technical
changes in the computation of the generator-coordinate
kernels, which can easily be introduced in existing GCM
codes.

Finally, we should like to point out that no use was
made of the equal size of the clusters in our numerical
example. With the complex rotation performed on the
size parameter (and centers) of the Gaussians of the rela-
tive motion, this size parameter becomes at any rate de-
tached from those of the internal motions. Therefore,
no advantage can be derived from the equality of the
internal size parameters. Thus, since our case is not spe-
cial in this respect, the method is valid to any system
containing two clusters, which are not even necessarily
in their ground states. An application to a multichannel
description of some resonances of ®Be that involve excit-
ed a clusters is underway.
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APPENDIX

Here we show how the complex rotated GCM formal-
ism derives from the conventional GCM formalism. The
usual GC trial function has the form

o AB
Yt tp)=A, [<b‘,’,“d>‘,§“exp i 4 (r,—ty)?
BB
—_ ZB (rB_tB )2 l ’

(A1)

where ®%' and @' are the translational-invariant
harmonic-oscillator shell-model ground-state wave func-
tions of clusters 4 and B having different oscillator
width parameters, 8, and B, respectively, and r , and
rp are the center-of-mass coordinates of 4 and B, re-
spectively. By integrating over T=(At,+Btg)/

372

2
Yo fdtexp

m(Yo—7)

T gy
Yo—Y

Y(y,s)=

We can make a similar simplification for y >y as well:

2
flo_o dtexp

—lo

73
m(y —7v,)

Yo

Y(y,s)=i

Yo—Y

where the integration is to be performed along the imag-
inary axes f,, t,, and ¢,.

The conventional GCM Kkernels are matrix elements
between W(y(,t) and ¥(y,t'). Equations (A5) and (A6)
show, that once these have been calculated, the new ker-
nels, i.e., the matrix elements of ¥(y,s) and ¥(y,s’), re-
quire just integrations over t and t'. In this way
Tohsaki-Suzuki’s kernels can be calculated by a simplified
procedure.

Equations (AS5) and (A6) can be generalized to com-
plex ¥ and s, which give rise to complex scaled basis
functions. The equation corresponding to (A5) reads
[Re(yg) <70l

Y(ypt) .

— (s—t)?

(A+B), we get rid of the spurious center-of-mass
motion?? and obtain (apart from a constant factor)

W(y o t)=A ,{ DT DI exp[ —yo(r,—t)]} ,  (A2)
where
y0=ABABBB/2(ABA +BBB) Py (A3)

and t=t , —tp.

Because of the scaling, however, we would like to use
basis functions W(y,t), which contain ¥ unrelated to
B 4,Bp. Since it is W(y(,t) whose kernels are easy to cal-
culate,?® it would be useful to express ¥(y,t) in terms of
Y(yot). This may be done, e.g., through the double
Fourier transformation
32

[ dk exp(k?/4y o —k2/4y —iks)

Y(y,s)=

0
47y

X [dt explikt)¥(yo,t) . (A4)

A straightforward application of this generating function
may be shown to lead to Tohsaki-Suzuki’s ‘“‘new
GCM.”?

However, for ¥ <y, (y and s are still real), we may

simplify (A4) by interchanging the two integrations and
obtain

(AS5)

Y(yet), (A6)

2 372

Yo
m(Yo—%e)

2

Y(y,s,0)= exp |i3arg

Yo—%Ye
YoYe
Yo—%Ye

X [dt exp | — (Te—1)? |W(yot)

(A7)

where yg=y exp(—2i0) and rg=sexp(i©). Compar-
ing (A7) and (A5), one can show that the calculation of
the complex rotated kernels differs from the real case
only in appropriate phase factors and modulus signs.
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