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The energy spectra of photons following negative muon absorption in ' C, ' 0, Al, ~Ca, ""Fe,
Ho, and Bi have been measured with two NaI spectrometers. The branching ratios for the

emission of high energy photons give information on the induced pseudoscalar coupling constant gz
in nuclear matter. The data for light nuclei are in agreement with the theoretical calculations using

the nucleonic value of gp =7g& predicted by the partially conserved axial vector current hypothesis,

awhile significantly lower values of gz are required to fit the data of the heavier elements with

presently existing theoretical predictions. Disregarding the remaining theoretical uncertainties,

these results can be interpreted as a further indication of the renormalization of the nucleonic form

factors inside the nucleus.

I. INTRODUCTION

Investigations of the rare radiative muon capture pro-
cess continue to be justified due to their connections with
the induced pseudoscalar branch of the semileptonic
weak interaction. Essentially only ordinary muon cap-
ture delivers also some information on the induced pseu-
doscalar coupling constant gz for which the partially
conserved axial vector current hypothesis (PCAC) pre-
dicts a value of gz =7g„(e.g., Ref. 1) at the momentum
transfer corresponding to ordinary muon capture on the
proton (q = —0.88m„). The average of the latest mea-
surements of the orthomolecular capture rate for muonic
hydrogen yielded a value for g„/g„of 7.0+1.5. The
only other data points are gs, /g„=9.0+1.7 [from the
' C(p, v„)' B(g.s. ) capture rate and the recoil polariza-
tion ] and gt, /g&=12. 5 [from the ' O(p, v„)'6N(0 )

capture rate and the ' N(0 ) P decay ]. In contrast to
ordinary muon capture, the momentum transfer can be
varied from q = —0.9m „ to q =0.9m „ in the radiative
capture process which enhances the pseudoscalar cou-
pling by up to a factor of -3.5 at the maximum photon
energy by virtue of the pion pole. As a consequence the
photon yield, the photon polarization, as well as the pho-
ton muon-spin angular correlation in radiative muon cap-
ture, are particularly sensitive to the value of gz.

Unfortunately the low capture probability in hydrogen
( —10 ) together with the low expected photon yield
( —10 per captured muon) prohibited the direct investi-
gation of the elementary radiative capture process
p (p, v„y )n until now. Experiments become easier if the
muon is captured on heavier nuclei for which the capture
probability is enhanced by up to 3 orders of magnitude.
However, the advantage of higher capture rates is partia1-
ly balanced by the theoretical difficulties arising through
the modification of the elementary process by the nuclear

medium (non-nucleonic degrees of freedom) and the eff'ort

needed to account correctly for the distribution of nu-
clear final states which have not been experimentally
resolved.

Most theoretical, as well as experimental, work con-
centrated on the doubly closed shell nucleus Ca. The
first reliable measurement for this nucleus in 1977 (Ref. 6)
with a NaI spectrometer obtained an integrated yield of
B =(2.11+0.14) )& 10 for photons with energies above
57 MeV. This value was later confirmed with a high
resolution pair spectrometer. The later data agreed with
theoretical calculations ' with gp/g„=(4. 0+1.5), indi-

cating some quenching of the induced pseudoscalar cou-
pling in nuclei. Such a renormalization, if indeed
confirmed by further data, would, of course, provide ad-
ditional input for the ongoing discussion of the possible
modification of nucleonic properties in nuclear media, ap-
parent, e.g., in the EMC effect, in the suppression of the
longitudinal response in inelastic electron scattering or in
the missing Gamow-Teller strength in nucleon charge ex-
change reactions. ' The induced pseudoscalar coupling is
particularly suited to study the distortion of the pion field
inside the nucleus, " ' since it is dominated by one pion
exchange as mentioned above.

These considerations initiated the measurements of the
radiative muon capture yield for a series of nuclei spread
over the periodic system, which we report on in the fol-
1owing. It was hoped, that the extension of the yield
measurements to nuclei other than Ca will eliminate or
expose the dependence of the calculations on the details
of the nuclear response.

A complete review of the current theoretical and ex-
perimental situation in radiative muon capture is given in
Ref. 14, some aspects of the theoretical discussion impor-
tant to our experiment, however are repeated for
clarification in the following.
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II. THEORETICAL MODELS

In most of the presently existing calculations of radia-
tive muon capture (RMC} the impulse approximation is

applied, i.e., the relevant amplitude for a free proton is
summed over all nucleons within the nucleus. The non-
relativistic reduction of this amplitude presents no ex-
traordinary problems. Several theoretical approaches
(e.g. , Refs. 15—17) lead to very similar results differing
only by higher order terms which are insignificant com-
pared to the presently available experimental precision.

In the impulse approximation interactions involving
more than one nucleon (e.g. , scattering of the exchange
pion} are neglected. To account for meson exchange
corrections (MEC) most often renormalized quasiparticle
form factors for the nucleon inside the nucleus are
used. ' ' In the test case of the medium heavy Ca
nucleus Akhmedov et al. found a reduction of the
branching ratio of the radiative capture of 10-12%
caused by the MEC connected with the weak interaction
vertex while an earlier work by Ohta' obtained a
30—40%%uo reduction. The corrections induced by the
MEC at the electromagnetic vertex seem more impor-
tant. Gmitro et al. developed a modified version of the
impulse approximation (MIA) relying on constraints im-
posed by the electromagnetic continuity equation, which
accounts for a large part of these MEC and leads to a
reduction of the rate by almost a factor of 2 for Ca. It
is with respect to this theory that the further quenching
of gz is required by the data, in contrast to the estimation
of Akhmedov et al. 20

Since measurements of the radiative capture to ex-
clusive nuclear final states do not exist, one has to sum
the RMC amplitudes over all possible final states. In the
calculations referred to above ' (1p 1h)-shell model
states with a doubly closed Ca ground state were con-
sidered. Earlier treatments resorted to the closure ap-
proximation, where one assumes that all existing nuclear
final states can be reached by the radiative capture and
the nuclear excitation energy is substituted by a common

mean implying one single maximum photon energy k,„.
This method consistently overestimates the experimental
rate for Ca and its deficiencies were exposed both in ex-
perimental as well as in theoretical work. A better
technique based on a phenomenological nuclear response
function first applied to normal muon capture by Foldy
and Walecka ' was used in RMC calculations by Christil-
lin for Ca (we shall refer to this model by "Chr81").
Here the nuclear response is divided into a giant dipole
and a quadrupole resonance part with width and strength
adjusted to the photonuclear giant dipole resonance and
the total muon capture rate. Kinematically forbidden
photon energies appearing in the simple closure approxi-
mation are avoided by transforming the summation over
the final states into an integration over the accessible ex-
citation energies. A refined version of this model was ap-
plied to the ' 0 nucleus by Christillin and Gmitro
("CG85") including the low lying states 0,1,2,3 in
' N. Shell model (MIA} (Ref. 9} and phenomenological
response ' lead to consistent descriptions for ' 0 and

Ca.
In the absence of similar, highly developed theore-

tical calculations for the remaining nuclei
( Al, ""Fe,' Ho, Bi) investigated in this experiment,
we refer to the results of a comparatively simple Fermi-
gas calculation by Christillin et al. ("CRS80") to inter-
pret our data in this case. In the actual data analysis we
make use of the fact, that the shape of the photon spec-
trum is nearly independent of the nuclear model. The nu-
clear model determines primarily the rate. In fact the
simple polynomial form

dA 2 2 k
dk

(x)-(1—2x+2x )x(1—x ), x = k,„

which results from the closure approximation' approxi-
mates the full calculation very well, provided that k,„ is

properly chosen. This is shown in Fig. 1 for ' 0 and a
heavier nucleus. The Fermi-gas model estimates indicate
that the sensitivity of the rate to the value of gz persists
to heavier nuclei. Since the density of accessible final
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FIG. 1. Calculated p-capture photon yield as a function of the photon energy. Left: CG85 (Ref. 22) {see text) for ' 0 and gp ——7g„
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states is particularly large in this case, it is hoped that the
global treatment sufFices to characterize the nuclear
response and that rate measurements provide a meaning-
ful measure of gz in a nuclear environment.

III. EXPERIMENTAL ASPECTS

A. Experimental set up
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FIG. 2. Experimental set up.

The requirements for radiative muon capture experi-
ments are largely dictated by the low photon yield, the in-
tense background of neutrons and bremsstrahlung from
muon decay electrons. The experiment was carried out
in the pE1 zone of the muon facility of the Swiss Insti-
tute for Nuclear Research at Villigen (SIN) which offers a
high intensity p beam at a momentum of 125 MeV/c
with a range width of 4.5 g/cm full width at half max-
imum (FWHM). The incident muon rate can be varied
by means of an intensity slit system in the beamline from
350 kHz up to -30 Mhz at a primary proton current of
150 p A The muons arrive in 3.5 nsec wide bunches with
a repetition frequency of 50 Mhz. The electron contarn-
ination of the beam is lower than l%%uo and we measured a
pion contamination of the order of 5)& 10

As Fig. 2 illustrates, the beam entered the experimental
area via a first counter hodoscope (p, ) consisting of six 5
mm thick plastic scintillator strips with individual pho-
tomultiplier (PM) tubes in order to reduce the counting
rates. Through a second defining counter p2 (100X100
X 5 mm } the beam passed into a 10 cin long
polyethylene degrader and then partially stopped in the
target in a spot of -70 mm diameter. The ' C, Al,

Ca, ""Fe, and Bi targets were tricline plates of
70)& 85 mm placed under 45' to the beam with a surface
density of -5 g/cm . The ' Ho target was a thin plate
of only 1.9 g/cm surface density. The ' 0 target was ac-
tually a thin-walled polyethylene container (65 X 65 X 50
mm ) filled with water. The target was surrounded by a
closed cubic scintillator box of 1 mm wall thickness. The
front part of this target box defined the entrance of a par-
ticle (p,3) while the rear five faces of the cube (p4) vetoed
the particles passing through the target. After deter-
mination of the stop rates per p& this target box was re-
placed by a synthetic foam support (0.002 g/cm ) to
avoid background events. The degrader was adjusted

then to account for the missing stopping power of p3.
Two detector systems were placed perpendicularly to

the beam axis. The first (Dl) consisted of a single cylin-
drical NaI crystal (27 cm diameter, 33 cm length) (NaIl)
with seven PM tubes. It was surrounded by four
55)& 60)& 1 crn cosmic veto counters and shielded by a 10
cm lead, 2 mrn cadmium, and 20 cm polyethylene hous-
ing. It was separated from the target by an 11)&11 crn
lead collimator (10 cm thick) with a scintillation counter
(AC1) at each end to veto charged particles.

Behind the collimator a photon converter telescope
was installed in order to distinguish photons from neu-
trons: A small cylindrical NAI crystal (12 cm P, 2 cm
length) (CV) converted about a third of the high energy
photons into electron-positron pairs. A 1 cm plastic
Cerenkov counter (Cl) then discriminated these elec-
trons from possible recoil protons due to neutron scatter-
ing. In order to confirm the CV-C1 coincidence a 2 mm
scintillation counter (Tl) completed the telescope and
provided a sharp timing signal. Ayhoton trigger was
thus released by an AC1 X CV)& C1)&T)&NaI1 coin-
cidence. The pulses of all these counters (except the veto
counters) were fed to charge sensitive analog-to-digital
converter (ADC's). In addition, the time between the
passage of a beam particle through p& and the event was
recorded together with the time elapsed since the last ac-
celerator synchronization pulse. Event data were
transferred to magnetic tape via a CAMAC system and a
PDP 11/40 processor.

The opposite detector (D2} consisted of a 8X8 matrix
of 6.35/6. 35X40.6 crn NaI bars with individual PM
tubes (NaI2, NaI wall). This detector and the associated
electronics is described in detail elsewhere. The shield-
ing was very similar to the one of D1, but was reinforced
by an additional layer of 5 cm lead. The photon telescope
of D2 did not include an active converter. The place of
the small NaI crystal was taken here by a 4 mm lead
sheet. Consequently, a photon signal was given by
AC2)&C2)(T2)&NaI2. Each NaI module had its own
ADC and TDC. The pulse height of C2 and T2 were
recorded, too. The sum of the energy deposits in all hit
bars was corrected by a Monte Carlo calculation for the
energy loss in the lead converter. For the ' C target we
used a 6 mm lead converter for D2. Consequently, the
detector acceptance and resolution differs. Since the final
number of events for ' C is quite small and the result
rather marginal, we have omitted a detailed discussion of
this data set in the following (see, however, Ref. 25).

B. Calibration and detector features

The determination of the muon stop rates in the target
per p, , the only beam counter able to support the max-
imum particle rates, presented some specific problems.
At an incident muon intensity of 30 MHz the counting
rates in the six p, hodoscope strips had to be corrected
for counting losses. We studied this effect by comparing
the p& rates with those of a counter monitoring the pri-
mary proton current at the production target. The p,
counting rate in function of the beam intensity was very
well fitted by a first order deadtirne correction, amount-
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ing to 23% at the maximum intensity of 30 MHz. We
determined the fraction of muons stopping per p& at re-

duced muon intensity using the scintillator box described
above. To reduce the intensity apertures were introduced
in the muon channel upstream of the last focusing ele-

ments. Since such a procedure may affect the phase
space density of the beam, we normalized the stop rates
without aperature to those with aperture by using the
number of observed electrons from muon decay in the
target. Electron events in our detectors could easily be
selected by switching the veto counters (AC1, AC2) from
anticoincidence to coincidence in the trigger. We
reached a typical precision for the number of muon stops
relevant for a measured spectrum of +7%. For Al we

had to assign a larger upper error (+ 19%) because we
could not rule out that the data were erroneously taken
with a thinner (18% less stopping power) target than
used during the range measurement.

The energy calibrations, the resolution functions, the
absolute acceptance and the neutron rejection of our pho-
ton spectrometers was derived from radiative pion cap-
ture (RPC) in hydrogen obtained by subtracting carbon
data from polyethylene data (see Fig. 3). For this pur-
pose the muon channel had to be tuned to the primary
pion momentum. The pulsed structure of the beam al-
lowed to discriminate pion stops in the target against the
considerable electron and muon contamination by time of
Aight selection relative to the accelerator radiofrequency
signal.

The energy calibration of D1 was performed as follows:
For the large cylindrical crystal the photon line at 129.4
MeV from the reaction m p ~n y and the end points of
the continuous spectrum from the charge exchange pro-
cess m p~nm;m ~2y at 55 and 83 MeV provide three
reference points. For this, events with an additional sig-
nal in any other converter telescope counter were
excluded. At 130 Me V an energy resolution of
hE/E(FWHM)=9% was found. We monitored this
calibration with frequent measurements of the energy
spectrum of cosmic muons traversing the crystal which
provided a relatively sharp peak at about 100 MeV. Dur-
ing eight days of operation this peak shifted by 2 MeV
which was accounted for. The small NaI converter was

1
R&(EO,E)=A exp — (E —Eo) for E &E,

20

R)(Eo,E)=A exp — (E —Eo)
1

217

Xexp z
(E —E, ) for E &E, ,

1

20

which is essentially a Gaussian with a low energy tail.
E, =0.760., A is a normalization constant and the width
of the resolution function is assumed to be of the form

AE
(FWHM) =2.35 X = a, +0 1

1/2

The fit yielded a value b,E/Eo = 11% at 130 MeV with

a~ ———0.011 and P, =3.0 MeV. The detector resolution
as a function of the energy is displayed in Fig. 4.

The time and energy calibration procedure of the NaI

calibrated with the energy loss signal of decay electrons
passing through the counter corresponding to 11 MeV.
Daily repetitions of electron runs proved this counter to
be stable.

The total energy of a photon event in D1 was given by
the sum of the deposited energies in the two NaI crystals
plus a correction for the mean energy loss in the other
converter telescope counters and the aluminum housings
of the crystals. Since the mean number of electrons and
positrons in the shower and, hence, the energy loss, in-
creases with the incident photon energy, we made the fol-
lowing ansatz for the true photon energy in D1:

E~ =Ey geo)+e)E~,

where E& is the sum of the measured energies in the con-
verter and the big NaI. We determined co& to 5.8+0.8
MeV and e, to (5.1+0.4)X10 ~ with a fit to the mea-
sured RPC spectrum on hydrogen which is displayed in
Fig. 3. The theoretical spectrum was folded with a phe-
nomenological resolution function that, for an incident
photon energy E0 is of the form
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wall (D2) is slightly more complex, as detailed in Ref. 24.
In order to optimize the event timing with respect to the
accelerator synchronization signal and to the p, counter
we first adjusted the TDC histograms of the individual
bars to a common time scale by means of the RCP pho-
ton time of flight peaks. We then calibrated the energy of
each of the 64 NaI modules with three lines from y
sources (' Cs, Y) and with the peak produced by cos-
mic muons passing through a whole row of bars (the posi-
tion of this peak was known from an earlier rneasure-
ment ). Events in the NaI wall were then processed as
follows: First all modules containing less than 2 MeV
were discarded. Among the remaining bars the one with
the maximum energy deposit was searched. The corre-
sponding TDC determined the event timing. In order to
suppress noise and event pile up only those bars which
fired within +10 nsec with respect to the bar containing
the maximum energy were kept for the calculation of the
total energy and the centroid of the photon shower.
Events with a centroid lying nearer than 6.35 cm to the
surface of the crystal array were excluded to avoid
shower escape.

Since the unknown energy loss of the photon shower in
the lead converter and the telescope counters was appre-
ciable and strongly dependent on the position of the pho-
ton conversion vertex, we simulated the detector response
with an electron photon shower Monte Carlo program
(EGS) developed at Stanford Linear Accelerator Center
(SLAC) (Ref. 26). We generated sets of 30000 events
with photon energies E of 10, 20, . . ., 140 MeV entering
the spectrometer via the lead converter. The generated
response was fitted best by a resolution function of the
following form:

R z(E,E)= A exp — (E Eo ) for E & EI—,2
2oo )

Rz(Er, E)=B exp — (E, E) for E &EI, —1

oz

with

Er —Eo=z+~zEr' coz ——17.6 MeV, ez ——0.051,
o, =a, +P,E, a,=3.7 MeV, P, =0.020,

crz p+5E——, II)=6. 1 MeV, 5=0.022 .
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In addition, the simulation provided the energy depen-
dence of the detector acceptance. We established the
final energy calibration by fitting the measured hydrogen
RPC spectrum with the above parametrization of the
resolution function leaving coz as a free parameter. In or-
der to be sure that the calibration was as precise as possi-
ble in the RMC energy region we included only the m de-

cay spectrum in the fit. This fixed coz to 18.1+0.7 MeV
(Fig. 3) in quite good agreement with the simulated value.

The absolute acceptance a& of the detector Dl was
determined with a measurement of the RPC yield from a
carbon target comparing it to the average of all published
values of (1.77+0.06)X10 (Ref. 27) with the result
a~ ——(1.18+0.09)X 10 at 130 MeV. This value needs

to be corrected for the energy dependence of the photon
conversion probability in NaI, the photon self-
absorption in the target (2%) and the higher low energy
threshold of NaI (22 MeV) used for p-capture runs to
suppress bremsstrahlung backgrounds. The, resulting ac-
ceptance is displayed in Fig. 6.

The acceptance a z of D2 was normalized with the mea-
sured photon yield from pion capture in hydrogen result-
ing from the CHz —C subtraction. In this way we avoid-
ed the correction for the loss of carbon events in the low

energy region due to the high trigger threshold. Folding
the theoretical spectrum with the parametrized resolu-
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FIG. 7. (a) Hit bars distribution for 60-70 MeV photons (1)
and neutrons (2). (b) Hit bars for p-capture events of the same

energy from ' 'Ho. The solid line is a fit with a mixture of pho-
tons and neutrons.

tion function gave a2 ——(3.80+0.33)&&10 at 130 MeV
using a value of 1.26+0.06 Fo for the probability of pion
capture on a proton in CH2 (Ref. 29) and 0.605+0.003
for the branching ratio for the charge exchange process.

A severe problem in RMC experiments can be caused
by the high neutron background resulting from ordinary
muon capture. For Ca the neutron production rate in
an energy interval between 55 and 90 MeV is about 100
times higher than the photon yield. ' Therefore, the neu-
tron sensitivity of our detectors was investigated also
with the pion beam. Neutral products of the prompt @-

capture process in the carbon target could be well
identified by their time of flight (TOF) difference to the
detectors (e.g. , 75 MeV neutrons had a TOF difference to
photons of -2.5 nsec for Dl and —3.5 for D2). By
switching the conversion telescopes off we determined the
number of neutron events in the energy region between
60 and 90 MeV among nonconverted events. Using the
neutron detection efficiency of NaI (-6.3X10 cm ')
(Ref. 32) we then estimated the approximate number of
neutrons emitted into the detectors' solid angle. The
comparison to the number of events with a neutron TOF,
seen with the conversion telescopes on, yielded directly
the neutron detection efficiency of our detectors, which
was &4X 10 for Dl (we actually did not see any clear-
ly identified neutron events in Dl) and 4X10 for D2.
The fairly high neutron sensitivity of D2 was caused by
neutrons producing recoil protons in the trigger counter
T2 which were able to fire the Cerenkov counter by
knock-on electrons. A calculation performed with a
theoretical model for knock-on electron production
reproduced the right order of magnitude for the observed
probability and the correct energy dependence of the pro-
cess (the neutron sensitivity strongly decreased with ener-

gy).
The modular structure of the NaI wall, however,

offered the possibility to suppress and determine the neu-
tron background in photon spectra quantitatively. As
Fig. 7 illustrates, the distribution of the number of NaI
bars that participate in an event clearly discriminates

photon showers from the spatially well confined recoil
proton events.

We consequently used sets of our muon capture data
including only events that involved at least three bars, a
condition which reduced the neutron sensitivity by 85%.
The altered detector acceptance for the reduced data sets
can easily be investigated by reanalyzing the neutron free
RPC spectra (cf. Fig. 6).

IV. DATA REDUCTION

A. Background analysis

In order to make the data analysis procedure clear the
composition of the measured photon spectra [Fig. 8(a)] is
shortly described in the following:

An appreciable part of the stopped muons in the target
material decay in the atomic orbit (Table VI). The lower
part of the energy spectrum is therefore completely dom-
inated by the electron bremsstrahlung from normal muon
decay p ~e v, v„and by photons from the radiative
muon decay p ~e v, v„y. The spectral shape of the
two contributions is rather similar, but the radiative de-
cay is negligible compared to the outer bremsstrahlung
for a mean path of the decay electron of 0.06 (' C) to 0.29
( Bi) radiation lengths through the target. For a free
muon the brernsstrahlung spectrum cuts off at half the
muon mass, but for a bound muon it extends to slightly
higher energies (Fig. 9).

Between 60 and 100 MeV the major part of the spec-
trum consists of radiative muon capture photons. Be-
cause of the comparatively high RPC branching ratios of
the order of -2)& 10 (Ref. 27) a pion contamination of
5)& 10 in the muon beam is sufficient to produce a pho-
ton background of the same order of magnitude as the
RMC signal which is expected to be in the range of 10
per captured muon. The neutron events in D2 fall into
this same energy region.
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ed in Table I. The pion contamination was not homo-
geneous over the beam cross section. Therefore S, de-
pended on the target because the muon and pion stop
fractions in the degrader and in the targets respectively as
well as the counting eSciencies were different for each
hodoscope strip.

As Fig. 10 demonstrates, an appreciable part of the
muon induced events falls into the prompt time region.
Since the RPC energy spectra below 50 MeV nearly drop
to zero, this contribution can directly be obtained from
the ratio (r„) of p-decay events appearing in the prompt
spectrum to the number of events in the pion-free spectra
below 50 MeV. Thus, the number of oversubtracted
muon events is

dip dN„'
[ I +(I +Sp, )r„] .

3. Subtraction of nontarget associated background

From our pion-free spectra we subtracted pion-free
empty target runs with a subtraction factor S normalized
to equal numbers of p& counts. This removed every back-
ground caused by the beam. (As Fig. 2 shows, there is no
material behind the target, i.e., "shadowing effects" may

65 70 75 80
Energy (MeV)

FIG. 11. Energy spectrum of events from the Bi target
which fired only one or two bars of the NaI wall [predominantly
neutrons (open circles)] compared to the spectrum of events
with more than two bars involved [predominantly photons
(solid triangles)].

be excluded. ) Since the muon intensity was not complete-

ly stable, a contribution from cosmic muons remained in

the D2 spectra. We removed it by subtraction of data
taken with the accelerator turned off, normalizing to the
fraction f4 of cosmic events above 200 MeV. Thus we

obtained the signal from the target as

d~ target dQ'" ditto"i d~cosmic

dE dE dE dE

4. Analysis of neutron background

We determined the remaining neutron contribution in
our spectra (including only events with more than two
bars involved) by fitting spectra of the number of bars
which Gred for the full data set with a mixture of mea-
sured pure photon and pure neutron spectra [Fig. 7(b)].
This fit had to be carried out in energy bins of 10 MeV
because the relevant distributions slowly vary with the
photon energy. As Fig. 11 illustrates, the shape of the
measured neutron spectra is very similar to the photon
spectra. We, therefore, accounted for the neutron con-

TABLE I. Quantities involved in the pion event subtraction. The ineSciency of the prompt time cut is defined as
~„=S,„/(1+5„).

Target Dl

IneSciency of
prompt cut

Epr

D2 D1

Pion contribution in
RMC energy region

after prompt cut
D2 Dl D2

Muon contribution in
prompt time window

12C

16O

A1
Ca

natpe

165H

2098

Empty

0.161+0.011
0.153+0.010
0.146+0.013
0.130+0.018
0.184+0.013
0.351+0.25

0.112+0.007
0.217+0.007
0.257+0.008
0.231+0.007
0.240+0.007
0.325+0.011
0.331+0.007
0.36820.010

0.130+0.006
0.082+0.004
0.086+0.005
0.173+0.013
0.195+0.009
0.842+0.054

OA62+0. 015
0.500+0.013
0.282+0.008
0.164+0.005
0.186+0.005
0.594+0.020
0.475+0.010
0.789+0.022

0.261+0.003
0.158+0.003
0.271+0.005
0.214+0.007
0.287+0.005
0.232+0.009

0.433+0.019
0.182+0.002
0.205+0.003
0.173+0.003
0.209+0.004
0.179+0.005
0.227+0.003
0.225 +0.006
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TABLE II. Background contributions in the RMC region (65 to 90 MeV).

Target D1

Empty target
contribution

D2
(Neutrons)

D2

Pll

(Pile-up)
D1

12C

16O

Al
Ca

ll8t Fe
165Ho

209Bi

0.019+0.005
0.014+0.003
0.020+0.005
0.080+0.019
0.064+0.016

0.522+0.098
0.182%0.018
0.086+0.009
0.049+0.005
0.060+0.006
0.345+0.034
0.201+0.021

0.099+0.020
0.070+0.009
0.053+0.006
0.049+0.006
0.116+0.048
0.185%0.019

0.258
0.022
0.025
0.009
0.015

tamination in photon spectra with an overall factor f„
(Table II).

5. Correction for pile up eve-nts

We tested the possibility of event pile up in our detec-
tors by comparing the spectral shapes of decay electrons
at different beam intensities. While the NaI wall was
completely insensitive to pile-up effects due to its modu-
lar structure, the big single crystal produced unphysical
high energy events for light targets at maximum beam
rate. A Monte Carlo program simulating the electronic
arrangement and using the experimentally measured elec-
tron rates reproduced the measured distortion of the elec-
tron energy spectra exactly. We consequently calculated
the probability for a bremsstrahlung photon to be pushed
up into the RMC energy region by a part of an electron
pulse falling into the 1 @sec ADC integration window of
the two NaI crystals of Dl. The calculated fractions fv„
of pile-up events in the RMC region are listed in Table II
for the five heavier targets. For the lightest targets ' C
and ' 0 the number of pile-up events was larger than
twice the photon contribution. We therefore discarded
all D1 data for these targets. This correction was only
discovered after the preliminary analysis of our data from
detector D1, presented in Ref. 35. This explains the too
high capture rates for the two lightest targets given in the
latter report.

B. Photon yield calculation

1. Normalization

In order to calculate the absolute photon yield a nor-
malization factor No was used for each spectrum

p„represents the number of muon stops in the target,

f„v is the percentage of the muons captured from the
atomic orbit, f», is the fraction of photons absorbed in
the target, calculated for an average photon energy of 70
MeV, and ao is the detector acceptance at 130 MeV. f„
and f „are the fractions of the remaining neutron and
pile-up events, respectively.

2. Fit procedure

We made the fit to our data dN„/dE in the energy re-
gion between 65 and 95 MeV with the following expres-
sion:

dAw

dE ~ dE
(gE) f R(E,E&)r(E&)dE& .

dANldE„ is the theoretical photon yield per captured
muon normalized to 1 in the energy interval AE, i.e.,

and Br ( b,E) is the total photon yield in b,E (we chose the
energy region above 57 MeV to be able to compare our
results with those of other works. ' R (E,Er ) represents
the detector resolution function and r(E ) the relative
acceptance normalized to 1 at 130 MeV.

The free parameter was B (hE) for the theories of
"Chr81" and "CG85" and in addition the maximum pho-
ton energy k,„ for the polynomial used by "CRS80." In

TABLE III. Fit intervals and event statistics.

Target

Detector D1
Fit interval Number of

(MeV) events

Detector D2
Fit interval Number of

(MeV) events

12C

16~

Al
Ca

l18tFe
165HO

209Bi

[65,92]
[64,93]
[65,93]
[65,92]
[64,85]
[66,91]

420+25
613+29
946%36
609+29
124+16
275%27

[71,88]
[65,90]
[65,90]
[65,90]
[65,90]
[65,85]
[65,85]

75+46
325+37
889+46

2288+64
1819+60
180+39
865+68
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TABLE IV. RMC branching ratios per muon capture for photon energies )57 MeV; maximum photon energy k,x in closure ap-

proximation; X per degree of freedom.

Target

12C

16O

Al
"Ca

natFe

16SHo

209Bi

Applied
theory

CG85
CG85

CRS80
CRS80
Chr81

CRS80
CRS80
CRS80
CRS80

Branching
ratio (10 )

1 85+0 ss

2.26+0.30
2.23+0.29
1.59+0.22
0.91+0.18
0.58+0. 10

Detector Dl
kmax

(MeV)

86.8+1.8

92.1+1.8
89.7+1.7
83.7+5.3
88.5+0.6

X

0.75
0.80
0.87
1.13
0.70
0.83

Branching
ratio (10 ')

2.7 +1.8
2.44+0.47
2.39+0.46
1.80+0.sv

2.34+0.30
2.2920.30
1.87+0.25
0.58+0. 19
0.6820. 12

Detector D2
k max

(MeV)

89.9+5.0
90.8+ l. 8

92.6+0.8
90.6+1.2
85.1+11.4
84.2+2.7

0.89
0.93
0.91
1.25
1.14
1.18
1.47
0.78
1.62
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FIG. 12. Fitted RMC spectra for detector D1.
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FIG. 13. Fitted RMC spectra for detector D2.

order to base the results on the experimental data we
finally multiplied B„(hE}by the ratio of the actual num-
ber of events in the fitted energy region to the integral of
the fitted curve in the same region.

V. RESULTS

Table III compiles the energy regions with the corre-
sponding number of events that have been compared to

the theoretical predictions. We fitted the polynomial
spectrum of "CRS80" to all our data (except the ' C data
for which the statistics were not suScient for a reason-
able two parameter g fit). Table IV lists the values for
the resulting RMC branching ratios 8& above 57 MeV
and the maximum photon energies k,„, while Figs. 12
and 13 show the fitted spectra. The calculation of
"CRS80" has only been carried out for the nuclei 4zMo,
5pSn, 64Gd 74W, SzPb, 9zU. In order to be able to extract
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10

o o4-p
co &)

0
0

1 exp. data

(3)

" Chr81
CRS80

(1)
1 I 1 I

20 40 60 80 100
Z

Target

12C
6

16O
8

3A1

Ca
Aat Fe26
165Ho
67

209Bi
83

Branching
ratio (10 ')

2.7 +1.8
2.44+0.47
1.83+
2.30+0.21
1.71+0.17
0.75+0. 13
0.62+0.08

CRS80

7.2+".—11.8
6 0+2.0—3.0

2.5+", ,
63+ .o—1.5

3.0+1.3
—0.5+1.4

0.2+1.1

CG85

9.5+7.2
8.4+1.9

Chr81

6.3+"—1.5

TABLE V. Weighted means of the RMC branching ratios
above 57 MeV for the two detectors and the resulting values for
g~ following the indicated theories.

FIG. 14. Weighted means of the RMC branching ratios
above 57 MeV for the two detectors compared to the theoretical
predictions. (1) gp

——0, (2) gp =7g„, (3) g~ =14g~.

a value for gz from the measured RMC branching ratios
of

&
3A1, "2'6Fe, "6'7 Ho, and 83 Bi, we extrapolated the

theoretical branching ratios to all values of nuclear
charge Z by a straight line starting from the Ca branch-
ing ratio calculated by "Chr81" as illustrated in Fig. 14.
The values obtained for gp vs Z are shown in Fig. 15 and
listed in Table V.

We determined the values of g~ for the ' 0 and Ca
data with the specific models "CG85" and "Chr81." A
comparison of the values for the g per degree of freedom
to those obtained with the "CRS80" polynomial (Table
IV) shows that the fit to the data was rather insensitive to
the differences in the spectral shape used, a fact which
has to be ascribed to the bad energy resolution.

For the ' C data we adopted the "CG85" model.

A. Precision of the results

The errors given for 8 and gp (Tables IV and V) cor-
respond to 1 standard deviation and include the statisti-

18

16-
g~ =""ga

12-

10-
It8-

C7l 6-

cal as well as the systematical errors.
The error of the number of events in the individual en-

ergy channels are correlated via the errors of the subtrac-
tion factors S „, S, f4, and the common factor
[I+(I+Sp„)r„]. The error of the total number of pho-
ton events in the considered energy region has therefore
not been determined from the 7 fit but has been calculat-
ed by means of a Monte Carlo method varying the in-
dependent quantities within their normal distribution.
The resulting values are, as expected, 20-30% higher
than those given by the P fit. A fairly important contri-
bution of 6—9% to the error of the number of photon
events is due to the uncertainty of our energy calibration
[0.8 MeV (Dl), 0.7 MeV (D2)] at the low energy limit of
the RMC region.

The uncertainty of the absolute normalization (No ) in-
cludes contributions from the number of muon stops p„
(7%), the captured fraction of muons f„p (0.2—2.7%, see
Table VI), and the absolute acceptance ao of the photon
detectors [8% (D 1), 9% (D2)]. The influence of the
detector resolution on the branching ratios is small
( & 3% error). The errors of f,b, and f „have been
neglected.

The extrapolated photon yield in the energy interval
above 57 MeV depends on the theoretical spectral shape
used below the experimental accessible energy region
starting at 65 MeV. If, for example, the maximum pho-
ton energy k,„ in the "CRS80" polynomial is changed
from 90 to 91 MeV then the extrapolated photon yield
between 57 and 65 MeV changes by 3% of the total yield
above 57 MeV.

TABLE VI. Normalization factors.

g =0

l I I I I I I I

10 20 30 40 50 60 70 80
z

FIG. 15. Pseudoscalar coupling constant gp vs nuclear
charge Z. Solid circles: this experiment. Solid squares: see
text.

Target

12C

16O

Al
40C

natFe

165H

209B

fcap

0.074 +0.002
0.175 +0.005
0.606 +0.002
0.844 +0.002
0.9064+0.0006
0.9659+0.0003
0.9666+0.0002

abs

0.965
0.946
0.941
0.919
0.908
0.961
0.858
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B. Comparison to previous data

Our data on Ca are in good agreement with those of
Refs 6 and 7: B„=(2.11+0.14)X10 and B~=(2.07
+0.20) X 10, respectively. However, for ' 0 we find a
value which differs from the preliminary result of a pair
spectrometer measurement quoted in Ref. 36;
Br =(6.2+0.8) X 10 by four combined standard devia-
tions. Figure 16 shows a comparison of the "unfolded"
spectra, i.e., the spectra have been shifted by the average
displacement of the resolution function from the true en-

ergy and the normalization factors have been divided out.
This technique was proven to give identical results to the
comparison with correctly folded theoretical curves in
the narrow resolution pairspectrometer case, in the low
resolution data reported here it serves mainly to indicate
the possible origin of the discrepancy. The difference
seems to arise mainly from the overall normalization
(and/or background subtraction), not from the extrapola-
tion (down to 57 MeV) using theoretical predictions,
since already the high energy data above 65 MeV differ

by nearly a factor of 2. For a more complete discussion
one must await the final analysis of the pair spectrometer
data.

VI. CONCLUSIONS

The data obtained in this experiment allow a first view
of the behavior of the induced pseudoscalar coupling in
nuclei, if further more refined theoretical calculations
should back up the expectations based on the Fermi gas
model. Within the limited precision, dictated by back-
ground conditions adverse to measuring the rare radia-
tive muon capture process, the relative importance of the
radiative branch seems to decrease with increasing nu-

clear mass indicating a nearly complete quenching for
heavy systems. Such a behavior has been predicted by
Delorme et al. ' In the nuclear matter limit gz ap-
proaches 1 and gz approaches 0, as for a bare Dirac par-
ticle. For finite systems gz decreases with the nuclear
size to about 30% of the nucleonic value for large nuclei
(R ~4 fm) in this calculation. However, the authors
themselves caution the direct application of their predic-
tions to radiative muon capture, because their treatment
applies mainly to the spatial part of the pseudoscalar
current, not to the time part, which is measured in our

x)0

1.2- f Frischknecht et al.

& this experiment

0.8-

0.4-
QP
L

~ 00,
O

0) 2

A~

f

+ Frischknecht et ol.
f this experiment

0
I

70
I I

9080
Energy (MeV)

FIG. 16. Comparison of the photon spectra for ' 0 (bottom)
and Ca (top) with previous data. Open circles: this experi-

ment. Top: solid squares, Ref. 7. Bottom: histogram, Ref. 36.
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experiment. However, the dramatic renormalization
effects, which appear in the comparison to the model cal-
culations certainly warrant a fresh look at these predic-
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In view of the good agreement for Ca among various
measurements, additional experimental data for ' 0 and
heavier nuclei are desirable.
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