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Photonuclear and atomic cross sections of Al between 3 and 38 MeV
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The total cross section for photon absorption of Al was measured for energies between 3 and 38
MeV with a y-ray spectrometer consisting of a liquid deuterium target viewed by a photoneutron
time-of-flight detector. Corrections to the observed total cross section for background electromag-
netic processes in the absorber were computed by a Monte Carlo method. Between 5 and 8 MeV
where the photonuclear cross section o.~ is negligible and the uncertainty in the measurements is
small, values of the atomic cross section crz calculated by others systematically exceed the mea-
sured values by 0.7%. In this energy interval o.z is mainly due to incoherent photon scattering by
atomic electrons. Nonrelativistic atomic form factors and estimated radiative corrections used in
calculating the tabulated incoherent scattering cross sections introduced enough uncertainty to jus-
tify decreasing o.;„„h by 0.87% to bring crz into agreement with experiment. Correcting this
discrepancy causes the integral between 10 and 38 MeV of cr~, which has a maximum value of
about 5% of o.z, to increase by 18% to 500 MeVmb. We conclude that the giant dipole reso-
nance of Al has a strength of 1.24 classical sum rule units.

INTRODUCTION

The integral over energy of the photonuclear cross
section is the nuclear analog of the sum of the oscillator
strengths for photon absorption by atomic electrons. In
the atomic case the absorption strength is proportional
to the atomic number Z. Dipole absorption associated
with the relative motion of rigid, pointlike nucleons is
proportional to NZ/A where N is the number of neu-
trons and A is the total number of neutrons and protons.
It was recognized early on that the nuclear integrated
cross section X is increased by absorption associated
with mesonic degrees of freedom, nuclear spin flips, and
higher multipoles. Recently there has been theoretical
clarification concerning how much of the mesonic, or ex-
change, contribution is already included in the classical
Thomas-Rieche-Kuhn sum rule adapted to the nucleus.

Two classes of experiment have yielded values of X.
One class measures every photonuclear reaction cross
section for a given nucleus, integrates each over all solid
angles and energies, and sums over all the reaction chan-
nels. In practice results from different laboratories have
to be combined, with consequent uncertainties of nor-
malization. The other approach is to measure the total
cross section for photon absorption at all energies, sub-
tract the total non-nuclear cross section, and integrate
over energy. This prevents omission of reaction chan-
nels and avoids angular integrations and relative normal-
izations. However, since the atomic absorption is much
stronger than the photonuclear absorption, small abso-
lute experimental or theoretical errors cause large per-
centage errors in X. Accuracy also requires thick, uni-
form, monoisotopic absorber s, and good absorption
geometry. Fortunately there are cases where the atomic
cross section o.z can be measured at energies where the
photonuclear cross section o.z is negligible, and can be

reliably extrapolated into the region where o.& of a sin-
gle isotope contributes. This is the case with Al.

The total photonuclear cross section o z(co) of an iso-
tope of the element having atomic number Z can be ob-
tained by measuring the total absorption cross section
o(co) of the isotope for photons of energy co and sub-
tracting from it the atomic cross section oz(co) of the
element. The maximum value of o.~(co) is about 30
times smaller than o.z(co). The measurement must be
done with care and crz(co) must be known precisely. At
the present time o z can be calculated with an uncertain-
ty of about 0.2% for light elements. Tables of oz are
available' for 1 & Z & 100 and 0.1 keV & co & 100 GeV.
For heavy elements the cross section values in the MeV
energy range are known to be somewhat better than 1%.
We have been engaged in a program at the National
Research Council of Canada (NRC) to measure cr for
isotopes over a wide range of Z to a precision of better
than 0.5% for co between 3 and 38 MeV by a method
different from those previously used.

We employed a spectrometer consisting of a liquid
deuterium target viewed by a photoneutron time-of-flight
detector. The spectrometer can detect y rays whose en-
ergies exceed a threshold value slightly greater than the
2.2246-MeV binding energy of H. With energy resolu-
tion remaining less than 3% up to about 40 MeV, study
can be carried out not only of the energy region of the
giant dipole resonances where most photonuclear ab-
sorption occurs, but also below the particle threshold of
most nuclei where the total photon cross section is
essentially equal to crz and can be compared with corre-
sponding theoretical values of o z(co).

We chose Al as a small-Z, monoisotopic element suit-
able for accurate measurements of total absorption. It
can be obtained in very pure form and is readily
machined into a dimensionally stable absorber, which is
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free of voids, and inert in air. The total absorption cross
section of Al for photons has been measured previous-
ly, the best known results being for co greater than
10 MeV. Some theoretical calculations have been made
of the photonuclear cross section of Al. Interest has
been renewed in the integral of o.z over photon energy
because of theoretical progress on sum rules and ex-
change forces in nuclei' ' and because of recent exper-
iments ' ' which have attempted to resolve discrepan-
cies between measured values of the integrated cross sec-
tions of nuclei.

Accurate experimental values of o. for Al have been
reported' at 6.418 and 7.646 MeV. They were obtained
by nuclear resonance techniques and ought to be free of
systematic errors due to in-scattering and other elec-
tromagnetic backgrounds. Values of o were found
which are smaller than o.z calculated' by Hubbell,
Gimm, and @verb& by slightly more than the uncertain-
ty in oz estimated' by Gimm and Hubbell. In two
separate experiments ' we have measured 0(co) for Al
with precision, accuracy, and repeatability comparable
to the theoretical uncertainty in o.z. In the second ex-
periment the Al absorber was of the same dimensions as
a single crystal Si absorber whose mass was measured
at the same time with the same apparatus. The Si densi-
ty agreed to within one part in 10 with the accepted
value for p(Si) which is uncertain by a few parts in 10 .
We believe that uncertainty in p(Al) of the new absorber
is about 1 part in 10 . The same value of p(A1), with an
uncertainty of 0.3%%uo, had been obtained for the old ab-
sorber. To obtain 0.1% uncertainty in o. we need only
about 1 part in 10 uncertainty in the mass per unit area,
which unlike p does not required measurement of the ab-
sorber length. The repeatability of the experiment indi-
cates that this was certainly achieved in the first experi-
ment also. We report here the combined results of both
experiments, combined according to statistical weights,
and corrected by about 0.2% to account for electromag-
netic background effects not previously included. These
corrections were computed ' using a Monte Carlo pro-
gram written by Ahrens. The uncertainty in our ex-
perimental data between 4 and 12 MeV is comparable to
that of the values of o.z calculated from theory in this
energy region. A serious test of the tabulated values' is
therefore possible in this case of small Z. We find the
agreement very good between 5 and 8 MeV. We have
corrected the incoherent contribution to o.z by 0.87%
before using calculated values of o.z to extract photonu-
clear cross section values from our measurements of o. at
higher energies.

EXPERIMENTAL

The experiment consisted of measurement of the ratio
of photon flux F transmitted by an Al absorber to the
flux Fa incident on it. The relation

F (co) =F0(co)e

gives the absolute value of a(co) when the number n of
atoms per unit area of the absorber is known accurately.
Photons were observed by detecting photoneutrons they

produced by the H(y, n) reaction in a liquid deuterium
(LDz) target behind the absorber. The energy of a pho-
ton was found by measuring the flight time of the pho-
toneutron it ejected from the LDz target. The absorber
was periodically inserted in a beam of pulsed brems-
strahlung produced in a radiator exposed to 42 MeV
electrons from the NRC linac. The time-of-Right (TOF)
resolution was 0.3 ns/m. The entire photon energy in-
terval of 3 &~ & 38 MeV was covered in each measure-
ment, with energy resolution of 0.36%%uo & Ace/co (3.2%%uo.

The LD&/TOF spectrometer and the experimental
techniques have been described before. ' One-quarter of
the present data were reported in Ref. 2. The counting
statistics were doubled by Sherman. Using a new ab-
sorber, Sherman and Davidson repeated the experiment.
They reported the new data combined with the first set
of measurements. In the present work the data ' have
been reanalyzed and additional small corrections have
been applied to the complete ensemble of Al data.

Photoneutron flight time was measured by starting a
time-to-digital converter (TDC) on the bremsstrahlung
pulse and stopping it on the neutron recoil in the detec-
tor. The TDC was calibrated as described earlier using
sharp absorption resonances in the ' C(n, n') reaction.
At intervals, a graphite absorber was placed in the flight
path between the LDz target and the neutron detector.
Data from each calibration was fitted by least squares to
the absorption resonances. The 0 (co) for Al of Sherman,
Ross, and Lokan were weighted averages at each co of o
from many measurements individually calibrated from
' C resonances located to within 0.5 channel (2.2 ns) pri-
or to the least squares fit. In order to combine the new
and old Al data, all the calibration runs have been
reanalyzed. Distinctive features in the ' C cross
section —six major resonances, and one sharp minimum
at 3010 keV —were located with a precision of about
+0.05 channel by fitting them to Gaussian shapes. The
least squares fit was then repeated to verify the TDC
slope. The ' C(n, n') features extended over about 500
time channels of the 1024 channels available, and over a
neutron energy range of 2 to 8 MeV. The calibrated re-
gion was enlarged to about 600 channels by introducing
a large delay in the "stop" line carrying detector signals
to the TDC. No significant deviation from linearity was
detected.

The slope of the TDC calibration curve was found to
be essentially constant from run to run and extremely
linear (see Table II of Ref. 2).

The position of an absorption line varied by no more
than one or two channels over periods exceeding six
months. We assumed that the TDC slope was the same
for all runs. From each calibration run the change in in-
tercept was computed by which the corresponding ab-
sorption data set had to be shifted to line up with all the
other data sets. The first and second halves of the data
were treated as being from different experiments, since
different absorbers were used. The corresponding data
sets were added separately together and cross section
values were obtained from them. The two sets of cross
section values agreed within statistical uncertainty.

Between 5 and 8 MeV the first cross section data set
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a; (mb)

1888+78
1777+78

b; (mb/MeV)

172.9+23.1

136.2+23.1

c; (mb/MeV )

9.06+ 1.70
6.18+1.70

TABLE I. The parameters a;,b;, c; of a second order polyno-
mial fit [Eq. (1)] to the raw cross section data are listed for the
results of Experiment 1 [Al data of Ref. 2 plus data taken by
Sherman with the same absorber (see Ref. 4)] (i = 1) and Experi-
ment 2 [Data taken with new absorber by Sherman and David-
son (see Ref. 4)] (i =2).

T„[1 + ( m „—B) /m ~ ]+B [ 1 B—/2m ~ ]

1 —( T„+B)/m ~+ [T„(T„+2m „)]' cos8/m z

(3)

where m „,m ~ are the rest mass energies of the neutron
and proton and 8 is the neutron separation energy of the
deuteron (2.2246 MeV).

For small T„ the denominator D(T„,O) is nearly in-
dependent of cos0:

D ( 0 ) = 1 B /m—
p

. (4)

(i =1) and second set (i =2) can be fitted by second or-
der polynomials:

The largest T„ in this experiment is about 20 MeV, for
which

o;(co)=a, b;ro—+c;co, i =1,2 . (2)
D (20, 6)) =0.9763+0.2077 coso .

Table I lists the values of the parameters for each case.
When the second fitted curve is subtracted from the first,
we obtain the average discrepancy

b cr(co ) = (112+110)—(36.6+32.6)co

+ (2.88+2.40)co mb,

which shows that the functional forms of the two fits are
very similar.

The two values at each ~ were weighted according to
statistics and combined to form a weighted average. the
result was corrected for air displacement and geometri-
cal in-scattering. New corrections calculated by a
Monte Carlo method have now been applied to the ob-
served cross section to compensate for in-scattering and
other background effects. These will be described below.

It was noted that some uncertainty in co arises from
uncertainty in 0, the angle of neutron detection relative
to the direction of the incident photons, which was es-
timated to be about +2'. Since then, 0 has been mea-
sured carefully. We reexamine two effects here: (i) the
spread in co due to the finite solid angle subtended by the
neutron detector at the LD2 target, and (ii) the magni-
tude of uncorrected systematic error in our previous
measurements due to a small departure of the angle of
observation from 90'.

The photon energy can be expressed in terms of the
observed photoneutron kinetic energy T„and its ob-
served angle of emission 0:

The neutron detector subtended a total angle of about
0.45' at the LD2 target. The relative energy spread
b, co/co introduced by b, 9 of +0.225' is +0.096% at 42
MeV decreasing to +0.066% at 22 MeV (where b, cu is
+14 keV). This is much smaller than the uncertainty in
co introduced by the time-of-flight resolution, and can be
neglected.

The departure from 90' of the angle between the pho-
ton beam axis and the center of the neutron detector was
measured with a laser beam and an accurate prism.
The detection angle was found to be 90. 12', so that
cos0= —2.086)& 10 . The slight discrepancy from 90'
requires that co be increased by 0.04% at 42 MeV —that
is, by 19 keV —from the value obtained when 0 was as-
sumed to be exactly 90'. For 10-MeV photons this sys-
tematic correction is +2 keV. This correction has also
been neglected.

The values of co listed in Table II have been corrected
as in Ref. 2 for small systematic discrepancies between
the neutron energies given by the least square fit to the
calibration data and the accepted values.

The observed cross section is slightly smaller than the
true value of cr(co). This discrepancy arises from the ex-
perimental geometry, from regeneration of photons in
the absorber, and from scattering of secondary photons
and electrons (which may reradiate) into the detection
solid angle. The discrepancy can be minimized by hav-
ing a very small detection solid angle, a parallel beam of

TABLE II. Corrections 5(co) to the observed values of the total absorption cross section are listed for photon energies co between
4 and 8 MeV where the photonuclear cross section is negligible. The corrections 5, for air displacement, 5, for geometrical in-
scattering, and 5b for other background processes are shown as percentages of o.z(co), the calculated atomic cross section (Ref. 1).
The discrepancies e (co) between the corrected experimental values o.(co) and o.z(co) are also shown.

~ (MeV) 5. /oz (%)

0.0465
0.046
0.0455
0.045
0.044

5, /oz (%)

0.120'
0.125'
0 130'
0 134'
0 139'

5b/o. z (%)

0.200b

0.190
0.180
0.171b
0.161

5 (mb)

+5.1

+4.6
+4.2
+4.0
+3.8

o. (mb)

(1366+6')
1264+ 14"
1181+13"
1126+13
1083+12

o.z (mb)

1392+3
1271+2.5
1190+2
1133+2
1092+2

e (mb)

( —26)
—7.4
—8.8
—7.0
—8.2

'Average for the two data sets calculated by the method of Ref. 2.
5b ——5MC —5„where 5MC is the background correction found by Monte Carlo calculations.

'Statistical uncertainty in the observed value at 4.013 MeV.
Uncertainty in value derived from a polynomial fit to the data between 5.5 and 8 MeV.
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FIG. 1. The weighted averages of measurements of the total cross section of Al for absorption of photons are plotted (solid circles)
vs photon energy. The error bars represent one standard deviation due to counting statistics. The crosses represent values of the atom-
ic cross section listed in Ref. 1. The area bounded by the circles and the broken line is due to nuclear absorption.

incident photons, good collimation of the incident and
transmitted beams, and diameters of the photon beam
and absorber closely matched to the target diameter. In
this experiment the LD2 target subtended 1.06 msr at
the radiator.

0.48
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FICx. 2. The fraction 5Mc/o. z of the atomic cross section az
by which the observed absorption cross section must be in-
creased to correct for in-scattering and regeneration of photons
is shown as a function of the fractional photon energy co/coo for
a maximum photon energy coo of 40 MeV. The correction 6Mc
was calculated by a Monte Carlo method using an approxima-
tion to the actual experimental geometry. For co/coo &0.55, the
solid curve, a polynomial fit to the computed points was used.
It has been extrapolated (dashed curve) beyond co/coo) 0.7 ig-
noring the highest energy point. The dashed-dotted curve
represents the relative contribution 6, /o. z due to geometrical
in-scattering.

Although other experiments ' have had better
geometry, the geometrical effects on the present results
are still only fractions of a percent and have been
corrected for. Good geometry allows most of the pho-
tons scattered forward after Compton interactions to
avoid detection. The remaining "geometric in-
scattering" is easily calculated ' and corrected for.
The results for Al are shown in Fig. 1.

The Al absorber used in the first experiment was 178
mm long, and was 200 mm long in the second. In both
cases the absorber was situated approximately midway
between the radiator and the LDz target. The midplane
of the target was 2.56 m from the radiator. In the first
experiment the absorber was 53 mm in diameter—
considerably larger than necessary to occult the 47-mm
diameter LD2 target. Photons initially directed outside
the solid angle subtended by the target at the radiator
could illuminate almost the entire cross section of the
absorber at the end closest to the target. This penumbra
was possible because of the finite size of the beam spot.
A small fraction of the misdirected photons could be
scattered by the Gray-Compton effect into the LD2
thereby reducing the observed cross section by an
amount 6, . The solid angle subtended by the absorber at
the target was used in calculating 5, in this case. In the
second experiment the Al absorber was 35 mm in diame-
ter. It was held by four hollow Al cylinders 53 mm in
diameter and 25 mm long, equally spaced. This approxi-
mately halved the thickness of Al traversed by misdirect-
ed photons. When calculating 6, for the second experi-
ment, we therefore assumed that the diameter of the
LDz target established the in-scattering solid angle. The
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values of 5, in Table II are an average of the two, very
similar, sets of values.

To correct for rescattering and regeneration of pho-
tons is not straightforward. ' ' ' ' Phenomena to be con-
sidered include radiation by the electron or positron of a
pair created by absorption of an incident photon, annihi-
lation in Right of the positron of a pair, radiation by a
photoelectron or Compton electron produced in the ab-
sorber, rescattering into the detection solid angle of a
photon scattered out of it, etc. Monte Carlo techniques
can be used to simulate production of secondary photons
in a specified experimental arrangement.

A hybrid computing routine has been written which
combines Monte Carlo features with analytical approxi-
mations of physical processes such as multiple scattering
of electrons and energy partitions between the electron
and positron in pair creation. This program assumes
that the photon beam, the collimator apertures, the ab-
sorber, the target, and the radiator are square in cross
section, whereas the present experiment exhibited cylin-
drical symmetry about the beam axis. Using this pro-
gram we have calculated the corrections for background
processes assuming square shapes of the same areas as
the actual circular shapes. The corrections are small, so
this departure from reality should be of little conse-
quence.

Figure 2 shows the percentage discrepancy 6Mc/o. z to
be expected between the observed atomic cross section
and its true value, calculated for the experimental
geometry by the hybrid Monte Carlo technique. The
calculations were performed for a maximum photon en-
ergy coo of 40 MeV rather than (41.4+1.6) MeV corre-
sponding to the maximum electron energy Ep of about
42 MeV actually used. The effect of this difference is
negligible. Over the fractional energy range
0.05 & co/cop &0.55 the solid curve, a five-parameter fit to
the calculated discrepancies 6Mc/O. z, was used. For
cu/cop) 0.8 the fitted curve departs from physical reality
because of the effect of the highest energy value of 5M~
which is too small because of a computational detail as-
sociated with the vanishing of the bremsstrahlung spec-
trum at ct) /cop = 1. The geometrical, Compton in-

scattering does not vanish at high energy —rather, 5, is
constant. Since oz for Al is nearly constant between 20
and 40 MeV, 5. /z is also approximately constant. It
decreases for co/cop & 0.4 because o.z increases rapidly as
co decreases. This contribution to the reduction of the
observed cross section is indicated by the dashed-dotted
curve. We have neglected the highest energy computed
point and have extrapolated (dashed curves) the total rel-
ative discrepancy 5MC/o. z through the five other com-
puted points having co/cop) 0.7 so as to be parallel to
the trend of 5, /oz. The dashed and solid curves have
been joined smoothly over the interval
0.55 &co/~p(0. 75. One sees that at 36 MeV the simple
geometrical prescription for 5, /o z accounts for 89% of
the apparent reduction —by 0.17%—of the observed
cross section by all background processes. For energies
less than 25 MeV, however, other processes are
significant. At 10 MeV they contribute equally to the
total reduction which is 0.29%. At the lowest energies
the other processes dominate in the apparent reduction
of o.z by about 0.32%.

Table III compares the geometrical corrections 5, /6z
previously applied to the observed cross section values,
with the complete corrections 6Mc/O. z calculated by the
hybrid Monte Carlo method. The amounts b,o(co) by
which the Al cross sections reported earlier need to be
increased are also listed. Between 13 and 38 MeV the
effect of these corrections is to increase the integrated
cross section by

g ( b,cr ), co = 10.3 MeV mb .

where i =13 to 38 labels the correction for each 1-MeV
interval D.

The air displacement correction, originally taken to
be constant and equal to 0.5 mb, in fact decreases slowly
with increasing energy from 0.38 mb at 13 MeV to 0.32
mb at 38 MeV (independent of absorber length). The in-
tegrated cross section has been reduced by 3.8 MeVmb
to correct for this.

The measured photonuclear cross section integrated
from 13 to 38 MeV is, through these improvements, in-

TABLE III. Variation with photon energy co of the additional corrections ho. to be made to the
values of the total cross section of Al reported in Ref. 4 which were corrected by + 1.49 mb for 5„
the apparent reduction caused by geometric in-scattering, and by + 0.5 mb for 5„ the air displace-
ment effect. The apparent reduction 6Mc due to in-scattering, calculated by a Monte Carlo method, is
shown as a percentage of the atomic cross section o z.

~ (MeV)

4
8

12
16
20
24
28
32
36
40

~z (bi

1392
1092
1008
978.8
971.4
973.3
979.7
988.6
998.3

1008

a, /~z (%)

0 107'
0.136'
0.148
0.152
0.153
0.153
0.152
0.151
0.150
0.148

~Mc/oz (%%uo~

0.320
0.300
0.265
0.233
0.210
0.190
0.175
0.168
0.167
0.166

ho. (mb)

+2.96
1.79
1.18
0.79
0.55
0.36
0.22
0.17
0.17

+0.18

'The average values of 5, in Table II are slightly different.
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Xra K = ( 277 e fl /Mc )(1VZ / A ) (5)

creased by about 2%%uo over the value reported previous-
ly. Note that Ref. 4 contains a misprint: Although the
reported value of 1.00XT&K was correct for the integrat-
ed cross section expressed in terms of the nuclear
Thomas-Rieche-Kuhn sum rule, the equivalent in
MeVmb should have been (404+66). This value be-
comes (410+56) MeVmb when the additional correc-
tions are applied. In sum rule units this is (1.02 0. 14)
X XTRK, where

1.25

C)
M

CL
CC
C3
U)
CQ

1.10

1.05

C3
M
I 1.20
U
UJ
CA

M
1.15

CL

ance DAVIDSON

G IMM. OVERBQ

&AND. SALZMANN

and e is the charge of the proton, A is Planck's constant
divided by 2m, M is the mass of a nucleon, X is the neu-
tron number of the absorbing nucleus, and 3 is the
number of nucleons. We have used the value 59.74
MeV mb for the constant factor multiplying XZ/A.

The above is still not our final value, however. Table
II shows a small systematic discrepancy of about 8 mb
between the tabulated values of o.z and our corrected
measurements, which are smaller. We have modified
o.z, as described in the next section, to remove the
discrepancy before extracting the total photonuclear
cross section.

RESULTS

C3

C)

Q
1.00

PHOTON ENERGY (MeV)

FIG. 3. For low energies, weighted average values of the mea-
sured Al total cross section (solid circles) are compared with
atomic cross section values from Ref. 1. The open circles are the
result of resonance fluorescence measurements (Ref. 18). The
solid curve is a least squares fit by a second order polynomial to
the data points, subsequently corrected for air displacement, in-

scattering, and photon regeneration. The broken line is a third
order fit to the tabulated values of O.z(co).

The measured total cross section for photon absorp-
tion by Al is shown in Fig. 1 for energies between 3 and
38 MeV. The solid circles are weighted average values
of cr(co). The error bars indicate the standard deviations
of the points due to counting statistics. The crosses are
values of the atomic cross section tabulated' by Hubbell,
Gimm, and 0verbgf. The area between the broken line
and the data points is due to absorption by the Al nu-

cleus.
Figure 3 shows the low energy region in more detail.

Weighted average values of the measured o(cu), shown
as solid circles„have been corrected for air displacement,
in-scattering, and photon regeneration. The solid curve
is a least squares fit by a second order polynomial to the
data points. Over the interval 5 MeV &co &8 MeV the
calculated values of crz(cu) from Ref. 1 are well fitted by
the third order polynomial

a.z (co ) = (2354+41)—( 364.6+19.3 )co

+ (36.08+2. 87)co —( 1.28+0. 14)co mb .

This is plotted as the dashed curve in Figure 3. The ex-
perimental data between 5.5 and 8 MeV are well fitted

by a second order polynomial, allowing the measured to-
tal cross section to be written as

o (co) = (1822+56)—(151.6+16.5)co

+(7.41+1.21)co2+5(co) mb,

where 5(co) corrects for air displacement, in-scattering,
and photon regeneration.

A good second order fit to crz(co) can also be ob-
tained, which has similar parameters to the expansion of
o (co): ~z =~a +~oc+o pe+o i+~~ (6)

The discrepancy at low energies between o (co ) and
o z(co) can therefore be written

e (cu) =156.3 —34. 15' —6Mc(co) mb,

where the slowly varying air displacement correction 5,
of about 0.5 mb has been incorporated into the constant
term and 6Mc is the remaining correction approximat-
ed by Monte Carlo methods. Some values of e (co) are
listed in Table II. The calculated values of oz(cu) lie on
the average about 8 mb above the experimental values of
cr(co) for co between 5 and 8 MeV.

When the photon energy is less than the lowest parti-
cle separation energy, which for Al is the photoproton
threshold at 8.2709 MeV, the only decay channel avail-
able for nuclear de-excitation is y ray decay. The intrin-
sic widths of y ray lines are very small and will be
Doppler broadened to only a few electron volts, whereas
the LD2/TOF spectrometer resolution is tens of keV in
this energy region. Observation of discrete transitions is
thus not likely. The average cross section for photoab-
sorption by the nucleus is also expected to be very small.
To a good approximation we expect that the measure-
ments of cr(co) up to 8 MeV are measurements of crz(cu).
Any finite nuclear contribution would in fact increase
the discrepancy mentioned above.

Between 5 and 8 MeV, therefore, we find that the
values of crz(co) tabulated in Ref. 1 are systematically
0.7% larger than our measured values. Does the
method of calculation of oz leave room for a discrepan-
cy as large as 1%? We recall that at a given energy in
the range of interest

o z(co) = 1978—185.8co+ 9.25co mb . where the subscripts denote Rayleigh (coherent) scatter-
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TABLE IV. Summary of uncertainties in the measured total absorption cross section cr, integrated
photonuclear cross section X, and photon energy co introduced by properties of the absorber, experi-
mental factors, and corrections. See Refs. 2, 3, 17, and 32 for further details.

Quantity Value Quality
Uncertainty Uncertainty

in o. in g
Uncertainty

in co

Atomic no.
Isotope
Atomic weight
Length

Diameter

Mass/area

Density
Content

Al
Mg
Si
Fe
CU

In-scattering
Counting loss

at 8 MeV
Air displacement
Photon regeneration

at 4 MeV
at 40 MeV

Reproducibility
at 5 MeV
at 8 MeV

Normalization
of oGC

Statistics
Timing

resolution
Detector solid

angle
Detection

angle
Raw time

calibration
Fitted data

calibration
Drift

TDC linearity
before
correction

13
27
26.9815

178 mm
200 mm

53 mm
35 mm
47.86
53.78
2.680

99.995%
12 ppm
10 ppm
10 ppm
30 ppm
0.13%
5%

0.045%%uo

0.16%
0.01%

+0.1%
+0.3%

0.87%

0.23 ns/m

48 psr

90.12'
+0.5

channel
+0.05

channel
+0.25
channel/

month
+30 keV

100%

+0.10 g/cm
+0.11 g/cm
+0.006 g/cm'

+0.14%

+0.2%

+0.03%%uo

+0.2%

+0.4%
+0.7%

+5%

+1%

+5%

+9%
+5%

0.4%%uo (he@/co ( 3%%uo

+0.1%%uo

0.04%

+0.02% at
10 MeV

ing, Ciray-Compton (incoherent) scattering, photoelectric
effect, triplet (pair creation on an atomic electron}, and
pair creation on the nucleus, respectively. Between 5
and 8 MeV o.z and o.~, are completely negligible, while

ozc accounts for about 80% of oz. Both o. , and o.z
are believed to be uncertain by less than l%%uo. The form-
er rises from about 4 mb to only I 1 mb over the energy
interval, and can therefore be ruled out as a source of
the discrepancy. Similarly, it would require 3% or 4%

errors in o.z to alter o.z by l%%uo. Such large errors ap-
pear unlikely since at 5 MeV the Coulomb correction is
exact and proper relativistic form factors were used in
the calculations. On the other hand, an error of only
0.87% in o.&c suffices to explain the discrepancy.
Indeed, a nonrelativistic Hartree-Fock incoherent
scattering function was used by Hubbell et al. Further-
more the radiative correction was extrapolated in an ad
hoc fashion. We therefore assume that ~zc is overes-
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timated, and everywhere by the same percentage.
Between 15 and 30 MeV the atomic cross section of

Al is constant to within +1%. The fraction o.zc/o. z de-
clines from 55% at 13 MeV, to 35% at 24 MeV, to 28%
at 38 MeV. It is straightforward to correct the integrat-
ed photonuclear cross section for the overestimate in
O.z. The correction is considerable, namely, 90 MeV-
mb, which increases X by 18%. It also lowers the ener-

gy at which o.+ is seen to begin to contribute, from 13
MeV observed from the raw data, down to about 10
MeV. We estimate that the uncertainty in the correc-
tion to the integral can be as much as 50%, so the final
result is

values of crz for light elements partly on the basis of
comparisons with their measurements of absorption by
heavy elements. The good agreement between the two
experiments occurs when the present data are extracted
using a slightly renormalized incoherent scattering cross
section for Al.

We conclude that the evidence is firm for 20% more
photon absorption in the giant dipole resonance of Al
than predicted by the classical dipole sum rule. Electric
quadrupole, magnetic dipole, and me sonic absorp-
tion' ' can account for it.
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o. co dao= 500+65 MeVmb,
10

when the uncertainties summarized in Table IV are add-
ed in quadrature.

CONCLUSIONS

Our result for the integrated photonuclear cross sec-
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their Fig. 6 we estimate 1.18+0.04 for X up to 38 MeV.

The 5% discrepancy between the Ottawa and Mainz
values of X(A1) is consistent with the uncertainties in the
two measurements. The small uncertainty in o.z quoted
by the Mainz group, namely, 0.1%, may seem incon-
sistent with the 1% uncertainty suggested even by the
authors of more recent, improved tables of atomic cross
sections. ' However, the Mainz group adjusted the old
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