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The total photoabsorption cross section of '*C and the longitudinal response function in the range
of momentum transfers from 200 to 500 MeV/c are evaluated in the random-phase approximation.
The random-phase-approximation polarization propagator is calculated by generalizing the doorway-

state method previously developed for the Tamm-Dancoff approximation.

The random-phase-

approximation result is compared to the Tamm-Dancoff approximation and to experiment. The
random-phase-approximation correlations cannot resolve the problem of missing strength in the qua-
sielastic region in the range of momentum transfers between 300 and 500 MeV/c. At lower momen-
tum transfer (200 MeV/c), as well as for photoabsorption, very good agreement with experiment can
be obtained, provided other many-body effects are also taken into account. In our approach these
other effects are accounted for by the imaginary part of the surface optical potential and by the width

of the deeply bound hole states.

I. INTRODUCTION

The nuclear response functions measure the “willing-
ness” of a nucleus to absorb an energy  together with a
momentum ¢ from a given external probe. They can be
studied experimentally in a variety of reactions (y absorp-
tion, electron scattering, pion scattering, etc.). Typically,
at fixed g and for increasing w, they display narrow peaks
corresponding to the excitation of low-energy discrete lev-
els, wider peaks due to giant resonances in the continuum,
and, if g is large enough, the quasielastic peak which re-
veals the presence, inside complex nuclei, of nucleons
with properties similar to the free ones.

This picture is further complicated by the possibility
that the external probe couples to the mesonic field (ex-
change currents) or to the internal degrees of freedom of
nucleons (A resonance, etc.). We limit the following dis-
cussion to situations where these last processes do not
play an important role. Even so, the resulting picture is
still quite complex since the excitation processes men-
tioned above have different weights, depending on the
momentum transfer q.

At a qualitative level, a single-particle model in which
the nucleon struck by the external probe moves in a given
mean field of finite depth and extension is able to repro-
duce all the features of the excitation spectrum mentioned
above (discrete states, giant resonances, quasielastic peak).
At a more quantitative level this simple picture needs
corrections. For example, it is well known from nucleon-
nucleus scattering experiments that the mean field is com-
plex, nonlocal, and energy dependent. In Ref. 1 all these
features of the phenomenological optical potential were
taken into account in the calculation of inclusive electron
scattering cross sections in the quasielastic regime
(g =2pF, where pr is the Fermi momentum).

From the point of view of many-body theory, the calcu-
lation of Ref. 1 amounts to including self-energy—type
corrections to the particle propagator. At lower values of
energy and momentum transfer particle-hole rescattering,
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which can be treated either in the Tamm-Dancoff (TDA)
or in the random-phase (RPA) approximation, is known
to become more and more important, especially for giant
resonances and for low-lying collective states. However,
at the quasielastic peak the self-energy insertions account-
ed for in Ref. 1 are commonly believed to give the most
important many-body correction to the single-particle pic-
ture.

Indeed, the calculations of Ref. 1 gave excellent agree-
ment with data for the scattering of 500 MeV electrons at
60° in several nuclei. It was therefore rather surprising
that the model of Ref. 1, like other less sophisticated
single-particle models, could not reproduce the separated
longitudinal and transverse electron scattering cross sec-
tions?> in '2C and “Ca in the region of momentum
transfer between 400 and 500 MeV/c.® Typically, the
model overestimates the longitudinal response function,
while underestimating the transverse one. The disagree-
ment with the longitudinal cross section is particularly
puzzling since, contrary to the transverse response, this
quantity should not be affected by meson exchange
currents nor by virtual isobar excitation processes.

Motivated by this disagreement, in Ref. 3 an investiga-
tion of the possible role of p-h rescattering at the kinemat-
ics of the quasielastic peak was undertaken. Calculations
for a p-h force of finite range were performed in the
framework of a Green’s function formulation of the TDA.
The ensuing integral equation for the p-h polarization
propagator was solved by means of a doorway-state ex-
pansion. This method, which results in a continued-
fraction expansion of the polarization propagator, is very
powerful and allows for a unified description of both the
discrete and continuous parts of the excitation spectrum
on an equal footing. Also, residual interactions of finite
range, as well as effective zero-range ones, can easily be
handled with this technique.

Within the framework of the TDA, the conclusion was
reached in Ref. 3 that p-h rescattering plays an important
role in shifting strength from the quasielastic region into
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the region of giant resonances and low-lying isoscalar col-
lective levels for momentum transfer up to 200-300
MeV/c. The calculated response function was in good
agreement with data at ¢=200 MeV/c, with some
discrepancies arising already at =300 MeV/c. At larger
momentum transfer (¢ =400-500 MeV/c) the disagree-
ment between the single-particle model and the Saclay
data could not be attributed to p-h rescattering. It was
stressed in Ref. 3 that the main problem lies in reproduc-
ing the experimental integrated cross section.

In a self-consistent calculation employing a zero-range
effective interaction of the Skyrme type, Cavinato et al.*
had reached different conclusions, i.e., that the data at
q =400-500 MeV/c are well reproduced if the RPA
correlations are taken into account. In Ref. 3 the result of
Ref. 4 was attributed to a somewhat pathological behavior
of the Skyrme interaction at large momentum transfer.
However, on the basis of the calculations of Ref. 3, the
possible relevance of more complicated many-body pro-
cesses which are included in the RPA but not in the TDA
could not be ruled out completely.

More recently, Stroth et al.> have performed RPA cal-
culations of the longitudinal response function based on a
semiclassical approximation to the underlying single-
particle model. For '2C they reach the conclusion that,
by a careful choice of the residual interaction, the calcu-
lated response can be brought to agree with experiment
near the maximum of the quasielastic peak at ¢=300
MeV/c. However, it is clear from their results that the
problem of the integrated strength remains unsolved. In
fact, in their calculation the transition strength is shifted
by the interaction to the region of w=100-150 MeV,
where it overestimates experimental points, and also at
® 20 MeV, below the threshold for particle emission (in
their approximation the discrete part of the excitation
spectrum is treated as a continuum). Consequently, one
might still wonder what would happen in a more realistic
fully quantum RPA calculation which properly takes into
account the finite nuclear size, like that initiated in Ref. 3.

Here we extend to the RPA the method which was
developed in Ref. 3 for the TDA. This extension turns
out to be relatively simple and the resulting formalism al-
lows us to evaluate the nuclear response both for discrete
states and the continuum in the framework of the RPA
with a finite-range residual interaction.

We refer the reader to Refs. 1 and 3 for a detailed
description of the single-particle model and of the residual
interaction employed; here we merely recall the main
features of our calculation:

(@) A correct treatment of the continuum as well as
discrete excited states.

(b) A phenomenological account of self-energy effects
through the optical potential model.

(c) A correct account of the finite range of the residual
interaction.

It has been shown already in Ref. 3 that all these points
are essential for a correct understanding of the role played
by the residual interaction in the nuclear response func-
tion at intermediate values of energy and momentum
transfer.

A desirable requirement for any model of the response

function is that it should work reasonably well in the low
energy and momentum-transfer region, which has been
thoroughly studied both theoretically and experimentally
with different techniques. For this reason we check our
theory against the photoabsorption cross section, which is
the long-wavelength limit of the isovector part of the lon-
gitudinal response function, and also against the low-lying
discrete isoscalar excitations, whose collective character is
well known. This low-energy constraint will make any
eventual agreement or disagreement between our calcula-
tions and the electron scattering data at larger momentum
transfer more meaningful.

II. THE DOORWAY-STATE METHOD
FOR THE RPA

In this section we show how the doorway-state formal-
ism, which was developed in Ref. 3 for the Tamm-
Dancoff approximation, can be extended to the random-
phase approximation.

Within the Green’s function formulation of the prob-
lem, we can go from the TDA to the RPA simply by tak-
ing into account the advanced part of the polarization
propagator (see, e.g., Ref. 6, p. 565). This advanced part
is neglected in the TDA, while it is included in the RPA.
Hence now we have, with obvious notation,

Mpa=0% +11% , 2.1
while in Ref. 3 we had
MYpa=11% . (2.2)

In order to extend the doorway-state method to the RPA,
we recall that in Ref. 3 the two starting doorway states
(D°| and | D°) were defined in such a way that

% (g,0)=N°N%D°|D°), (2.3a)
or

% (g,0)=N°N° (2.3b)
since

(D°|D%=1.

This means that the unperturbed propagator was given
by the (properly normalized) scalar product of the first
two doorway states. Equation (2.1) suggests that in or-
der to generalize the procedure to include the advanced
part of the polarization propagator, we should consider
two-dimensional doorway states, say

(D°| =((DY% |, (D% |) (2.4a)
and
4ﬁ°>=“§§+§ (2.4b)
such that
% (g,0)+ 1% (g, )
=(N°NOgpa({D% |D%)+(D° |D°)), (2.5a)
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with the normalization condition
(D°| D% =(D% |D%)+(D° |D%)=1.

The term (D% | D% ) will be proportional to the retarded
part 1% of the polarization propagator, while the term
(D% | D% ) will be proportional to the advanced part
I%. To prove this statement, we write down the explicit
expressions needed for calculating the nuclear response to
an external operator O (q) (in order to avoid unnecessary
complications here we omit c.m. corrections; they will be
included in the Appendix):

(2.5b)

O(a—F)O(F —i
M (g0)=3 [ drdral(e0"(21(ry) HE=DOL 0
X$L(r))O (1), (r,) (2.6a)
and
+ 8 — F)O(F —i)
Hg,(q,w)=% fdrldr2¢a(r2 (2)¢;(r m
X $1(r1)0 (1)a(r1) (2.6b)

In these equations the index a runs over all the single-
particle states above the Fermi level F, while the sum over
i is limited to the occupied states. An essential step in the
calculation of IT° requires expressing the infinite sum over
a in terms of a single-particle Green’s function

)= dalr2) :

:
T —eatin 4T

G(ry, r,0— | € |

—3 6(F —j),(ry) ¢l(r
J

0— ej, +in
(2.7

The first term on the right-hand side can be easily evalu-
ated as the product of regular times irregular solutions
of the Schrddinger equation.” This automatically takes
care of the sum over the infinite set {a} and we are left
only with the finite sum over the occupied states j. The
same method can be extended to evaluate the Green’s
function of particles propagating in a complex optical
potential. !

N%(q,0)=3 6(F —i) [ dridr,é/(r))0(

XG(I’Z, r, w— ] €; | )0(1)¢1(l‘1)
(2.8a)
and
% (q,0)= 3 6(F —i)
X [ dridnglr)o(1)
XG(ry, 1 —w— | € )01 (2)¢;(r3) .
(2.8b)

Now, in analogy with Egs. (3.8) of Ref. 3, we define

N%DY |r) =S ¢lr)0T2)(j | (2.9a)
J
and
N%r,|D =3 | [i=1) fdrl (rp 1, 0— |€|)
1)¢i(r1) ’ (2.9b)
so that
n%(g,w)= ONofdrz(DO |r){ry | DY)
=N°N%D% |D%) . (2.10a)

In order to get Eq. (2.5a) for the full propagator ITI°, we
would also like to write IT1% in the form

% (q,0)=N°N%D° |D%) . (2.10b)

However, a small complication arises because of the
different spin-isospin structure in expressions (2.8a) and
(2.8b). If, in analogy with Egs. (2.9), we define

N%D% )= 0%2) 1 (2.11a)
J

() | j~

and

N%r, | D)= ("' [drglrpo()
XG(r],rb —— lei I ) ’

(2.11b)
Eq. (2.8b) becomes

N%(q,0)=N°N° [ dry(r;| D°)(D° |r;) , (2.12)
i.e., we get a slightly unusual definition for the scalar
product in (2.10b):

(DO_ f50_>= fdl‘z(fz[ﬁo_)(Do_ |r2) (2.13)
This is not an essential difficulty; the more standard
definition (2.10a) for the r representation of the scalar
product of the states (D° | and |D°) could be ob-
tained if we were willing to separate the spin-isospin coor-
dinates from the spatial coordinates in Eq. (2.8b). How-
ever, since this would result in a more complicated nota-
tion, we stick to the definition (2.13).

Thus we have given the explicit expression of the door-
way states (2.4) needed to calculate the polarization prop-
agator I1°, including both the retarded and advanced part.
Apart from the normalization, the initial doorway states
in the TDA calculation of Ref. 3 correspond to (DY |
and | D% ), while the two additional “small” components
(D° | and (D ° | appear only in the RPA.

In Ref. 3 the higher-order doorway states were generat-
ed by repeated application of an operator . Q0 to the initial
doorway states. The explicit form of {° could be de-
duced from the first order correction to I1°. Clearly, the
same approach can be followed in the RPA and the re-
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currence relations (3.10) of Ref. 3 can be used to generate
the higher order doorway states. However, now, because
of the two-dimensional structure of the RPA doorway
states (2.4), the operator () 0 becomes a 2 X2 matrix acting
in the doorway-state space. If we define

w X

Ao
Q_YZ

; (2.14)

the matrix elements of ()° between two generic RPA
doorway states become

Q% =(D/, | W|B%)+(D, |%|D~)

+{(DL |Y|DK)Y+{(DL |Z|D*). (2.15)
The matrix element of W corresponds (except for the nor-
malization) to the TDA term in Eq. (3.11b) of Ref. 3,
while the additional terms in Eq. (2.15) are the RPA
corrections.

In complete analogy with Eq. (3.11a) of Ref. 3, we can
J

write a continued-fraction expansion for the polarization
propagator in the random phase approximation,

n%g,o)
[(q,0)rpa= DOREA 2.16)
1_ o Q01Q10
00 I—Q(l)l— .

Neglect of the advanced part of I1° in the numerator and
of the //Y\', ?, and Z terms in the matrix elements (2.15)
reproduces the TDA result of Ref. 3.

It is worth stressing that the doorway-state method
gives the same structure for the expansion of the polariza-
tion propagator both in the TDA and the RPA. Actual-
ly, the method is quite general and to a large extent it is
not affected by the details of the dynamical problem to
which it is applied.

Proceeding as in Ref. 3, we can obtain the coordinate
representation of the operator ° by writing down the
first-order correction to the single-particle polarization
propagator and by separating out the zero-order doorway
states. We get

(r; W|r4):2 1™ [dn[Gr, 13, 0— | € )] (1) —G (13, 14, 0 — | € | ] (1)]V (r3,0)8(r3) i~ | (2.17a)
ij

(rz l/? ‘ 1’4>= 2 ‘j—1> f dr3G(r2, I3, @ — ‘Gj ‘ )V(r3,r4)[¢,~(r3)¢,-(r4)—¢j(r4)<b,-(r3)](i“l ‘ N (217b)
i

(r| ¥ 1) = =i [ drs[6](r)](rs) = 6] (r)] (1) 1V (13,1)G (13, 12, —0— | )i 71|, (2.17¢)
ij

<r2 | 2 | r4>=2 |j'1)fdr3¢}‘(r3)V(r3,r4)[G(r3, I, —w— ‘61 I )¢i(r4)—¢i(r3)G(r4, I, —w— [61 | )](l_l | , (217d)
ij

and

<Dj+ | W‘ﬁ’;)z fdl'zdl';;(DjJr ‘I‘z)

X1, | W) {(rs|DX), (2.182)
(D4 |X|D*)= [drydry(D’ |ry)

X(rg | D¥)(ry| X |ry) ,  (2.18b)
(DL |¥|D*)= [drydrdr;| ¥ |5)

X{D_ |t)){r4| DX ), (2.18¢)
(DL |Z|D* )= [drydrr,|D*)

X{r|Z |t){r, | DL ) . (2.184d)

Note the order of the various terms in the last three
equations. As in Eq. (2.13), every time we have either a
D_ or aD_, we need to exchange the order of terms in
the scalar product.

As in the TDA case, in order to evaluate explicitly the
continued fraction (2.16), we make a partial-wave decom-
position of the various quantities needed and obtain a con-
tinued fraction expansion for each partial-wave com-
ponent of the polarization propagator which can then be
easily evaluated numerically. Details are given in the Ap-
pendix.

III. NUCLEAR MATTER ESTIMATES

Here we discuss the effects of particle-hole rescattering
in the quasielastic peak region, by using simple nuclear
matter arguments.

In Ref. 3 an estimate of the effect of the residual in-
teraction in the TDA was obtained by looking at the
first-order correction to the nuclear-matter polarization
propagator

NV=1°4117 I1° . 3.1)
The residual interaction V,, given by Egs. (4.10) of Ref.
3, depends on the isospin channel, so that the particle-
hole rescattering has different effects on the isoscalar and
isovector response. The results obtained in Ref. 3 for a
real residual interaction can be summarized as follows, for
the TDA,

(8w)TtDA= %pova + O( V[ZI) s (3.2a)
(1)
%:1+(O( Vi), (3.2b)
m

At first order the residual interaction shifts the peak po-
sition by an amount 8w, which is proportional to the
value of the residual interaction in that particular isospin
channel and to the nuclear matter density,

po="21pi/m* .
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Since ¥, has opposite signs in the isoscalar and isovec-
tor channels, the shift occurs in opposite directions for
the two isospin components of the longitudinal response.
Always at first order in V,, the value of the response
function at the maximum is not affected by the residual
interaction [Eq. (3.2b)]. This fact is a consequence of the
vanishing of the real part of I}ps at the quasielastic
peak. The results (3.2) are in qualitative agreement with
the well known property of the TDA of preserving the
non-energy-weighted sum rule (NEWSR), while violating

J
1
14+ =

We have retained all terms up to second order in

1 3
q*/2m  p}/2m

1_po
4 g2/2m

1
Ho(q,w)= a)q—z

wg=0—q*/2m .

By inserting (3.3) into (3.1), and keeping terms up to a)fl,
we easily obtain, for the RPA,

2
(8c)rpa=2poV 4 1+%z—§ ]z(&a)mA, (3.4a)
(1)
Imll_ 1 %o (3.4b)
ImlIT® 3 ¢*/2m

Thus, in the RPA the shift of the quasielastic peak due
to the residual interaction is roughly the same as in the
TDA,; instead, the height of the peak is changed by an
amount proportional to the shift itself. The isovector
response, for which 8w is positive, is quenched in the
RPA, while the isoscalar response is enhanced, since in
this channel 8w < 0. These results are in qualitative agree-
ment with the well known property of the RPA of
preserving the EWSR while violating the NEWSR.

The effect of the residual interaction on the quasielastic
peak is sketched in Fig. 1 for both the TDA and RPA.
The resulting longitudinal response is also shown. In
both cases the height of the longitudinal peak is de-
creased; however, in the TDA the longitudinal NEWSR is
exactly the same as the free one, while, in the situation
shown in Fig. 1, it is slightly increased in the RPA. This
increase of the RPA NEWSR is due to the stronger
effective residual interaction in the isoscalar channel com-
pared to the isovector channel. The only way of obtaining
a decrease in the longitudinal NEWSR with a real residu-
al interaction would be to assume a force which is
stronger in the isovector channel. Then the quenching of
the isovector part would not be completely compensated
for by the enhancement of the isoscalar components.
However, such a force would inevitably quench also the
transverse response which, at large g, is mostly isovector.

Thus our simple nuclear matter arguments show that
particle-hole rescattering, evaluated either in the TDA or
RPA, is unlikely to resolve the discrepancy between
theory and experiment for the separated electron scatter-
ing cross sections in the quasielastic region. This state-
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the energy-weighted one (EWSR).

In the RPA the real part of I1° no longer vanishes at
the quasielastic peak because of the tail of the advanced
part IT%. Thus we expect that Eq. (3.2b) will not hold in
RPA.

In order to make more quantitative statements, we take
an expansion of I1%g,w) near the quasielastic peak, analo-
gous to Eq. (4.3) of Ref. 3. However, now we include
also the advanced part of the polarization propagator.
For momentum transfer g > 2pr,

2 2
or . 3 q 1 @y 3
4 _ig= 1— = O(w?)
2om "4 pr 4 (g2/2m)(pE/2m) ]+ “
(3.3)

f

ment holds for any real residual interaction of reasonable
strength (a complex residual interaction would change the
results obtained above).

We will see in the next section that these conclusions
are confirmed by our numerical calculations for finite nu-
clei.

-
@
0 100 200
o (MeV)
FIG. 1. Qualitative effect of residual interaction on the nu-

clear matter response function. The short-dashed line shows the
longitudinal response without p-h interaction. The long-dashed
curve is the isoscalar response evaluated either in the TDA
(upper) or RPA (lower). Similarly, the dotted line gives the iso-
vector response. The solid line in the upper part of the figure
gives the longitudinal response (isoscalar plus isovector) in the
TDA. In the lower part of the figure the solid line gives the
RPA longitudinal response, while the dotted-dashed line is the
TDA longitudinal response.
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IV. RESULTS

The results of our numerical calculations for the longi-
tudinal response function are displayed in Figs. 2-5.
Both the single-particle model and the residual interac-
tions are exactly the same as in Ref. 3; thus comparison of
our present results (solid line) with the results of Ref. 3
(dashed lines) shows just the effect of the RPA correla-
tions, which had been neglected in the TDA calculation of
Ref. 3. We note that, at large g, near the maximum of
the quasielastic peak, our numerical calculations agree
with the nuclear matter estimates of the preceding section.
Moreover, our results displayed in Figs. 2—-5 are in quali-
tative agreement with the results of coupled-channel cal-
culations by Balashov et al.’

The curves at ¢=500, 400, and 300 MeV/c display
some common features. The RPA correlations do not im-
prove the agreement with experiment with respect to the
previous TDA results. Actually, in the RPA the
discrepancy between theory and experiment is even larger
than in the TDA. This is a consequence of the fact that
the RPA tends to preserve the EWSR rather than the
NEWSR, as discussed in the preceding section. The
enhancement of the response function in the low energy
region is due to the increased isoscalar response. The
sharp peak just above threshold, which is mostly a T=0,
L =2 resonance, is also more pronounced than in the
TDA.

At g=200 MeV/c the TDA and RPA results in the
continuum are rather similar, as shown in Fig. 5. The
isoscalar quadrupole resonance just above threshold has
similar strength in both approximation schemes. The
same is true for the sharp peak at an intrinsic excitation
energy of about 30 MeV (in Fig. 4 of Ref. 3 one point was
missed and this peak was less intense; the correct result is
that shown here in Fig. 5). This sharp peak, which is
present also at g=300 MeV/c (see Fig. 4), arises in the

12
C
001} g q=500 MeV/c
>
%]
=
@ N’
O 2 i n
0 100 200 300
 (MeV)
FIG. 2. Longitudinal response function at fixed g=500
MeV/c. The dashed curves are the results of Ref. 3 (short-

dashed, single-particle response; long-dashed (TDA). The solid
line includes RPA correlations. Experimental points from Ref.
8.

12
C
g =400 MeV/c
_. 002p | 1
> 7~ 7 DN
2 it +\‘
~ | 1, [\
= LY ;* \
& 001} | Yy ]
‘0
,4’ *
/ N
%% 100 200
@ (MeV)

FIG. 3. Same as Fig. 2, but for g=400 MeV/c.

isovector dipole channel. In order to understand better
the origin of this peak, which does not seem to be repro-
duced by the electron scattering data, it is useful to study
explicitly the photoabsorption process.

The dashed line in Fig. 6 gives the photoabsorption
cross section calculated without residual interaction, i.e.,
in the single-particle model of Ref. 1. Clearly, the giant
dipole excitation is overdamped by the imaginary part of
the phenomenological optical potential employed. At
these low energies of the outgoing nucleon, the imaginary
optical potential is dominated by the surface term, which
is of the form W F(E), where F(E) is a decreasing func-
tion of the nucleon energy.!! In the parametrization of

I>

®

E 12C

[s3 q =300 MeV/c
0.03f
0.02+
0.01t

O -t 1 2
0 50 100 ® (MeV)

FIG. 4. Same as Fig. 2 but for g=300 MeV/c.
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'|ZC
q =200 MeV/c

0.05

0.03f

% 20 40

60  w(MeV)
FIG. 5. Same as Fig. 2, but for =200 MeV/c.

Ref. 1, W, =14 MeV was taken for the imaginary surface
potential. However, for very small outgoing nucleon en-
ergies, like those occurring in photoabsorption, a more ap-
propriate value of W, would be W,=5 MeV.!? In the
following we treat W, as a free parameter, to be deter-
mined by fitting the properties of the giant dipole reso-

150} 1

= 100} 1
<]

&~

(<]

50} 1

Ao,
o ..;.. = ~’-’~'~"—'iu: L°2 2 20000
20 30 40

o (MeV)

FIG. 6. Photoabsorption cross section in single-particle model
with the optical potential of Ref. 1 (dashed line). The solid line
is calculated in the same model, but with no surface absorption
(W;=0). The dots show the experimental data from Ref. 10.

nance. The solid line in Fig. 6 shows the result of setting
W,=0. Then, the cross section shows two well defined
peaks around 20 MeV corresponding to 1p3,,—ds,, exci-
tations (the lowest peak is a proton excitation and the
highest a neutron excitation; see also Fig. 7). Comparison
of the two curves in Fig. 6 shows the strong dependence
of the photoabsorption cross section on W;.

If, always with W,=0, the residual interaction is
switched on, the results shown in Fig. 7 by the long-
dashed (TDA) and dotted-dashed (RPA) curves are ob-
tained. The following remarks are in order.

In the isovector channel the two approximation
schemes (TDA and RPA) give very similar results. The
1p3/2 —ds /> strength is quenched and shifted by the resid-
ual interaction to about the experimental maximum of the
dipole strength; however, the absolute value at the max-
imum remains too large by almost a factor of 2. A strong
secondary peak appears at an excitation energy of about
30 MeV.

A similar two-peak structure of the photoabsorption
cross section has been obtained in a continuum RPA cal-
culation with a Skyrme force.'> In order to understand
the origin of this high-energy peak, it is useful to calculate
the response without residual interaction, but giving a
small imaginary part to w. As pointed out in Ref. 3 this
is a way of displaying the discrete excitations which corre-
spond to the poles of the Green’s function (here the full
power of the Green’s function method, which allows a
simultaneous treatment of both discrete and continuous
excitations, becomes apparent). The short-dashed line in
Fig. 7 shows the result of such a calculation. This pro-
cedure unveils a discrete excitation at w~19 MeV corre-
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FIG. 7. Photoabsorption cross section in various approxima-
tions. The solid line is the same as in Fig. 6. The short-dashed
line is obtained in the same model by giving a small imaginary
part of 0.5 MeV to w. The single-particle transitions contribut-
ing to the various peaks are shown explicitly. The long-dashed
line is the result of including the residual interaction in the TDA
and the dotted-dashed line in the RPA.
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sponding to a neutron 1ps3,,—2s;,, transition, which in
our potential happens to be just bound, as well as a peak
at w=~27 MeV which corresponds to excitation of the
low-lying 1s;,, nucleons to the bound 1p;,, level
Through the residual interaction this last discrete excita-
tion acquires a width and is shifted upwards in energy,
giving rise to the strong secondary peak at w =30 MeV.

If we now allow for some surface absorption in the opti-
cal potential, the strength of the main peak at 0 =23 MeV
can be brought into agreement with experiment, but the
peak at 30 MeV is not affected, in agreement with our in-
terpretation of the origin of this peak. This is displayed in
Fig. 8, which shows the result of our RPA calculations
with a moderate surface absorption W; =5 MeV.

The peak at 30 MeV in the RPA calculation of the pho-
toabsorption strength arises also in our calculated longitu-
dinal electron scattering structure function at =200 and
300 MeV/c (cf. Figs. 4 and 5). Since neither the photoab-
sorption nor the electron scattering data show such a pro-
nounced peak at this energy, clearly there must be some
smearing mechanism which has not been taken into ac-
count in our calculations. One possible source of smear-
ing of this peak has been pointed out by Rowe and
Wong!# in the framework of discrete RPA calculations of
the photoabsorption cross section. These authors argue
that '2C is not a closed 1p3,2-shell nucleus. A more real-
istic description of this nucleus should allow for partial
occupation of the 1p;,, shell. Clearly, this would result
in a smearing of the high-energy peak since now the ls;,,
nucleons could be excited to both the 1p;,, and 1p,,, lev-
els. However, there is an additional effect which can give
a spreading of this transition strength. It is well known
from (ee'p) experiments!® that the low-lying hole levels are
far from well defined in energy. In particular, the 1s;,,
nucleons in '>C show a spreading around the mean bind-
ing energy which can be described by a width 'y =4.5
MeV.

We have performed our RPA calculation of the photo-
absorption cross section assuming a complex energy for
the 1s;,, holes with the above imaginary part. The result
is shown in Fig. 9, where the dashed line shows the opti-
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FIG. 8. Photoabsorption cross section in the RPA with the
optical potential of Ref. 1, except for the imaginary surface term,
which here is W, =5 MeV instead of W, =14 MeV.
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FIG. 9. The dashed line shows the photoabsorption cross sec-
tion calculated in the modified optical potential of Ref. 1, with
reduced surface absorption (W;=5 MeV) and complex 1s;,
hole energy (I'y =4.5 MeV). The solid line is the result of our
RPA calculations. The data are from Ref. 10.

cal model result (with W;=5 MeV) and the solid line in-
cludes the effect of residual interaction in the RPA. We
can see that the high-energy peak has been completely
washed out by the imaginary part of the 1s;,;-hole ener-
gy. The agreement of the RPA curve with experiment is
quite reasonable.

It is worth stressing that, while the role of the residual
interaction is essential in shifting the strength of the
1p3,»—ds/, transition to the experimental value at about
23 MeV, to reproduce both the strength and shape of the
giant dipole resonance requires taking into account effects
which go beyond the usual RPA. For example, as shown
in Ref. 16, the coupling of 1p-1h to 2p-2h states redistri-
butes the strength and wipes out unphysical bumps in the
RPA isovector dipole response. This kind of effect has
been included phenomenologically in our calculation
through the imaginary part of the surface optical potential
W, and the width T'; of the hole energies for the deeply
bound nucleons.

Having adjusted the parameters of the optical potential
to give a good description of the photoabsorption cross
section, we can go back and calculate the electron scatter-
ing resonse function. In Fig. 10 we show the result of our
RPA calculation at g=200 MeV/c, using the same pa-
rameters W and ', employed to fit the photoabsorption
data. The overall agreement with experiment is quite
reasonable. Comparison with Fig. 5 shows that the sharp
isovector dipole peak at 30 MeV excitation energy has
been completely smeared out. We will comment later on
the peak at w~ 12 MeV.

The same calculation at g=300 MeV/c gives the result
displayed in Fig. 11. Comparison with Fig. 4 shows that
the strong isoscalar quadrupole resonance around 24 MeV
has been partially damped, while the sharp isovector di-
pole peak has completely disappeared. However, the
response function in the quasielastic region (w=~50 MeV)
is practically unchanged with respect to the calculation of
Fig. 4 and remains too large compared to experiment.
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FIG. 10. Longitudinal response function at g=200 MeV/c.
Theoretical curves are the same as in Fig. 9. Data from Ref. 8.
The sharp peak at w=12 MeV gives the isoscalar octupole
strength calculated in the RPA. It has been obtained by adding
an imaginary part of 0.5 MeV to w. There is practically no octu-
pole strength below threshold in the single-particle model
without residual interaction.

Similarly, the new values of W, and I'y would not appre-
ciably modify the response in the quasielastic region at
400 and 500 MeV/c momentum transfer, with respect to
that displayed in Figs. 2 and 3.

As mentioned above, our method can be applied also to
the discrete low-lying states like the T'=0, L=2, and
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FIG. 11. Same as Fig. 10, but for g=300 MeV/c; the discrete
isoscalar octupole level is not shown explicitly.

L =3 excitations (see Ref. 3). We have performed such
calculations and found results in qualitative agreement
with the old discrete RPA calculations of Gillet and colla-
borators,!” both for the energy and the form factor of
such states. While for photoabsorption the TDA and
RPA give rather similar results, as shown in Fig. 7, for
the isoscalar collective levels the RPA state is shifted fur-
ther down in energy and is more enhanced than the TDA
state. A simple interpretation of these results is offered by
the schematic model. '3

As an example of a low-lying collective state, in Fig. 10
we show explicitly the contribution of the isoscalar L=3
level to the longitudinal response at g=200 MeV/c. This
state is placed by the residual interaction very near to the
experimental excitation energy of 9.6 MeV (a recoil energy
of about 2 MeV should be subtracted from o). In this
respect our result differs from that of Ref. 17 since in that
calculation the octupole state could not be shifted below
12 MeV excitation energy. Being highly collective, this
state, together with the low-lying quadrupole state, ac-
counts for a non-negligible amount of the longitudinal
cross section.

V. SUMMARY

We have performed a calculation of both the longitudi-
nal response function and the total photoabsorption cross
section of '?C. The calculation is based on a Green’s
function approach. We have generalized to the RPA the
doorway-state method developed in Ref. 3 for the TDA.
Thus we have been able to include in our calculations the
effect of many-particle many-hole excitations, both at the
level of self-energy insertions (through a complex phenom-
enological optical potential for both particles and holes)
and at the level of particle-hole rescattering (through the
advanced part of the particle-hole Green’s function).
Apart from some minor formal complications, the gen-
eralization of the doorway-state method to the RPA is
straightforward. The resulting continued-fraction expan-
sion for the polarization propagator provides a powerful
algorithm for solving the RPA integral equation.

Our calculations of the longitudinal response function
show that RPA correlations do not resolve the discrepan-
cy between the single-particle model and experiment in
the quasielastic region for ¢ =300-500 MeV/c. The im-
possibility of explaining the missing strength problem as
an effect of particle-hole rescattering was already pointed
out in Ref. 3 on the basis of our TDA calculation. The
disagreement between theory and experiment is even more
pronounced in the RPA. We have shown above that this
failure of both the TDA and RPA lies in the fact that the
integrated strength (sum rule) is essentially preserved in
both approximations (NEWSR in the TDA and EWSR in
the RPA). Thus, as pointed out already in Ref. 3, the
solution of the problem cannot lay in the use of a more
sophisticated residual interaction, as long as this is kept
real. However, a complex residual interaction, such as
would be suggested, for example, by the effect of 1p-1h to
2p-2h coupling on the residual particle-hole interaction, !°
could change somewhat the calculated response.

In the photoabsorption calculation, particle-hole rescat-
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tering is essential for shifting the main 1p;,,—ds/, transi-
tion strength up in energy to the experimental maximum.
However, other processes must be taken into account in
order to reproduce the strength and the shape of the iso-
vector dipole response. The strength of the main peak at
23 MeV is very sensitive to the surface part of the imagi-
nary optical potential. Also, the phenomenological width
of the ls;,,-hole energies must be included in order to
smear out an additional peak which would otherwise
show up both in photoabsorption and electron scattering.
By taking into account all these effects, we can get a very
reasonable fit of both the photoabsorption cross section
and the longitudinal electron scattering response function
at 200 MeV/c momentum transfer.

In view of the success of our theory at low momentum

transfer, the disagreement arising for ¢ > 300 MeV/c is
particularly puzzling. It might be due to the increasing
importance, with momentum transfer, of some effect
which has not been included in our calculations.
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APPENDIX

Here we give the detailed expressions of the quantities needed to calculate the continued-fraction expansion of the
partial-wave decomposed RPA polarization propagator. We assume that the external operator O (q) is of the form given
in Egs. (C1) of Ref. 3. Since these are intrinsic operators, the single-particle Green’s functions should be evaluated at the
intrinsic excitation energy €, which differs from the electron energy loss w by the c.m. recoil energy (see Ref. 3 for de-

tails):

e=w—q*/(24m) .

The partial-wave decomposition of the doorway states analogous to Egs. (3.16) of Ref. 3 now becomes

N%DY% 1r2>:4szM<—f)LYLM@NB((D%)LM |ry) (Ala)
No(rz|1§°i)=4771§4(1)LYLM(a)]V2(r2|(ﬁ Dea? s (A1b)
with
NP{ LM|1'2>_22[ (7 |ap(2 ’Q[XLM NG, (A2a)
L Jala
NS v [12)=3 3 ar(2 )lw)w(—)‘”[xg,«-“’(fz)] [i='), (A2b)
i Jala
and
N | D)) =3 3 [z*‘)f dri— j““(rz,rl,e—le,])aL(l Ar) | T [XEM@ED], (A3a)
i Jala
N D)) =3 3 G| f dru; r,)aL(l) gy, ry —e— & [ (—MXEME)]T . (A3b)

i Jala

The new quantities appearing in these equations have been defined in Ref. 3.
Now we take the projection of the various components of the operator Q% on the particle angular momentum and iso-

spin eigenstates. We define [cf. Egs. (C2) of Ref. 3]

Wha(ra,ry)= f drzdr4[ylﬁ/[3 rz)]u] " {rp] (2| W |t4) | 7a) |l-1>yfa 7, (Ta) (Ada)
and

Xfa(ry,rs)= f drzdr4[ylfﬂﬁ ' [yja lq @)1 (rpra | (2 [ R | xa) [i 1) (Adb)

Yha(ra,re)= f dtdty(j " [ (| ¥ |14) | 7p7a) |1~ >y/[;15 )yj”;,a(m ’ (Ade

Zha(rarg) = f dtdt[ Y] 5 (3] NG e | (| Z [14) |7 1) \Tﬁ)‘y]ﬁ[ﬁ T,) . (A4d)

Eventually, we will be interested in the linear combinations
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Equation (A5a) is the same as Egs. (C3) of Ref 3. We have rewritten it here in order to make the comparison with the
additional RPA terms [(A5b)—(A5d)] easier. The coefficients A4,, A3, etc. have been defined in Ref. 3. Note the re-
versed order of some indexes in Egs. (A5b)—(A5d) with respect to the corresponding ones in Eq. (A5a). This has the
consequence that the angular momentum selection rules can be different in the added RPA terms. For example the sum
over / in the exchange part of X4, runs over different values than the corresponding sum in the exchange part of W,.
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