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It is shown that with the introduction of an external lightlike vector, a light front perturbation
theory for the S matrix in quantum field theory can be developed in which the individual terms in the
series are invariant functions of the particle variables and the external vector. No limiting processes
are involved. The dependence of the results on the external lightlike vector is discussed.

I. INTRODUCTION

It is common knowledge that a change of variables
often simplifies the solution of a problem and can
dramatically alter the appearance of a theory. One of
the most striking examples of this occurs in the im-
plementation of the principles of special relativity, when
the standard space-time coordinates (¢,x,y,z) are re-
placed by the so-called light front coordinates (7,x,y,{),
where 7=2"12(t +z) and £=2""%(t —z). This has the
effect of changing the metric tensor from the standard

one whose nonzero elements are g¥=—g''=_—g?
=—g 3=1 to one whose nonzero elements are
gP=g¥=_—g""=—g??=1. In the usual tensor nota-

tion, the commutation relations for the generators of the
Poincaré group look the same with either choice of the
coordinates, however, the change from the standard to
the light-front metric has a disproportionate effect on
the implementation and solution of the commutation re-
lations.

It was Dirac’ who first emphasized this point and
stressed the corresponding lack of uniqueness in the for-
mulation of Poincaré invariant Hamiltonian theories.
Essentially, the various dynamical schemes correspond
to different choices for the hypersurface on which the
state of a system is specified. In the standard and light
front formulations, the hypersurfaces are t =0 and 7=0,
respectively, and all of the surfaces related by Poincaré
transformations. It is known? that there are five ine-
quivalent classes of such surfaces with reasonable sym-
metry properties. The generators that induce transfor-
mations from one point to another on one of these hy-
persurfaces are kinematical, while those that produce
transformations from one hypersurface to another are
dynamical and are called Hamiltonians. Of the five pos-
sible dynamical schemes, the light front approach has
the smallest number of Hamiltonians, namely three.
This has important practical consequences and makes
light front dynamics quite appealing. '

Interest in the light front approach was greatly stimu-
lated by Weinberg’s analysis® of the infinite momentum
limit of time ordered or old fashioned perturbation theory.
In a Lorentz frame moving at a high velocity in a direc-
tion opposite to a system’s total three momentum P, all
particles move with large velocities more or less in the
direction of P. In the limit of infinite |P |, many of the
diagrams of time ordered perturbation theory (TOPT)
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vanish, and the energy denominators are replaced by in-
variant s denominators, where s is the square of the total
four momentum.

Susskind* demonstrated that Weinberg’s infinite
momentum limit is equivalent to changing variables
from (t,x,y,z) to (7,x,y,§). Susskind used the light
front variables to draw attention to an isomorphism be-
tween a subgroup of the Poincaré group and the Galile-
an symmetry group of nonrelativistic quantum mechan-
ics in two dimensions. This isomorphism results in a
nonrelativistic structure for quantum mechanics in the
light front scheme.

This nonrelativistic analogy has provided much of the
inspiration for attempts to construct relativistic Hamil-
tonian theories for few particle systems within the light
front framework. Bardacki and Halpern® have succeed-
ed in constructing potential models for two-particle sys-
tems which contain ten generators that satisfy the com-
mutation relations for the Poincaré group. Leutwyler
and Stern? have analyzed very systematically one of the
most desirable features of light front dynamics in this
context, namely they have shown that, in general, the
inner variables that describe the structure of a system
uncouple from the motion of the system as a whole.
This is, of course, analogous to the separation of the
center of mass variables in nonrelativistic quantum
mechanics.

Besides these attempts to solve the Poincaré group
commutation relations directly, there has been some
effort to derive few particle equations by summing sub-
sets of light front perturbation theory (LFPT) diagrams.
In fact, in his original paper on the infinite momentum
frame, Weinberg® presented a light front ladder approxi-
mation for the relativistic two-body problem, and for
this reason such equations are often called Weinberg
equations. )

A shortcoming of the original Weinberg equation” is
that it is not Lorentz invariant. This is a direct conse-
quence of the fact that the LFPT developed by Weinberg
is a limiting case of TOPT, which gives series whose indi-
vidual terms are not Lorentz invariant. Namyslowski and
co-workers® have overcome this difficulty to some extent
by introducing a variation of the original Weinberg vari-
ables which involves invariant projections of four vectors
on tetrads, where a tetrad is a set of four mutually ortho-
normal four vectors.

The lack of invariance for the individual terms in
LFPT can also be overcome by first reformulating TOPT
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so that its individual terms are Lorentz invariant. Such a
reformulation was developed several years ago by Ka-
dyshevsky.” In his approach an invariant time direction is
established by introducing a timelike, unit four vector A
whose components A*=(A% 1) satisfy A2=(A%)?—A%=1.
In the diagrams which arise in connection with the per-
turbation theory he has developed for the S matrix, all of
the particles are on the mass shell and the total four
momentum is conserved at each vertex. Besides the parti-
cles described by the underlying quantum fields, there ap-
pear in the diagram so-called quasiparticles or spurions
which make it possible for intermediate particles to be on
the mass shell while conserving the total four momentum.
The appearance of the  quasiparticles makes
Kadyshevsky’s diagrams more complicated than those of
Feynman, TOPT or LFPT.

Recently it has been shown® that an invariant version of
TOPT can be formulated with an external vector A,
without introducing quasiparticles. This invariant pertur-
bation theory leads to graphical rules which are the same
as those of TOPT except for the replacement of three-
momentum conserving 8 functions by invariant three-
dimensional & functions and the use of invariant denomi-
nators rather than energy denominators. The invariants
that occur in the new denominators are of the form A-P,
where P is the total four momentum of a state. This in-
variant time ordered perturbation theory (ITOPT) be-
comes identical to TOPT in a set of Lorentz frames called
A frames. A A frame is one in which A=(1,0). If A is
chosen parallel to the total four momentum of the system
of interest, a A frame is the same as a c.m. frame.

An invariant version of LFPT has been obtained® by
taking the infinite A limit of ITOPT. This limit is deter-
mined by letting the components of A become infinite sub-
ject to the constraint A2=A3—A%’=1. That this limit
should lead to a version of LFPT can be seen quite sim-
ply. In TOPT the spacelike surfaces tr=const play a
privileged role, while in ITOPT these surfaces are re-
placed by the spacelike surfaces A-x =7, where 7 is an
invariant time parameter. When the infinite A limit is
taken, these surfaces become light fronts. The graphical
rules for this invariant version of LFPT can be stated in
a form identical to that given by Weinberg.® The
difference lies in the definition of the variables that are
used to label the particle lines. For an on-the-mass shell
particle with four momentum p in a state (initial, final,
or intermediate) with total four momentum P, the origi-
nal Weinberg variables are n=(p°+p3)/(P°+P?) and
q=p,=(p',p?) while the new definitions are n=§-p /&P
and q=p,—7nP,. Here £ is a lightlike vector that arises
from A in the infinite A limit. Clearly the 1)’s are invari-
ants, and it can be shown® that dot products formed
from the two vectors q are also.

The use of the new Weinberg variables has also been
considered by Namyslowski,'” and he has stressed the
fact that they provide a manifestly invariant form for the
cluster decomposition property. This property plays an
important role in systems with three or more particles,
and amounts to the reasonable requirement that a sub-
system should behave as if it were isolated when its in-
teractions with the rest of the system are negligible.

The invariant LFPT (ILFPT) has been used to derive’
a set of three-particle integral equations within the con-
text of a model field theory which describes the interac-
tion of the quanta ¢ of a charged scalar field with the
quanta ¢ of a neutral scalar field according to the virtual
process Y=y +¢. The equations for ¢-y scattering were
obtained by summing all ILFPT diagrams with
|¥), |¥,¢), and |4,2¢) intermediate states. The
analysis showed that the amplitudes for ¢+¢v—d+9¢
and ¢+1¢¥—2¢+1Y can be obtained by solving a mani-
festly invariant, linear, three-dimensional integral equa-
tion which satisfies the cluster property. Moreover, the
amplitudes satisfy two and three particle unitarity. The
fact that the equations satisfy the cluster property
without introducing a spurious singularity in the three-
particle s variable!! is consistent with Namyslowski’s
analysis.!® It is known'? that this type of spurious singu-
larity can lead to spurious bound state solutions of
three-particle integral equations, so avoiding its intro-
duction while maintaining the cluster property is of
some practical value.

Since the three-particle integral equations obtained with
the help of invariant LFPT have so many desirable
features, it is natural to try to extend the analysis to a
physical system such as the pion-nucleon system. Before
this can be done, however, it is necessary to develop
ILFPT in a broader context than that considered in Ref.
9. There the development was carried out in the frame-
work of the model field theory described above. In order
to construct a model for pion-nucleon scattering, it is
necessary to include the spin and isospin degrees of free-
dom. It has been known for some time'> %10 that the
infinite momentum limit of a theory with fermions present
has additional features and complications that do not arise
in the spinless case. Therefore it is not surprising that
taking the infinite A limit of ITOPT when fermions are
present is awkward, to say the least. This raises the ques-
tion as to whether it is possible to develop ILFPT without
resorting to limiting processes. Here we will see that this
question can be answered in the affirmative.

The approach that will be followed here in developing
ILFPT without limiting processes is similar to that used
to obtain ITOPT.® The main difference is that it will be
assumed here that the underlying quantum field theory is
formulated within the framework of light front dynam-
ics. In particular, it will be assumed that the com-
ponents of the four-momentum operators are light front
components, which means that P° P! P2 and P? gen-
erate translations in §, x, y, and 7, respectively. The
construction of the Poincare’ generators within the con-
text of quantum field theory has been carefully discussed
by Yan et al.'® Also, the role played by the timelike
vector A in the development of ITOPT, will be taken
over here by a lightlike vector §. Instead of a A frame,
which is one in which the ordinary components of A are
A*=(1,0), we will deal with a £ frame, which is one in
which the light front components of § are §,=(1,0,0,0).
In the & frame we will develop a perturbation theory
which is analogous to TOPT, but with the role of the
time and energy taken over by 7 and P32, respectively.
We will show that when individual terms in the expan-
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sion of the S matrix are written in an arbitrary frame of
reference, they are invariant functions of the particles’
variables and &.

A question arises as to whether or not the results ob-
tained with the invariant perturbation theories developed
in Refs. 8 and 9 and here depend on the arbitrary exter-
nal vectors A and §&, respectively. The answer to the
question is in principle, no; in practice, maybe. Assum-
ing that the underlying quantum field theory is covari-
ant, the S-matrix elements should not depend on an arbi-
trary four vector. A formal proof of this is given in Ref.
8, where it is shown that all of the ITOPT contributions
to an S-matrix element in a particular order of the cou-
pling constant must combine to give a result which is in-
dependent of A. It is not difficult to see by example that
combining the contributions from ITOPT diagrams that
differ only in the ordering of the vertices gives the same
result as the corresponding Feynman diagram, which of
course is independent of A. It should be emphasized
that in general this is only true on shell, i.e., when the
initial and final total four momenta in the amplitudes are
the same, as in S-matrix elements. It can be argued, in a
somewhat cavalier fashion, that since the invariant ver-
sion of LFPT can be obtained as the infinite A limit of
ITOPT, the above comments also apply with regard to
the £ dependence of ILFPT contributions to the S-
matrix. In Sec. IV, where the formalism developed in
the previous section is applied to the model field theory
of Refs. 8 and 9, we will see by means of an example
how the & dependence drops out when the ordered con-
tributions are combined on shell.

The outline of the paper is as follows. In Sec. II we
briefly comment on the light front variables and summa-
rize how the state vectors, field operators, and four-
momentum operator transform from one Lorentz frame
to another. The formal perturbation theory is developed
in Sec. III, and it is verified that individual contributions
to the S matrix are invariant functions of the particle vari-
ables and the external, lightlike vector §. In Sec. IV the
formalism is illustrated by applying it to the model field
theory used in Refs. 8 and 9, and the £ dependence of
some S-matrix elements is examined. A brief discussion
and suggestions for future work is presented in Sec. V.

II. LIGHT FRONT VARIABLES

We denote the coordinates of a space-time point in the
ordinary coordinate system by

=02 ,2258)=t,x,3,2)=(1,x) , (1)
and the light front coordinates by

t+z t—z

0,1 .2
\/E ’x7y’ \/—i

xt=(xx1x2x3)=

(2)

We use the usual covariant tensor notation for quantities
in the light front coordinate system, e.g.,

x-x=x,x", (3)
with

X, =gunwx", (4a)

xHt=gMx, , (4b)

where the metric and its inverse are given by

0 0 0 1

gn=8""= PR (5)
p 0 0 —10
1 0 0 0

Just as with the usual variables given by (1), a Lorentz
transformation and its inverse are given in terms of the
light front components by

xH =gk x"”, (6a)
xt=(a D xV=x"a (6b)
with the orthogonality relation

K:al‘la}»vzﬁ;; . (7)

V.
aﬂka

Corresponding to (6a), the state vectors of a system trans-
form according to!®!’

¢ )=Ula) | ¥) , (8)

where U (a) is a unitary operator which can be written in
terms of the light front components of the angular
momentum tensor. The unitary operators satisfy the well
known group properties'’

Ua"\Ula)=Ul(a'a) , (9a)
U@ "HY=Ua) !, (9b)

and can be used to transform field operators just as in the
conventional formalism, i.e.,

U(a)p,(x)U(a) '=S; a)p,(x') . (10)

The light front components, P, of the four-momentum
operator transform according to'’

U(a)P*U(a) " '=(a "W P'=P"a " . an
III. PERTURBATION THEORY

We begin in an arbitrary frame of reference where the
coordinates are given by (1) or (2), and introduce a set of
orthonormal three-vectors, u, v, and w, in terms of which
we define a set of four vectors, whose ordinary com-
ponents are given by

E'u: ‘/—(1,—11), (123)
pr=(0,—v), (12b)
Ar=(0,—w) , (12¢)
~ 1

e — 12
I \/Z(I’U) (12d)

Clearly, & and § are lightlike vectors, while p and A are

spacelike. We introduce a Lorentz transformation to a
special frame of reference by

xk=dtx", (13)
where
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(dov’d1v?d2vyd3v):(gv’pv’}"wgv) . (14)

We call this special frame the £ frame and indicate com-
ponents in this frame by a subscript or superscript &, as in
(13).

From (12)-(14), it follows immediately that

xE=(&x,p-x,Ax,5x) (15a)
x x_
- \/E )xi’ ‘/—2 ’ (ISb)
where
xi=%"%ux, (16a)
X, =(v-x)v+(w-x)w=x—(u-x)u . (16b)

In terms of these quantities, the four dot product is given
by

xy=Hx,y_ +x_y )—x;y, . a7

The vectors given by (12) have particularly simple light
front components in the & frame, i.e.,

££=(0,0,0,1), (18)
pt=(0,—1,0,0), (18b)
A£=(0,0,—1,0), (18¢)
££=(1,0,0,0) . (18d)

The £ frame plays a role analogous to the A frame intro-
duced in the invariant formulation of time ordered pertur-
bation theory® based on the use of a timelike external four
vector A [not to be confused with the vector given by (12c)
and (18c)]. A A frame is one in which the ordinary spa-
tial components of A vanish.

We now formulate the light front dynamics of the sys-
tem in the £ frame. We take as our evolution parameter

T:x(é)_:g'x N (19)

and denote, as in (11), the components of the light front
four-momentum operator by

P*=(P° P!, P2, P3)=(Py,—P,,—P,,P,) . (20)

With our conventions,'* P°, P! and P? do not contain
the interaction and are therefore kinematical, while P3,
|

1
(Sg—1)|Kg)=—2mi8(Ho—K}) |H +H,

By transforming (31) back to our original arbitrary
frame, we will be able to write each term of the series in
an invariant form.

According to (8), (13), (11), and (29) we have

|K§)=U0(d)|K> , (32)
where

Plo)|K)=K"|K) , (33)

Ki+ie—H,

which contains the interaction, gives the dynamics.'”

Since P* induces translations in 7, it plays the role of a
Hamiltonian and so we write

H=P=P, . Qn

If |4) is the state vector of a system in the Heisenberg
picture, then the state vector in the Schrodinger picture is
given by

| Ys(r))=e " HT | y) | (22)

and satisfies

i () =H | ds(r)) . 23)
dr

The interaction picture is given by the relations

H=H,+H,, 24)
[y (1)) =7 | gs(7)) (25)

li“ ‘dl](T))ZH](T”l//[(T)) N (26)
dr

Hy(r)=e"0g e o7 27

where H is the free Hamiltonian and H, gives the in-
teraction. Just as in the usual formulation,'® a perturba-
tion series for the S operator can be obtained by convert-
ing (26) to an integral equation and iterating. The result
for the S operator in the £ frame is

Se=1+ 3 (=i [drdry. .. dr,Hy(m)

n=1

XO(r—7)H (73). .. Hy(7,) . (28)

The S matrix is constructed by evaluating matrix elements
of (28) with the free states | K ;) which satisfy

where
Pt =(P°,P' P2 H,) . (30)

The subscript O is used here and subsequently to denote
free operators. If we let (28) act on a free state, it is
straightforward to show that®18

I
with

Kt=@d "W Ky=Kd/". (34)

It is worth noting that the generator for the unitary trans-
formation in (32) is the free-field, light front angular
momentum tensor. It follows from (30), (11), (9b), and
(14) that

Uo(d) 'HyUy(d)=¢-Pyg, . (35)
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If we define
V(§)=U0(d)_lH1U0(d) , (36)

and let

It should be noted that according to (36) and (14), V
should depend on all four of the vectors &, p, A, and §. It
turns out that in general the dependence on p, A, and § in
(36) is illusory, so the notation V(&) actually makes sense.
We will see an example of this in Sec. IV.

We now show that the matrix elements of each term in
the above series are invariant functions of £ and the parti-
cle variables. We consider a Lorentz transformation from
a frame in which the coordinates are x* to one in which
they are x* as in (6a). According to (13) the transforma-
tion from the prime frame to the £-frame is given by

xt=d™"x"
=d"*,a%x" (39)
=d* x*,
so we see that
d=d'a . (40)

Combining this with (14), we got the obvious result that
the elements of d’ are given by the components of &, p, A,
and ¢ in the prime frame.

In the prime frame, the interaction term is given by (36)
with & and d replaced by &' and d’, respectively. Using
this, as well as (9) and (40), we find that

V(E)=Ua)V(E)Ugla)™ !, 41)
while from (11) we obtain
§'*Poy=Uq(a)§-P o Ugla)™" . (42)

According to (8), the free states in the two frames are re-
lated by

|K')=Uya) |K) , (43)

which when used in conjunction with (41) and (42) shows
that

1
§K'+ie—L""P
. r
§-K+ie—G5 P,

(Kp| V() V(E)...V(E) KL

—(Kg | V(£) V) ... V()| Kq)

(44)

where a and B refer to the initial and final state, respec-
tively. This verifies that the matrix elements of the terms
in (38) are invariant functions of the various variables in-
volved.

Two aspects of this result on invariance are worth not-

)_—
§-K+ie—E-Py

S=Uyd) 'S:Uo(d) , (37)

we obtain from (31), with the help of (32), (35), (15a), and
(36), the basic result

Vier+ - | |K). (38)

ing. First of all the proof shows that the matrix elements,
are invariant off-shell, i.e., there need not be any special
relation among K, Kz, and K in order for (44) to be val-
id. Secondly, the invariance holds if only parts of V are
considered, or, going back to (36), if only part of H, are
retained. By using projection operators to limit the action
of H, to some subspace of the free states, the set of inter-
mediate states that come into play can be truncated
without destroying the invariance of the S-matrix ele-
ments. This amounts to an invariant formulation of the
Tamm-Dancoff method.

In applying the perturbation theory based on (38), it is
important to realize that there are three conserved quanti-
ties. For a Poincare invariant theory, the components of
the light-front total momentum operator must commute
with each other,'* i.e.,

[P*,P]=0 . 45)

As pointed out above P° P! and P? do not contain the
interaction, so we have

[Plo),Ho]l=[Plo),H,]=0 (u=0,1,2) . (46)

By sandwiching (46) between Uy(d) ™' and U,(d), and us-
ing (11), (9b), (14), (12), (2), and (36), it follows that

[£-P),V(E)]=0, (47a)
[Py, V(E)]=0, (47b)
where
Py =(v-Py)v+(w-Pylw
=Py—(u-Pylu . (48)

Here P is the usual free, three-momentum operator.

From (47) it follows that the initial, final, and inter-
mediate states that occur in the S-matrix perturbation
theory based on (38) all have the same eigenvalues of
&-P ) and Py, which we write as £-K and K. Since the
particles which occur in the various states are all on the
mass shell, we can specify the four momentum of each
particle by the three parameters® !

n=Ek/EK , (49)
and
q=k,—7K,, (50)

where k is the particle’s four momentum. Clearly 7 is a
Lorentz scalar. According to (15), the plus component
of the four vector k —nK vanishes. Using this observa-
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tion in conjunction with (17) leads to the conclusion that
dot products of the form q-q’ are Lorentz scalars. Since
&-K and K| are the same in all states (initial, intermedi-
ate, and final), it follows from (49) and (50) that

S>Sn.=1, (51)

ZQn =0, (52)

where the sums are over all the particle in a state.

The existence of the conserved quantities &-P(o) and Py,
makes it possible to replace the denominator factors in
(38) with an alternate form. According to (11), (9b), and
(N

PO)—UO( )~ lP(ZQ)Uo(a) . (53)

By choosing @ =d and using (3), (4), (11), (14), (15), and
(48), it is straightforward to show that

f0) =2&-P 05" Pio,— P}, , (54)
while from (15)-(17), it follows that
K2=2&-KE-K—K?. (55)

Those last two relations allow us to make the replacement
1 2£-K
§K+ie—§Po  K'4ie—Ph,
n (38). This makes the denominators s denominators
where s is the square of the total four momentum. It is

not difficult to show®!° that for any state (initial, inter-
mediate, or final) s is given by
2 2
+my,
s= 3 It (57)
n Mn

(56)

where m, is the mass of the nth particle, and the sum is
over all the particles in the state.

When the perturbation theory given by (38) is applied
to quantum field theories, the essential features of the di-
agrammatic rules that emerge are quite simple. The sums
of the 7’s and q’s are conserved at each vertex, and s
denominators, which can be calculated from (57), are as-
sociated with the intermediate states. Taking into account
(49), (50), (16b), and (12a), it is clear that the only depen-
dence on the external vectors &, p, A, and & that survives
in the S-matrix elements is associated with &, or more pre-
cisely, the arbitrary direction of the unit vector u. In Sec.
IV we will study this dependence in the context of a sim-
ple field theory.

IV. AN EXAMPLE

We consider a field theory for which the interaction is
given in the interaction picture by

Hi(r)= [ d*xcHi(x)8(x2—1) (58)

where #f; is a Lorentz invariant Hamiltonian density. It
should be noted that in general the interaction can be
written in the above form only for scalar fields.!” It has

been shown that for coupled scalar-Dirac fields an addi-
tional noncovariant term comes in, whose effect is can-
celed by a noncovariant term in the fermion propagator
when the Feynman-Dyson-Wick expansion is used to ob-
tain the S-matrix. We will not consider such complica-
tions here. According to (10) and (13) the transformation
of the density from the £ frame to an arbitrary frame is
given by

d)" ' (x ) Upld)=H(x) . (59)
Using this in conjunction with (36), (27), and (19), we find
= [ d*xH(x)8Ex) , (60)

which justifies our notation, as this shows that the only
external vector that V' depends upon is &.
We take for the Hamiltonian density

Hi(x) =g (x)(x)(x): 61)

where ¢(x) and ¥(x) are Hermitian and non-Hermitian
scalar field operators, respectively. This interaction corre-
sponds to the elementary virtual process

ve=y+é (62)

where ¢ is the neutral scalar particle and ¢ is the charged
scalar particle. The field operators describe free fields,
since we are in the interaction picture. Accordingly we

can write
d’k6(k°) —ik-x t ik-x
d(x)= f ‘W[A(k)e + A (k)™ ™],
k*=p?, d’k=dk°k'dk? (63)
and
d PO B —ipx 1 ipex
f (27) 3/22p B(ple=**4+D'(ple” ],

p’=m? d’p=dp°dpldp?. (64

Here A7, BY, and D' create a ¢, ¥, and anti-y particle,
respectively. The creation and annihilation operators
used here are Lorentz scalars, so that, for example,

Uo(a) 4 k) Ugla)~' = 4 (ak) (65)

which is consistent with (10). Free states constructed by
letting such creation operators operate on the vacuum
state obey (43), which in turn implies that the free states
have an invariant norm. By using standard results,® it is
straightforward to show that

[A k), AT(k")]=2Kk (k' —k")8(k'—k")8(k2—k?)

(66)
as well as similar relations for the other nonzero commu-
tators.

If we put (61) into (60) and use the expansions (63) and
(64), we encounter the invariant function

xe X AP(E-x) (67)

1
5:(Ap)=
dbp)="0 %

where Ap can be interpreted as the change in four-
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momentum at a vertex. Evaluating the integral in the £
frame, and using (15), leads to

8(Ap)=8(AE-p)8*(Apy) . (68)

The presence of such § functions is, of course, related to
(47). Since £-K and K, do not change from state to state,
(49) and (50) allows us to write

8:(Ap)=(&-K)~'8(A)8*(Aq) , (69)

which verifies that the sums of the n’s and q’s are con-
served at each vertex.

By working out a few examples with the help of the re-
lations given in this section, it is not difficult to show that
(38), (60), and (61) lead to a perturbation expansion for
the S matrix given by

(2m)*
(2m)3N /2

where N is the number of particles in the initial state plus
the number of final state particles, and the T-matrix ele-
ments T, are given by the graphical rules of Ref. 9.

In order to illustrate the dependence of the T-matrix
elements on the external vector &, we consider the dia-
grams shown in Fig. 1. These diagrams are the lowest-
order contributions to ¢-¥ scattering, with the dashed
lines, ¢ particles, and the solid lines, ¢ particles. The cor-
responding contributions to Tz, are

(Kp|S—1|Kg)=— i8*Kg—Ko)Tpa ,  (70)

2 r’
o gl —n'—1)
B, (0'.q' . qis) = . P (71)
G = 0 0 s — s, (0, q3m )]
and
2 ' —

7 +n—1D[s —s5(7',q's1,q)]

Here s, and s, are the s values for the intermediate states
indicated in Fig. 1 and can be calculated from (57). The

1

n', g (I-7,-3)
— e
//(1777'*77 -d -3)
e
T
(1-m",-¢" (m,3d)
(a)
(m'ad" . (1-m-4)
(n'+m-1, 4 +3)
(l*v’/’,-a/) (77,5)

(b)

FIG. 1. Lowest order contributions to ¢-i scattering.

expressions (71) and (72) are off shell in that the initial
and final s values are not necessarily equal to each other
or the s appearing in the denominators.

We can rewrite (71) and (72) so as to give them a more
familiar form and make the £ dependence more trans-
parent. According to (15) and (17) the £ frame, light
front components of any four-momentum p are given by
Epp pi+p’

P>PL
26p

pt= (73)

When this is combined with the fact that £-K and K, are
the same in every state, we obtain

s —s,=26K(K}—KJ) . (74)

Using the conservation laws for the vertices given by
(68), we can write

(K, —k{—k,)>+m?

K} =k?+ki
s =R T K —k k) 75
which when put into (74) leads to, with the help of (49),
(1—n' —)s —s,)=(K —k'—k)?—m? . (76)

Here k and k' are the initial and final four momenta of
the ¢ particles, while below p and p’ are those of the ¥
particles. Similarly it can be shown that

(' +9—1)s —sp)=(K —p'—p)*—m?, (77)

so we see that the denominators in (71) and (72) do not
depend on the external vector £&. Only the step functions
depend on &, as a result of (49). If we consider the on-
shell limits of (71) and (72), then, of course, the total four
momentum is conserved, i.e.,

K=k+p=k'+p', (78)

and the denominators become identical, which in turn im-
plies
2

£ (on shell) . (79
(K —k'—k)?—m?
This is the familiar Feynman diagram result. As pointed
out in the Introduction, this is what happens in general,
i.e., when the contributions from the various ordered dia-
grams which correspond to a single Feynman diagram are
combined on shell, the dependence on the external vector
& disappears. Since LFPT can be thought of as TOPT in
the infinite momentum frame, and it is known that com-
bining time ordered diagrams leads to Feynman diagrams,
this result is not too surprising.

It is not anticipated that in practical applications of the
formalism developed here and in Ref. 9, all of the ordered
diagrams corresponding to a Feynman diagram will be re-
tained. For example, the three-particle equations
developed in Ref. 9 ignore the contribution of Fig. 1(b)
and retain Fig. 1(a). This seems reasonable since in (72)
we have s, > (3m)? while in (71) we have s, 2(2u+m)2,
where 4 and m can be thought of as the pion mass and
nucleon mass, respectively. As a result of this type of ap-
proximation, the equations developed in Ref. 9 are invari-
ant but not truly covariant, since there is some residual
dependence on the unit vector u that appears in §. To the

B, +B,=
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extent that the approximations made are good, this depen-
dence should be weak.

V. DISCUSSION

The formalism developed here provides a practical basis
for the development of relativistic equations for few parti-
cle systems. Since the particles that occur in initial, final,
and intermediate states are on the mass shell, the integral
equations developed from ILFPT have fewer variables
than those obtained from Feynman diagrams. In general,
two-body equations will be three-dimensional, while
three-body equations will be six dimensional. As the
analysis of Ref. 9 shows, it is possible to develop three-
dimensional, three-particle equations which should be ac-
curate for a system such as the pion-nucleon system at
low and intermediate energies. Since we have proven in
Sec. III that the individual terms in ILFPT are Lorentz
invariant functions of the variables involved, we are
guaranteed that integral equations obtained from this for-
malism will be manifestly invariant.

In the diagrams of ILFPT the internal lines are associ-
ated with intermediate states characterized by the number
of on-mass shell particles present. This has two related
advantages. First of all, it makes it easier to justify the
omission of particular diagrams, and second, unitarity be-
comes quite transparent. As the analysis of Ref. 9 indi-
cates, the derivation of discontinuity and unitarity rela-
tions is quite straightforward. In fact, the formal pro-
cedures are identical to those of nonrelativistic quantum
mechanics.”’ The only difference worth noting is the shift
in emphasis from energy variables to invariant s variables.

The analysis of Namyslowski® and the equations
developed in Ref. 9, make it clear that use of the vari-
ables given by (49) and (50) makes it possible, within the
framework of ILFPT, to satisfy the cluster decomposition
property in a manifestly invariant way. The additive
character of the right-hand side of (57) provides the alge-

braic basis for proving this. There have been relativistic
three-particle equations developed that satisfy the cluster
property,! but they do so at the expense of introducing
spurious singularities. The cluster property is crucial for
the description of the scattering of composite systems and
makes it possible to explain many-body systems in terms
of two, three, etc. particle interactions.

Summing sets of diagrams to obtain few particle equa-
tions can become quite complicated, especially in three or
more particle systems. Fortunately, the one-to-one
correspondence between the internal lines of ILFPT dia-
grams and intermediate states makes it possible to use
projection operator techniques to keep track of things.
Previous work?? on a static model for the pion-nucleon
system indicates that the use of these techniques will
make it possible to develop relativistic equations for a sys-
tem such as this, which go beyond the isobar model.

One of the practical problems that remains in the appli-
cation of the formalism developed here is the optimal way
to choose the external vector £, or more specifically the
unit vector u. This point has been considered by Namys-
lowski!® and he has made some practical suggestions.
Karmanov? has also considered this issue in an analysis
of state vectors defined on light fronts. His results are in-
teresting in that they show that the appearance of the
external vector £ can be turned to an advantage. In light
front dynamics the angular momentum operators depend
on the interaction, i.e., they are not kinematical generators
as in the conventional approach.!?4-610:1314 Karmonov
has shown how to reformulate the light front theory of
angular momentum in terms of rotations of the £ vector,
so as to make the construction of states with definite an-
gular momentum a purely kinematic problem.

An analysis of the theory of angular momentum within
the light front framework and the application of the for-
malism developed here to the pion-nucleon system are
presently underway.
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