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Statistical giant dipole resonance decay of highly excited states of Cu
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Continuum y-ray spectra from decays of 'Cu formed at initial excitation energies of 22.5 to
77.4 MeV and maximum spin up to 40k, using He+' Co, Li+' Fe, ' C+ "V, and "0+ 'Sc en-

trance channels, have been measured and analyzed. The parameters of the giant dipole resonance
strength function have been extracted using a statistical code in a nonlinear least-squares fitting
routine. Except for the cases of He and Li at the highest bombarding energies, which show evi-
dence for nonstatistical effects, spectra are well reproduced by statistical calculations. The mean
energy and strength of the giant dipole resonance built on excited states of 'Cu are close to the
ground-state values, while the width varies smoothly from —5 MeV for the ground-state giant di-

pole resonance up to 10.6+0.6 MeV in the temperature range up to 1.9 MeV and mean spin in the
range 0—23k. The large range of energies studied permitted different level density formulations to
be tested. Measured spectra from Li+ 'Mo and Li+ ' 'Ta at E~,b( Li) =36 MeV show a strong
nonstatistical enhancement at high y-ray energies.

I. INTRODUCTION

During the last few years, strong evidence for the ex-
istence of the isovector giant dipole resonance (GDR) in
hot nuclei has been found in y-ray spectra associated
with heavy-ion fusion reactions. ' " Nevertheless, very
little experimental information is available on the depen-
dence of statistical GDR decay parameters as functions
of temperature and spin in a given nucleus. ' ' " In a
recent paper, Gaardhgfje et aj'. " have reported a large
increase of the GDR width in ' ''"Sn* nuclei with in-
creasing nuclear temperature and angular momentum.

On the theoretical side, a number of investigations
into the temperature and spin dependence of collective
states in a hot nucleus have been reported recently. 12—20

It was found that the temperature dependence of the gi-
ant dipole resonance energy should be very weak in the
temperature range from T =0 to 2 MeV. ' ' ' Similar
results were obtained for the angular momentum depen-
dence of the GDR energy at fixed temperature. ' '

Also, the strength of the GDR is expected to be nearly
independent of temperature. ' The width of the GDR,
however, should increase at higher temperature due to
thermal averaging over a distribution of deformations. '

In this paper, we examine the GDR decay of the
equilibrated hot nucleus Cu', to investigate the possi-
ble dependence of the GDR energy, width, and strength
on the nuclear temperature and spin. The shape of the
GDR built on the ground state of Cu has been mea-
sured in photoneutron reactions ' and has been de-
scribed adequately by a double Lorentzian with peak en-
ergies EJ, widths l

~
and strengths Sj (in units of the

classical dipole sum rule) of E, =16.7 MeV, I
&

——4. 2
MeV, Ez ——19. 1 MeV, I z ——3.6 MeV, and Sp/S& —0.5
or E& ——16 2 MeV, I

&

——4 7 MeV, Ez ——19 7 MeV,
I z ——4.6 Me V, and Sz /S

&
—-0.4. Although the ob-

served broadening of the (y, n) excitation curve has pre-
viously been attributed to deformation splitting, ' it
has a more natural explanation in terms of the isospin
splitting of the GDR into two components, one with
T& ——T3 and the other with T =T3+1. Isospin split-
ting of the GDR has been observed in other nuclei near
mass 3 —60. The magnitude of this splitting
related to the nuclear symmetry energy, and for Cu it
is estimated to be 3.3 MeV, in agreement with the ob-
served shape of the (y, n) excitation curve. ' The cal-
culated strength ratio ' Sz/S& due to isospin splitting is
0.3. This is in reasonable agreement with experiment,
given that the splitting is not resolved and hence Sz/S&
is not well defined experimentally. The mean GDR en-
ergy calculated from the parameters of the double
Lorentzian corresponds to 17.4 MeV, and the T and
T components are expected at 16.7 and 20.0 MeV, re-
spectively, based on the calculated energy splitting and
strength ratio given above. There are no available ex-
perimental data from photoproton reactions on Cu, but
in neighboring nuclei, Ni (Refs. 28 and 29) and Zn
(Refs. 26 and 27), both the T and T components of
the GDR have been observed in (y, n) and (y, p) excita-
tion curves. To estimate the fraction of the classical di-
pole sum rule exhausted by the GDR built on the
ground state, the (y, p) cross section has to be taken into
account. For Cu the (y, p) cross section was estimated
from evaporation theory to be 21% of the total integrat-
ed cross section, which, together with the measured
(y, n) cross section, corresponds to a total GDR strength
of S=0.97.~' This estimated value of the (y, p) cross
section is in agreement with measured values for the
neighboring nuclei Cu (Ref. 32) and Zn (Ref. 27).

In order to produce the Cu compound nucleus over
a large range of excitation energies and spins, and also to
populate it at the same excitation energy but with
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TABLE I. Characteristics of the 'Cu* states populated in the present work.

Entrance
channel

18O+ 45SC

12C+ 51v

Li+' Fe

4He+ "Co

Q value
(MeV)

23.73

13.38

19.48

5.77

a
~Coulomb

(MeV)

34.0

24.8

12.3

8.6

b
Elab

(MeV)

75.1

53.1

39.9

64.7
48.0
32.2
26.3

36.0
22. 1

13.9

28.4
23.9
17.8

E;
(MeV)

77.4
61.6
52.2

65.7
52.2
39.5
34.7

52.0
39.5
32.0

32.4
28. 1

22.5

23.0
15.5

8 ' 5

20.0
15 ~ 5
8.5
3.0

1 1 ' 5
7.0
2.0

5.5"
7.5
4.5

'In the lab system.
E~ab averaged over the target thickness.

'Estimated as 2lo/3.
It is not clear why such a small value of lo is needed in this case to reproduce the low-energy part of

the spectrum.

different initial spin distributions, we studied different re-
action entrance channels using ' 0, ' C, Li, and He
projectiles. In these reactions, only the T component
of the GDR is populated. The characteristics of the

Cu compound nucleus formed in these four reactions
are presented in Table I. For the cases studied, the ini-
tial excitation energy E; varies from 22.5 to 77.4 MeV,
whereas the average initial spin I; changes from 2A to
236, corresponding to a total range of initial angular
momentum up to about 40k.

II. EXPERIMENTAL PRGCEDURE
AND DATA ANALYSIS

The experiments were performed using ' 0, ' C, Li,
and He beams produced by the University of
Washington FN tandem Van de Graaf accelerator.
Self-supporting rolled metallic targets of 99.9% chemical
purity were produced from natural material for Sc,
'V, and Co, and from Fe isotopically enriched to

90—95%. The target thicknesses, determined to +5%
by measuring the energy loss of 5.486 MeV 0. particles
from an 'Am source, were found to be 1 ~ 1, 1.0, 4.2,
and 1.5 mg/cm for Sc, 'V, Fe, and Co, respective-
ly.

Gamma rays from the decay of Cu* were detected at
a lab angle of 90' with respect to the beam axis, in a 25.4
cm &&25.4 cm Nal(TI) crystal surrounded by a plastic an-
ticoincidence shield, passive LiH and Pb shielding,
and with a 40 cm thick paraffin block between the detec-
tor assembly and the target. Pulsed beams and time-of-
flight techniques with 3.5 ns time resolution over a 1 m
flight path were used to separate prompt y rays pro-
duced in the target from neutron-induced events.
Cosmic-ray events were rejected by an anticoincidence
condition with pulses from the plastic shield. Data were
collected with a low spectrum threshold (Fr =3 MeV)

and at counting rates of 10—15 kHz (above 0.25 MeV),
making a pileup correction necessary. A fast pileup re-
jection circuit with a measured efficiency of 50%%uo was
used. The spectrum of pileup-rejected events was
recorded, and an additional off-line subtraction was per-
formed in order to completely remove pileup from the
y-ray spectra. The efficiency of the rejection circuit and
the validity of the resubtraction technique were deter-
mined from measurements made at different beam
currents. Pileup was most severe in our spectra in the
"knee" region Ez —10—13 MeV, but even here the pile-
up correction was less than 2%%uo for all spectra. The gain
stability of the spectrometer was better than 0.2%%uo over
long (6 d) runs owing to the combined active transistor-
stabilized bases and light-emitting-diode stabilization sys-
tem. The detector energy resolution was about 4% at
22.6 MeV. The absolute gain calibration was determined
using peaks in the range Ez ——2 —22. 6 MeV from p+ "B
reactions for E~

=7.25 Me V and typically was checked
at the beginning and end of each running period. Such a
procedure was necessary because the gain must be
known accurately at high E~, where the heavy-ion-
induced spectra are smooth and featureless.

A small but significant background from light target
impurities was present in the y-ray spectra. Additional
measurements with ' 0 or ' C beams at projectile ener-
gies below the Coulomb barrier for the target nuclei, but
well above the barrier for light nuclei, demonstrated that
the background was due to carbon and oxygen target
impurities. From these measurements the amount of
carbon and oxygen impurities in the targets of interest
was determined. Background spectra from carbon and
oxygen targets, the latter obtained from difference spec-
tra measured with Ta205 and Ta targets, were measured
at all relevant bombarding energies and used to correct
the spectra of interest. This background subtraction
mainly affected the low-energy part of the y-ray spectra
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(Ez & 10 MeV); in the energy range of primary interest
(Er & 10 MeV), background corrections were less than
2%.

Absolute cross sections at 90 were obtained to +10%%ug

by direct calculation from the measured y-ray yields
after correcting for pileup, deadtime, and light contam-
inants. The calculations were based on knowledge of
target thickness, total accumulated charge, solid angle,
and y-ray detection efficiency of the NaI crystal. Total
cross sections were obtained assuming an isotropic angu-
lar distribution. For data taken with the Fe target, no
correction was applied for the 5 —10% ' Fe in the tar-
get; however, statistical model calculations showed that
the cross section as well as the fitted GDR parameters
were completely insensitive to this impurity.

The y-ray detector efficiency is based on direct mea-
surement for energies between 2.3 and 15.1 MeV; for
higher energies, an extrapolation has been made con-
sistent with an EGS (electron gamma shower) Monte
Carlo calculation. For the present energies of interest,
the efficiency is known to approximately +5%. Because
the detector response to monenergetic photons involves
a "photopeak" plus a low-energy tail, the raw data can-
not be converted to cross section without deconvoluting
the response function. Instead, we convolute the statisti-
cal model calculation with the measured detector
response (energy-dependent line shape and eKciency)
and compare directly with the data, as shown in Figs. 1,
6, 7, 9, and 10. The vertical scale in these figures has
been determined by the detector efficiency at E~ =15.1
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FIG. 1. Measured y-ray spectra from the decay of 'Cu together with least-squares-fitted statistical model calculations for the
level density parameters in the Piihlhofer approach: aLDNi ——2/8 MeV ' and ALD~ calculated from the Myers droplet model for-
mula without the Wigner term.
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MeV, and because the efficiency variation with energy is
slow, this scale is correct to within 10% for Er =5—20
MeV.

III. RESULTS
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FIG. 2. Experimental y-ray spectra from the decay of Cu
formed at E; =52.2 MeV with different spin distributions pro-
duced by different reaction entrance channels: "0+ 'Sc,
' C+ "V, and Li+ "Fe. In order to compare the high-energy
spectral shapes, the latter two spectra were normalized near

E~ =10—12 MeV by factors of 0.62 and 0.47, respectively, to
match the ' 0+ Sc spectrum.

Gamma-ray spectra from the decay of the compound
nucleus Cu* formed at diferent initial excitation ener-
gies and initial spins are presented in Fig. 1. All these
spectra show the same qualitative shape: a relatively in-
tense yield of low-energy y rays (E~ & 10 MeV) emitted
after the compound nucleus has cooled by particle eva-
poration to near particle threshold, and a high-energy
part with the characteristic broad bump, arising from
y-ray emission in direct competition with particle eva-
poration. The solid curves represent statistical model
calculations which are described in Sec. III B.

Figure 2 displays the experimental spectra from the
decay of Cu* compound nuclei populated at the same
excitation energy (E„;=52.5 MeV) but with different ini-
tial spin distributions produced by ' 0+ Sc, ' C+ 'V,
and Li+ Fe entrance channels. The spectral shapes
are very similar for the ' 0 and ' C channels, in agree-
ment with the hypothesis that compound nuclear decays
should be independent of the entrance channel. Small
discrepancies for the Li channel compared with the ' 0
and ' C channels at the highest y-ray energies are due to
a nonstatistical enhancement of the y-ray emission ' in
the Li channel (see Sec. III C).

A. Statistical model analysis

Gamma-ray cross sections were calculated using a
modified version of the computer code CASCADE,
which is based on the assumption that the heavy-ion
fusion reaction forms a highly excited compound nucleus
in thermal equilibrium. The decay width for emitting a

y ray of energy Er was assumed to have the form

dl yl (Er, I; ~If ) p(EfpIf)77f ) Ey CJggg( Ey)
, (1)

dE~ p(E I n)('~Ac)~ 2L+1
where Er ——E; —Ef, p is the level density discussed in
Sec. III B, L denotes the multipolarity of the y ray, and
o,b, (E~.

) represents the cross section for EL photoexcita-
tion.

In our calculations the averaged absorption cross sec-
tion for electric dipole radiation was represented by a
Lorentzian form with peak energy ED, width I, and
strength S (in units of the classical dipole sum rule)
characterizing the giant dipole resonance:

Ei(E )
4rle fi XZ r

2 SE I
(2)

Mc A (E' r r
The parameters of the GDR (ED, I, and S) were treated
as variables in the least-squares fitting of the calculated
spectra to the experimental data. For E2 transitions,
both isovector (IVGQR) and isoscalar (ISGQR) giant
quadrupole resonance components were included with
fixed parameters E = 15.8 MeV, I"=4.0 MeV, and
S =1.0 for the ISGQR, and E =31.4 MeV, I =5.0
MeV, and S=1.0 for the IVGQR. The contribution of
the GQR in the analyzed spectra was small ( &5% for

Ez &20 MeV, —8% for Ez ——25 MeV), and the calculat-
ed spectrum shapes were insensitive to changes of GQR
parameters (e.g. , using parameters from Kawazoe
et al. ' ). The biggest effect from E2 is at the highest
projectile energies for ' 0+ Sc at E; =77.4 MeV,
where the IVGQR contributes —30% of the yield at
E =30 MeV and the statistical model calculation ap-r=
pears slightly worse compared to the data if the IVGQR
contribution is omitted.

The spectrum shape calculated using CASCADE is the
sum of y-ray spectra from the decay of the initial com-
pound nucleus and the daughter nuclei populated by
particle emission. Figure 3(a) shows a calculated decom-
position into individual components of the spectrum of
y rays from ' C+ 'V~ Cu' at E; =52.2 MeV. In
Fig. 3(b) a representative particle decay chain for the
same reaction as in Fig. 3(a) is displayed. It can be seen
from Fig. 3(b) that low-energy y rays are emitted mainly
after sequential particle decays. High-energy y decay is

predominantly due to y-ray emission from the initial
compound nucleus, and the ranges of final spin and ener-

gy populated are indicated for this component by the
dotted lines in Fig. 3(b). It is evident from Fig. 3(a) that
at high y-ray energies the y decay of the initial com-
pound nucleus dominates, but that y decay following
emission of one particle is also important.

All calculated spectra were folded with the measured
energy-dependent response function of the detector for
comparison with the data. In the case of the He+ Co4 59
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channel, the calculated spectra were normalized to agree
at low y-ray energy with the measured spectra, by vary-
ing the grazing angular momentum Ip. All other spectra
calculated with the fusion cross section as given by CAS-

CADE agreed with the measured spectra at low E~. The
experimental data were fitted over the region E~ ) 12

MeV, where the spectrum shape is most sensitive to the
GDR parameters.

B. Level density

The level density of the initial compound nucleus and
its daughters is a quantity of primary importance in the
CASCADE calculations. Although the nuclear level densi-

ty has been studied for many years, there are still un-
resolved uncertainties concerning it. Several sem-
iempirical formulae have been proposed and used in sta-
tistical model calculations. In the present study, many
y-ray spectra over a wide range of excitation energy
were measured, giving us a unique opportunity for test-
ing level density formulations in a self-consistent
manner.

We have investigated three different formulations: (1)
the original CASCADE level density approach proposed
by Piihlhofer in which the level density is defined sepa-
rately in different regions of excitation energy; (2) varia-
tions on the Piihlhofer approach; (3) the approach sug-
gested by Reisdorf in which the level density at all ex-
citation energies is given by one smoothly varying for-
mula. Our criteria in determining the acceptability of
the level density description were that it should result in
good fits of the statistical calculations to the experimen-
tal data over a wide range of excitation energies, that the
extracted GDR parameters should vary smoothly with
excitation energy and spin, and that the calculated level
densities should agree with values determined experi-
mentally from direct level counting, high resolution (p,p)
resonance measurements, and Ericson fluctuation mea-
surements. '

I. The Piihlhofer approach and variations

60—
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I I I I I I

~ ' Itllni'll I / I j fl If I(tf

As a large range of excitation energies is important in
the decay of a highly excited nucleus [as seen in Fig. 3(b)
for Cu*], it was proposed by Puhlhofer that the level
density should be defined separately in four regions. At
"low" excitation energy (typically E, &5 MeV), indivi-
dual levels for the initial compound nucleus and for each
daughter nucleus should be taken into account. In the
case of Cu* and its daughters, individual levels are
known experimentally up to about 3.5 MeV in excitation
energy. At higher excitation, where the energies and
spins of individual levels are unknown, the functional
form of the level density for a given angular momentum
I and both parities together as a function of excitation
energy E is given by

10 20 30 40
2I +1 &

—exp(2+aU )

120'" ( U+ t)' (3)

FIG. 3. cAscADE statistical model calculations of y decay
from ' C+"V~ 'Cu for E; =52.2 MeV (without line shape
folding). (a) Total spectrum, y decay from the initial com-
pound nucleus (labeled On) and y decay following emission of
the labeled particle. (b) Calculated initial spin distribution o.f,
yrast line, a representative particle decay chain, and the most
probable high-energy y-ray decay. The outer contour shown
for y decay corresponds roughly to the half-width of the inten-

sity distribution as a function of spin and energy.

where

and

&' =&(1+oI '+ 0'I 4) .
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Here, t is the nuclear temperature, J„;g,d is the rigid-body
moment of inertia J„g,d ——2mR /5 with R =ro A ', and
0' represents the moment of inertia of a deformable ro-
tating liquid drop with small deformability coefficients 6
and 6'. The parameters a and 6 are defined separately
in different regions of excitation energy. For "medium'
energies, in the range 3.5 MeV & E & 40/3 '

MeV=10. 1 MeV for Cu, the level density was calcu-
lated according to (3) with the empirically determined
parameters a and 6 taken from the compilation of Dilg
et al. where available, and where unavailable an ana-
lytic formula approximating the mass dependence and
shell effects on a and 6 was applied. To specify the spin
dependence of the level density in this region, we used
the parameter rp ——1.17 fm corresponding to an effective
moment of inertia of 85%%uo of the rigid-body value, as
suggested by Puhlhofer, in order to continue smoothly
the yrast line above the known high-spin states.

At "high" energies, above E, ~80/3 ' MeV=20. 1

MeV for Cu, where shell and pairing effects are as-
sumed to have vanished, the smooth mass dependence
for a and 5 given by the liquid drop model was assumed.
The generally accepted values of aLDM ——3/8 MeV
and ALDM defined as the difference between the experi-
mental and the liquid drop binding energy calculated
from the Myers droplet model mass formula' without
shell and pairing corrections, were used. Yrast line pa-
rameters r p = 1.27 fm 6 =3.9 & 10 and

LDM
6'=3.5 & 10 were chosen according to the prescription
given by Puhlhofer. In the transition region between
the medium" and "high" energies, 40/A '

MeV &E„&80/3 '~ MeV, a linear interpolation of a, b, ,

and 0 was performed.
The best fits of the CASCADE calculations to the exper-

imental data using the level density formulation given
above are shown in Fig. 1 by solid lines. The y-ray
spectra from the decay of the highly excited Cu* com-
pound nucleus formed at initial energies E„; & 52 MeV in
' 0+" Sc and ' C+ 'V reactions are very well repro-
duced by these calculations. At the lower initial excita-
tion energies (E„; &40 MeV), however, some discrepan-
cies occur. The calculations underestimate the measured
y-ray yield for E~ &20 MeV, as can be seen in Fig. 1.
The y-ray spectra observed from the ' C+ 'V and
Li+ Fe channels at F. ; &40 MeV cannot be fitted by

CASCADE calculations with the level density parameter
aLDM ——2/8 MeV ' and the value of ALDM calculated
from the Myers droplet model mass formula. For the
highest projectile energies in the Li+ Fe and
He+ Co channels, the measured y-ray yield is also

larger than the calculated yield; here, however, nonsta-
tistical reaction contributions have to be taken into ac-
count (see Sec. III C). For moderate projectile energies,
the ' 0+ Sc and ' C+ 'V channels are well described
by the statistical model, and so we have to look for
another explanation for the observed discrepancies. We
will focus on the data from the ' C+ 'V reaction at
E; =39.5 MeV, as the most obvious discrepancy occurs
for this case.

We examined the possibility that the discrepancies be-
tween the normal statistical calculations and our data

for low projectile energies might be due to an error in
the assumed initial spin distribution. In our calcula-
tions, the initial spin distributions were calculated using
the strong absorption model with the transmission
coefficients approximated by a Fermi distribution with a
diffuseness d =2 fm. This approximation is rather good
for strongly absorbed heavy ions, with energies well
above the Coulomb barrier. For incident projectile ener-
gies near and below the Coulomb barrier, however, a
broader spin distribution for the resulting compound nu-
cleus is expected. In order to investigate the sensitivity
of the calculated spectrum shape to a change in the ini-
tial spin distribution, we have fitted the y-ray spectrum
for the ' C+ 'V reaction at the lowest two ' C energies,
E~,b ——26. 3 and 32.2 MeV, assuming a broader spin dis-
tribution. First, we changed the diffuseness of the spin
distribution in the range 2A —6A. This required a com-
pensating change in lp to keep the fusion cross section
constant and to preserve the agreement with the low-
energy part of the y-ray spectrum. Increasing the
diffuseness up to 6A increased the fitted GDR strength
by 15%, while ED and I changed by less than 2'Fo. We
also tried a very broad spin distribution as determined
by Gil et al. for the ' O+' Sm reaction at a projectile
energy below the Coulomb barrier (E~,b ——63 MeV), with
the fusion cross section normalized to give agreement
with the low-energy part of the y-ray spectrum. In all
these cases the calculated spectrum shape remained al-
most unchanged from the shape calculated with the de-
fault spin distribution, thus demonstrating that the ob-
served discrepancies are not due to an error in the initial
spin distribution.

On the other hand, it is also possible that the
discrepancies between our data and CASCADE calcula-
tions can be attributed to an incorrect prescription for
the level densities. This was thoroughly investigated,
and we show in the following that it can account for our
observations. We found that the discrepancies in the
fitted spectral shapes are especially sensitive to the
dependence of the level density on excitation energy, in
particular to the properties of the transition region. We
assumed that the parameters a and 5 describing the lev-
el density are well defined in the "medium" energy re-
gion, where they are extracted from fits to the experi-
mental data. At higher energies the level density pa-
rameters are less certain. Especially in the transition re-
gion, where shell effects gradually vanish, the linear in-
terpolation of parameters a and 6 is rather arbitrary. In
the "high" energy region, the generally accepted value
for aLDM is 2/8 MeV ', but also lower values have
been proposed. In order to test the sensitivity of the
CASCADE fitting calculations to the parameters describ-
ing the level density at higher excitation energies, we
performed a series of CASCADE fits to the measured p-
ray spectra using difterent sets of parameters aLDM and
4LDM as well as changing the transition region starting
point and range. We varied the value of the parameter
aLDM from 3 /7 to 2 /10 MeV ' and used ALDM calcu-
lated from the Myers droplet model mass formula
without or with the Wigner term. The Wigner term
represents a bulk property of the nucleus, connected
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TABLE II. Dependence of GDR parameters on the level density parameters for ' C+ "V~ 'Cu*

at E„;=39.5 MeV. M, calculated from the Myers droplet model mass formula without the Wigner

term; M + Wt, same as M, but with the Wigner term included.

Set

A
8
C
D
E
F
Cs

H

Trans.
region
(MeV)

10.1-20.1

10.1-20.1

10.0—11.0
80.0—82.0
10.1-20.1

10.1-20.1

10.1-20.1

20.0—30.0

(MeV)

8.0
8.0
8.0

not
9.0
9.5
9.0
8.0

~LDM

M
M+Wt

M
relevant

M+Wt
M
M
M

6.7
5.2
2.8
1.8
1.9
1.8
2.9
9.7

0.98+0.02
1.09+0.02
1.05+0.02
0.93+0.02
1.01+0.02
0.92+0.02
0.95+0.02
1.43+0.02

E
(MeV)

16.9+0.1

17.1+0.1
17.3+0.1

16.6+0.1

16.7+0.1

16.5+0.1

16.6+0.1

17.7+0.1

r
(MeV)

6.6+0.1

6.9+0.1

7.4+0.2
7.8+0.1

7.8+0.1

7.6+0.1

7.3+0.1

5.6+0.1

with the increased overlap of the wave functions of par-
ticles in identical orbits. The value of the Wigner term
is proportional to N —Z, and in the case of Cu it is
significant. The y-ray spectrum calculated for ' C+ 'V
at E„;=39.5 MeV was found to be the most sensitive to
level density changes. Various sets of level density pa-
rameters used in our fits, with corresponding 7 values
and GDR parameters extracted from fits for this spec-
trum, are listed in Table II.

We also examined the level density curves calculated
for particular sets of parameters aLDM and ALDM, and
compared them with experimentally determined values
of the level density from Lu et al. ' obtained from direct
level counting, high resolution (p,p) measurements, and

Ericson Auctuation measurements in the energy range up
to 24 MeV. Figure 4 shows the level density curves in
the excitation energy range up to 24 MeV for Cu and
for several daughter nuclei calculated using the
Puhlhofer approach with the generally accepted
a„DM = 3 /8 MeV ' and ALDM calculated without the
Wigner term (long dashes, marked A), as well as experi-
mentally determined values from Lu et al. ' For com-
parison, Fig. 4 also displays the level density curves
determined by the individual levels at low energy, and by
formula (3) with "medium" energy parameters a, b„ro at
all higher energies (dotted curve, marked D). The same
curves for Cu calculated up to E =70 MeV are shown
in Fig. 5. It is worth emphasizing that the level density
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FIG. 4. Level density curves for the initial compound nucleus 'Cu and several daughters, together with the experimental data
from Ref. 41. Parameter sets for the level density curves are described in Table II; set A, long dashes; C, dashed-dotted; D, dots; E,
solid line; F, short dashes.
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FIG. 5. Level density curves for the 'Cu nucleus calculated
for difFerent parameters using the Puhlhofer approach. The
definition of the curves is the same as that given in Fig. 4; addi-
tional set B, dashed —three-dotted curve (see also Table II).

curve D defined at all energies by the "medium" energy
range parameters is very different from A, which is cal-
culated with the generally accepted liquid-drop parame-
ters in the "high" energy region. Curve D has a
different slope at high excitation energy, and by
definition is a much smoother function in the excitation
energy region of 10—20 MeV than the level density A,
which has obvious slope discontinuities at the ends of
the transition region. The experimentally measured level
density data agree better with curve D than with curve
A (see Fig. 4). The use of level density D results in good
CASCADE fits to the measured y-ray spectra for all of the
cases which we studied. Extrapolation up to E =70
MeV of the medium" energy parameters, containing
the shell effects, seems, however, not to be well motivat-
ed. So, we decided to look for a level density curve
which has a similar energy dependence, but which is de-
scribed by a parameter aLDM ——3 /const and by a value
for ALDM which cancels shell and pairing effects in the
"high" energy region, as predicted by the liquid drop
model. Such curves for Cu and its daughter nuclei can
be obtained with aLDM ——2/9 MeV ' and b, LDM calcu-
lated from the Myers droplet mass formula with the
Wigner term included (solid line in Figs. 4 and 5,
marked E) or with aLDM ——A /9. 5 MeV ' and b, LDM cal-

culated without the Wigner term (short dashes in Figs. 4
and 5, marked F). These two sets of parameters aLDM
and ALDM resulted in the best fits to the data for all exci-
tation energies. The best fits for aLDM= 3/9 MeV
and ALDM calculated with the Wigner term are presented
in Fig. 6 by solid lines.

The change in the quality of the best CASCADE fit to
the measured spectrum shape with the variation of the
level density parameters may be judged by comparison
of the dashed and solid curves in Fig. 7, corresponding,
respectively, to the calculation using a LDM ——3 /8
MeV ' and ALDM calculated without the signer term,
and aLDM ——3/9 MeV ' and ALDM calculated with the
Wigner term included. In Fig. 7(b) the measured and
fitted spectra have been multiplied by the factor
exp(aE~) in order to approximately cancel the effect of
rapidly varying level density with energy and to facilitate
comparison of the fitted spectrum and data on a linear
scale.

We have also investigated changing the transition re-
gion starting point and range in the level density
description. However, this only improved the fit quality
in the unphysical situation in which the transition region
was very low in excitation energy and had a very short
range (E„=10—11 MeV). The corresponding level den-
sity curve (dashed-dotted curve in Figs. 4 and 5, marked
C) does not agree with the experimental values ' of the
level density, and it also has a physically unreasonable
slope discontinuity.

Since the yrast lines at high spin in Cu and daughter
nuclei are not well known, the sensitivity to the parame-
ter ro for the "medium" energy region could only be
checked by additional CASCADE calculations with
different values of ro. In Table III we present 7 values
and GDR parameters extracted from fits with three
different values of ro corresponding to an effective mo-
ment of inertia of 50 Jo, 85%%uo, and 100% of the rigid-
body value. Although the fitted GDR parameters show
some sensitivity to ro (see Table III), the fit quality is not
changed substantially by altering ro.

In conclusion, we believe the discrepancies between
the CASCADE calculations using the Puhlhofer default
level density and measured spectra are caused by an in-
correct behavior of the level density at high excitation
energies. The default description of the level density has
approximately the correct slope at high energies, so that
if all high-energy y decays of interest populate final
states which are in the "high" energy region, then sta-
tistical decay calculations with this level density produce
reasonable results. For such cases, the fit quality is good
(see Fig. 1 for E„;) 52 MeV), and the extracted GDR

TABLE III. Dependence of CrDR parameters on the yrast line parameters in the "medium" energy
region for ' C+"V~ 'Cu* at E„;=39.5 MeV.

(fm)

Fraction
of Jrigid

(%) (MeV)
r

(MeV)

0.90
1.17
1.27

50
85

100

6.9
6.7
5.0

0.98+0.02
0.98+0.02
1.09+0.02

16.9+0.1

16.9+0.1

17.1+0.1

6.5+0.1

6.6+0.1

7.5+0.2
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parameters are in reasonably good agreement with our
final results given in Table IV and discussed in Sec.
IIID—S and I within S%%uo and 2%, respectively, and
ED values systematically higher by about 0.5 MeV.
However, if high-energy y decay populates states in the
transition region, then the high-energy y-ray spectrum is
given incorrectly because the level density in the transi-
tion region has the wrong slope. This can be seen in
Fig. 1 for the cases with E; =39.5 Me V; also, the
E; =34.7 and 32.0 MeV fits give physically unreason-
able COMDR parameters for the same reason. The slope in
the transition region is wrong, because the default level
density at high energies has too large a magnitude, and
hence cannot be matched reasonably with the level den-
sity in the "medium" energy region.

The energy dependence of the level density should, of
course, be smooth, without unphysical discontinuities.

Our analysis shows also that in the Puhlhofer approach
the level density parameter aLDM should be in the range
A /9 to A /9. 5 MeV ' for nuclei with mass around
A =60. It can be seen from Fig. 6 that, in general, the
fits of the CASCADE calculation with such level density
parameters are significantly improved over those in Fig.
1.

2. The Reisdorf approach

Recently, another semiempirical level density formula,
proposed originally by Ignatyuk et ah. has been
developed independently by Reisdorf, Schmidt et at'. ,
and Kataria et at'. The Reisdorf approach has been
followed in the statistical code HtvAP (Refs. 44 and 47)
and we will confine our discussion to this approach. It
diff''ers from the Piihlhofer approach, mainly by treating
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FICx. 6. The same as Fig. 1, but fitted statistical model calculations for the level density parameters: aLDM ——3/9 MeV ' and

ALDM calculated including the Wigner term.
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FIG. 7. Comparison of statistical model calculation fits to
the data for ' C+ "V~ Cu at E„;=39.5 MeV with different

level density parameters. (a) y-ray spectrum: dashed line for

aLDM ——3/8 MeV ' and solid line for aLDM ——3/9 MeV ' and

ALDM calculated using the Wigner term. (b) Measured and cal-

culated y-ray spectra multiplied by an energy-dependent factor

exp(aE~), where a '=2. 2 MeV, used only to permit con-

venient comparison of the fit quality on a linear scale.

the level density parameter a as dependent on the
ground-state shell correction energy 5U and the excita-
tion energy of the nucleus. The level density for angular
momentum I and both parities together as a function of
excitation energy E is given by

The pairing correction 5P accounts for the odd-even
structure in the ground-state masses. 6U+ 6P is an en-
ergy backshift, which cancels the shell and pairing
effects at high excitation energies and plays a role similar
to —6 in the Piihlhofer approach. The smoothly vary-
ing level density parameter a is calculated according to a
microscopic description containing surface and curva-
ture corrections. For nuclei with mass around 3 =60,
a = 2 /8 MeV ' (for Cu, a = 3 /8. 17 MeV '). The
influence of shell effects on the level density is then taken
into account by including in the parameter a an addi-
tional energy backshift, which decreases exponentially
(with a damping factor y ) with increasing excitation en-

ergy. ln this way, one formula describes the level densi-

ty over the whole energy range.
For the purpose of our Cu decay calculations, we in-

serted the level density subroutine from the HIVAP code
into CASCADE. We have taken the complete expression
(4) into account, which was not the case in some other
HIvAP calculations. The ground-state shell corrections
5U were determined from the di6'erences between the ex-
perimental ground-state masses and the liquid drop mod-
el predictions. The pairing corrections were calculated
in a standard way using the liquid drop model, with
odd-mass nuclei chosen as a reference, in which case the
pairing correction equals zero for odd A. The obtained

TABLE IV. Extracted parameters of the GDR built on highly excited states of Cu*. Values and
errors are determined from the average of results obtained with diA'erent level densities. The cases
Li+' Fe (52.0 MeV) and He+' Co (32.4 MeV) are contaminated by nonstatistical contributions (see

text).

Entrance
channel

18Q+ 45Sc

12C+ 51V

'Li+ "Fe

He+ Co

E;
(MeV)

77.4
61.6
52.2

65.7
52.2
39.5
34.7

52.0
39.5
32.0

32.4
28 ~ 1

22.5

8

(MeV)

29.2
27. 1

24.6

23.2
19.2
16.6
12.9

23.7
17.7
12.0

11.1
7.3
4.3

Tf
(MeV)

1.93
1 ~ 86
1.77

1.72
1.56
1.45
1.28

1.73
1.50
1.23

1 ~ 19
0.96
0.74

22.0
15.0
8.5

20.5
16.0
9.5
4.5

10.0
7.5
3.0

7.5
7.8
5.5

0.90+0.10
0.99+0.10
1.10+0.07

1.07+0.10
0.87+0.07
0.97+0.05
1.37+0.12

0.87+0.07
0.80+0.07
0.74+0.10

2.09+0.20
0.87+0.08
1.25+0.08

(MeV)

16.4+0.3
16.3+0.3
16.5+0.4

17.0+0.3
16.8+0.3
16.7+0.3
17.1+0.5

17.6+0.4
17.1+0.5
16.5+0.6

17.2+ 1.2
17.4+0.4
17.1+0.1

r
(MeV)

10.6+0.6
9.9+0.5
9.6+0.4

10.5+0.5
9.3+0.3
7.7+0.2
8.1+0.6

10.2+0.3
8 ~ 8+0.3
8.2+0.8

7.9+0.3
7.5+0.4
7.8+0.6

'Calculated as described in text.
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FIG. 8. Level density curves for 'Cu and several daughter nuclei calculated using the Reisdorf approach and the experimental
data from Ref. 41.

values of —(5U+ 6P) are close to ALDM calculated
within the Puhlhofer approach with the Wigner term in-
cluded. This is because the mass formula" used in
HIVAP was fitted to experimental masses without the
Wigner term included, whereas the mass formula used in
the Puhlhofer approach was fitted to data with the
Wigner term included. For the damping factor, we used

y '=18.5 MeV, as was used in other HIvAP calcula-
tions. As pointed out by Schmidt, a damping of the
pairing backshift should also be included in order to
take into account the pairing interaction for excitation
energies below the critical energy ( —5 MeV). However,
in our calculations we used the experimentally known in-
dividual levels up to E =3.5 MeV instead. The level
density curves calculated with this approach for Cu
and several daughter nuclei, shown in Fig. 8, agree well
with experimental data. Previously, the computer code
HIvAP was applied to calculations on much heavier nu-
clei, and the value of the damping factor y

' = 18.5
Me V was extracted from data for nuclei with mass
A =100—253. Schmidt has estimated the damping
factor from microscopic calculations to be

y '=0.4A /a, which gives y '=13 MeV for Cu.
In fact, our statistical calculations are completely insens-
itive to such a change in the factor y. The GDR param-
eters extracted from CASCADE fits for these two values of
y are unchanged, except for the GDR strength, which
differs by 2%. Therefore, it seems that the Reisdorf for-
mula describes the level density for medium mass nuclei
and heavy nuclei equally well. The primary advantage

of the latter approach is that it is free of the problems
associated with the transition region which are present
in the Piihlhofer approach.

The results of CASCADE fits with the level density cal-
culated in the Reisdorf approach are presented in Fig. 9.
The best-fit spectral shapes obtained with the Reisdorf
approach for the level density reproduce the data
significantly better than those shown in Fig. 1. They are
essentially identical with fits obtained within the
Puhlhofer approach with aLDM ——A /9 MeV ' and ALDM
calculated with the Wigner term included (Fig. 6), and
with a LDM

——A /9. 5 MeV ' and ALDM calculated
without the Wigner term, and the GDR parameters ex-
tracted from fits with those three level density descrip-
tions agree in the range of 5 —10%. For example, with
the Reisdorf approach, the GDR strength is systemati-
cally larger by about 10'Fo, ED is higher by 2%%uo, and I
differs typically by 2%, but always by less than 10'Fo
when compared with the best fits with the Puhlhofer ap-
proach. The extracted GDR parameters combining the
results from different level density descriptions are sum-
rnarized in Table IV (see Sec. III D below)

C. Nonstatistical effects

It has been observed in high-energy y-ray production
in He and He-induced reactions that large discrepan-
cies occur between statistical calculations and experi-
mental y-ray spectra. These discrepancies are largest at
the highest projectile energies (27 MeV), the highest y-
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ray energies, and for the heaviest target masses. ' Also,6, 10

the angular distributions of y rays for these reactions are
strongly asymmetrical about 0~=9Q', showing a large
forward-backward asymmetry, ' which is inconsistent
with front-back symmetry required by pure statistical
decay.

From our best fits using the statistical model, shown
in Figs. 6 and 9, there is a small but definite excess of
the yield above the calculations at the highest y-ray en-
ergies for He+ Co (E&,b[He]=28. 4 MeV) and for
Li+ Fe (E~,b[ Li]=36.0 MeV). The discrepancy in

the Li case is further illustrated in Fig. 2, where one
can clearly see that the high-energy y-ray yield is sub-
stantially larger than that observed in ' O+ Sc and in
' C+ 'V, all forming Cu at the same initial excitation

energy E; =52 MeV. The statistical model describes
the ' C and ' O data well at this excitation energy, and
it is impossible to adjust the model to fit all three sets of
data. A similar conclusion holds regarding the
E],b ——28.4 MeV He data. The fits for these highest-
energy Li and He reactions show the characteristic
effects due to a nonstatistical enhancement of the y-ray
yield. Specifically, in addition to the fit discrepancies at
high Ez, the fitted GDR strengths and/or energies are
nnphysically large (see Table IV). On the other hand, all
other spectra are well described by the statistical model
fits, with similar GDR parameters for dift'erent reactions
at similar excitation energies and/or spins. We attribute
the observed di6'erences in these He and Li channels to
a nonstatistical enhancement similar to that described in
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FIG. 9. The same as Figs. 1 and 6, but fitted cAscADE calculatians with the Reisdorf levej densities.
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FIG. 10. Meausured y-ray spectra for the
Li+ Mo~' Rh and Li+' 'Ta~" Os reactions at

Ei,b[ Li]=36.0 MeV and fitted statistical calculations with lev-
el density using the Reisdorf approach (solid lines). The GDR
parameters extracted from fits are, for ' Rh*, S =1.79+0.03,
ED ——16.9+0. 1 MeV, and I =8.4+0.2 MeV; for "Os*,
S=5.4+0.3, ED ——17.9+0.3 MeV and I = 10.4+0.4 MeV.
Dashed lines show the results of statistical calculations with
fixed GDR parameters: for ' Rh* (Ref. 49), S = 1.14,
ED ——16.15 MeV, and I = 8.4 MeV: for '"Os* (Ref. 50),
S = 1.2, ED ——14.5 MeV, and I"=7.5 MeV.

Refs. 6 and 10.
To explore further the possibility of nonstatistical

enhancement of the high-energy y-ray spectra from Li-
induced reactions, we have also measured y rays from
Li+ Mo and Li+ ' 'Ta reactions at E&,b [ Li] =36.0

MeV. Comparison between the measured spectra and
the fitted CASCADE calculations indicates a strong non-
statistical yield of y rays above that expected from the
statistical model calculations for the Li+' 'Ta reaction
and a smaller enhancement for the Li+ Mo reaction,
as shown in Fig. 10 for calculations with the Reisdorf
level density. From the best fits, the apparent GDR
strength is in both cases substantially larger then 1.0,
and the apparent GDR energy is higher than the
ground-state GDR energy. For comparison, we also
present in Fig. 10 (dashed lines) cAscADE calculations
with reasonable GDR parameters —5 and ED fixed at
the values for the GDR built on the ground state,
and I larger by 1 MeV than the ground-state value, as
estimated by the excitation energy dependence of I in
Table IV for Cu.

Although the enhancement in the case of Li+ Fe
appears to be quite small, its effect is observable in the
fitted GDR parameters, mainly in a high GDR energy.
In Figs. 11—13, we have excluded results from spectra

FIG. 11~ The extracted GDR parameters of 'Cu as a func-
tion of final excitation energy above the yrast line. Ground-
state GDR values here and in Figs. 12 and 13 are taken from
Refs. 23 and 25 as described in the text.

we believe to be contaminated by nonstatistical reaction
contributions, namely He+ Co (Ei,b [ He] =28.4
MeV) and Li+ Fe (Ei,b[ Li] =36.0 MeV).

D. GDR parameters of Cu*

The mean GDR energy, width, and strength (in units
of the classical dipole sum rule) which were extracted
from the least-squares fits of the CASCADE calculations
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FIG. 12. Two dimensional plot of the extracted width of the
GDR of 'Cu as a function of the square of the temperature
and the grazing angular momentum lo.
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to the data have been averaged over the difFerent level
density descriptions which give good quality fits: (1) the
Puhlhofer approach with a„~M = 3 /9 MeV ' and AL&M
calculated with the Wigner term, (2) the Piihlhofer ap-
proach with a aLoM ——A/9. 5 MeV ' and b, LoM calcu-
lated without the Wigner term, and (3) the Reisdorf ap-
proach with y '=18.5 MeV. Errors in the GDR pa-
rameters were calculated as the square root of the sum
of squares of the statistical errors given by the fitting
procedure and the systematic errors connected with the
uncertainty in the level density. Statistical errors are
near1y independent of the entrance channel and the exci-

tation energy, and are typically AS =+0.02,
EEL ——+0.06 MeV, and AI =+0.2 MeV.

All the fits presented here were performed with the
normal isospin-independent version of CASCADE. Fitted
calculations including the e6'ect of isospin using a
modified CASCADE code, ' which are much more time
consuming, show that neglecting isospin a6'ects mainly
the extracted strength. The strengths obtained for Cu'
from fits using the isospin-independent code are a factor
of =1.17 too low compared to a full isospin-dependent
calculation. All our quoted strengths have thus been
corrected by this factor.

Averaged GDR parameters and errors as discussed
above are presented in Table IV and are shown in Fig.
11 as a function of final energy E f above the yrast line,
calculated as E„f——E~ —E«, —Ez. E is the excitation
energy of the decaying nucleus, averaged over the initial
compound nucleus and all daughter nuclei that contrib-
ute to y decay with E~ -=Ez&. E„,=If(If+1)/9' is the
yrast energy calculated for the average final spin If.
The average final spin If was estimated from additional
CASCADE calculations in which a weighted average was
computed over all decay channels which contribute to
y-ray emission with E~=Ez. The mean initial spin is
always equal to or lh' —2iii larger than 210/3. The mean
final spin calculated as described above is always slightly
less than the mean initial spin, and within 2' of the
value of 2lo/3. This result implies that in the statistical
emission of high-energy y rays, the spin of the nucleus
remains almost unchanged. An important factor in
determining this behavior is the high probability for
high-energy y-ray emission at the earliest stages in the
decay process.

The final energy E f is simply related to the mean
temperature Tf of states upon which the GDR is built,
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FIG. 14. The level density dependence of the GDR parame-
ters at E;=52. 2 MeV in Cu formed in the ' 0+ Sc reac-
tion channel. Puhlhofer approach was used, with AL~M calcu-
lated without the Wigner term (solid dots) and with the Wigner
term fncluded (stars).

where a is the level density parameter. To estimate Tf
in our analysis, we have used a =3/8 MeV '. The
GDR parameters determined as a function of final ener-

gy E f are shown in Fig. 11. It appears that in the
range of temperatures studied the strength and reso-
nance energy of the GDR built on highly excited states
do not depend on excitation energy or, equivalently,
temperature, and are close to their ground-state values
(see Fig. 11). The GDR width increases smoothly with
increasing excitation energy, and the basic character of
this dependence is not afI'ected by changes in the level
density parameters.

For a given nuclear reaction, higher bombarding ener-
gies generally correspond to higher spins as we11 as
higher compound nuclear temperatures. To show how
the width of the GDR depends separately on the spin
and the temperature, a two-dimensional plot of the
GDR width as a function of temperature and grazing
angular momentum lo is presented in Fig. 12. It can be
seen that the broadening of the GDR is connected both
with an increase in spin and with an increase in tempera-
ture, but that the temperature dependence is dominant.

The GDR energy and strength were shown not to de-
pend on nuclear temperature (Fig. 11). In Fig. 13 these
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quantities are presented as a function of angular momen-
tum. Apparently, there is no systematic spin depen-
dence of the energy and strength of the GDR. This re-
sult differs from the case reported by Schwalm et a1.
who have observed a systematic decrease of the GDR
energy in Er isotopes with spin increasing from 5A' to
506.

As we have shown, the CASCADE calculations are sen-
sitive to the level density parameters. To show how
changes in the level density parameters of the "high" en-

ergy region affect the GDR parameters, the dependence
of the latter as a function of aLDM using the Puhlhofer
approach for two values of b, LDM (calculated with and
without the Wigner term) are presented for an initial ex-
citation energy of E; =52.2 MeV in Fig. 14. The char-
acter of this dependence is similar for higher initial exci-
tation energies, and is even stronger for lower energies,
due to the role of the transition region. Upper and
lower limits on possible values of aLDM for the range of
masses studied are determined by the quality of the fits,
which deteriorate for aLDM outside the range of A /9. 5
MeV '(aLDM ( A/8 MeV '. Within those limits the
energy of the GDR built on highly excited states
remains unchanged within +0.5 MeV compared to the
ground-state value, in agreement with theoretical predic-
tions. ' ' ' In the Reisdorf level density approach,
which gives good fits to the data, there is no freedom to
arbitrarily change the parameter a. Changes of the
damping factor y

' in a reasonable range (10—20 MeV)
affect the energy-dependent a, but do not affect the
shape of the y-decay spectra or the fitted GDR parame-
ters.

IV. SUMMARY AND CONCLUSION

The analysis presented here of the statistical GDR de-
cay as a function of temperature and spin in Cu* is the
most detailed experimental study of the GDR parame-
ters in a given nucleus presently available.

We have found that the GDR parameters for the same
initial excitation energy produced by the ' 0+ Sc and
' C+ 'V entrance channels are very similar, indicating,
at most, a weak spin dependence. The mean GDR ener-

gy of ED ——16.8+0.4 MeV at finite temperature observed
in the present work is in agreement with the average

ground-state T& value of Eg, =16.7 MeV discussed in
Sec. I. Furthermore, the average strength of
S =0.99+0.10 is in agreement with Sg s =0.97. ' The
width varies smoothly from 7.5+0.4 to 10.6+0.6 MeV
in the temperature range from 0.7 to 1.9 MeV. These
widths may be compared with I g, =5+1 MeV for the
T & component of the ground-state GDR estimated from
results for Ni.

These results are consistent with theoretical expecta-
tions that the GDR strength and energy should not
change as a function of temperature and spin in the
range of this work, while the width should broaden at
higher temperature due to thermal averaging over a dis-
tribution of deformations. ' The temperature depen-
dence of the GDR width in Cu* is similar to the exper-
imental evidence for broadening of the GDR in ' Sn*
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In contrast to heavier nuclei, which often require a
two-component GDR strength function, all of the data
presented here are well fitted by statistical model calcu-
lations with a one-component GDR (except for the
highest-energy He and Li data, which show a nonsta-
tistical enhancement).

An additional conclusion of the present statistical
analysis is the suggestion that for nuclei with A =60 the
level density can be determined using the Puhlhofer ap-
proach, either with the parameters a LDM

——a /9 MeV
and ELDM calculated including the Wig ner term, or
aLDM ——A/9. 5 MeV ' and ALDM calculated without the
Wigner term. Alternatively, the Reisdorf approach with

y '=18.5 MeV can be used. The Reisdorf approach
with the inclusion of individual levels at low excitation
energy seems to be more reliable, as it is free from un-
certainties in the "high" energy level density parameters
and in the transition region description.
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