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To describe quantum mechanically multiple Coulomb-nuclear excitation in heavy-ion reactions,
the set of coupled differential equations of the partial-wave radial solutions is rewritten in integral
form. Decomposing these solutions into two basis functions, the corresponding amplitudes of these
functions satisfy a set of coupled integral equations. Expressing the basis functions in terms of ap-
propriately chosen piecewise analytic reference solutions, the integrals appearing in this set can be
evaluated analytically. The coupled set of amplitude equations is solved iteratively. The efficiency
of two iteration methods, the inward-outward and the sequential one, has been investigated for test
cases dealing with multiple Coulomb and nuclear excitation of U by 286 MeV Ar and 718 MeV
' Kr up to high spin states of the ground-state rotational band. Fade approximants to the S-matrix
elements were also included in both of the iteration methods. It turns out that the inward-outward
iteration method converges much faster than the sequential one. In many cases, the inward-outward
method does not need Pade acceleration at all, while the sequential method does. It happens that
convergent cases in the inward-outward method diverge in the sequential method aided by Pade ap-
proximants. Numerical studies of the excitation probabilities as a function of the scattering angle
for the aforementioned heavy-ion reactions show that the probability functions of the members of
the ground-state rotational band satisfy a general rule at near-grazing angles, previously formulated
for the excitation probability as a function of the energy near the Coulomb barrier for backward
scattering from a deformed rotor.

I. INTRODUCTION

The quantum-mechanical description of inelastic
scattering of charged particles from nuclei requires the
solution of the Schrodinger equation, which can be refor-
mulated as a set of N coupled linear second-order dif-
ferential equations of the partial-wave radial functions.
Such a description becomes computationally intense when
heavy ions are involved. in the scattering process, mainly
due to:

1. the rapidly oscillating behavior of the solution func-
tion within the classically allowed region of the integra-
tion range;

2. the long range of the Coulomb coupling —therefore,
the integration of the set of coupled equations should be
carried out over long ranges;

3. the large number of coupled equations or channels
that, in general, should be considered;

4. the large number of partial waves that should be in-
cluded when calculating the quantities observed.

In the usual approach, the set of coupled equations is
solved as many times as the dimension of the set with
linearly independent regular starting values at the origin
for each of the solution vectors. The equations are in-
tegrated from the origin to a radius at which all nuclear
and coupling interactions become insignificant. By con-
structing the physical solution as a linear combination of
the solution vectors with the appropriate asymptotic
behavior of an incoming partial wave in the entrance
channel plus outgoing partial waves in all the relevant exit
channels, the desired S-matrix elements can be found.

This standard procedure is satisfactory for small systems
of coupled equations, i.e., for light-ion reactions, but is
particularly time consuming for the large systems associ-
ated with heavy-ion collisions. In addition, this procedure
generates S-matrix elements which form a complete
N)&N matrix. However, in the nuclear physics context,
often only a restricted number of entrance channels (only
one for a zero-spin ground state) is important, which
means that only a restricted number of columns of the
scattering matrix are needed. In these cases, iteration
methods can be applied for which the solutions are ob-
tained directly without the need for solving the set of cou-
pled equations N times.

The set of coupled equations can be integrated by
means of the well-known multistep methods, such as the
Numerov method. In applying these methods special at-
tention has to be paid to the behavior of the solution. The
heavier the charged particles in the scattering process and
the higher the energy of their relative motion, the more
rapidly the solution will oscillate in the classically allowed
region and the smaller the step sizes in the multistep
methods have to be chosen. Since these circumstances
occur, in general, together with large systems of coupled
equations and a long range of the Coulomb coupling, the
multistep methods can become prohibitively time consum-
ing.

In order to cope with the problems that occur in
heavy-ion collisions, due to the standard procedure for
solving the N coupled radial equations N times and due to
the step-size dependency of the multistep methods, it is
advantageous to formulate piecewise analytical solution
methods together with iteration methods. In this way, an
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efficient treatment of heavy-ion multiple Coulomb excita-
tion was discussed in a previous paper. ' It was shown
that the partial-wave radial solution of the Schrodinger
equation can be decomposed into regular and outgoing
components, i.e., can be written as a linear combination of
two basis functions which oscillate in the classically al-
lowed region with relatively slowly varying amplitudes.
These basis functions are the solutions of the decoupled
radial equations. An appropriately chosen reference po-
tential will allow them to be expressed in terms of piece-
wise analytic reference solutions. The efficiency of these
methods depends upon the possibility of dividing the in-
tegration range into intervals which are sufficiently small
to approximate the potential by some simpler varying
reference potential, but which, on the other hand, contains
a sufficiently large number of oscillations of the solution.
It was also shown that, after rewriting the set of coupled
differential equations into an integral form, the varying
amplitudes satisfy a set of coupled integral equations.
The integrals that arise in these equations can be evaluat-
ed analytically when Airy functions are used as piecewise
analytic reference solutions corresponding to a linear
reference potential. The set of integral equations was
solved by means of an iteration procedure. Two iteration
schemes, an inward-outward ' and a sequential or pertur-
bative one, ' were investigated. It appeared that only the
inward-outward iteration scheme is of practical impor-
tance.

In an extended study about techniques for heavy-ion
coupled channel calculations which include nuclear and
Coulomb interactions, Rhoades-Brown et al. compared
various iterative methods in order to solve the coupled ra-
dial equations in the interior region of configuration
space. ' The Born-Neumann series, the method of mo-
ments, Austern's modification of the Sasakawa method,
and the sequential iteration were studied, but not in the
inward-outward iteration. The conclusion was drawn that
sequential iteration with Pade acceleration is the most
rapidly convergent and efficient method. The integration
of the set of coupled equations itself was carried out by
means of a multistep method.

In this paper we report the continuation of our investi-
gation into the numerical solution of the radial
Schrodinger equation in order to describe heavy-ion mul-
tiple excitation including nuclear interactions. This was
done within the framework of the iterative piecewise
analytical solution method too. The approximation of the
potential by a linear reference potential implies the gen-
eration of complex Airy functions ' for the intervals of
the integration region where the optical potential contri-
butes significantly to the total interaction. However, since
the numerical evaluation of complex Airy functions is
rather computer time consuming, approximation of the
potential by a constant reference potential has been inves-
tigated for this part of the integration range. " It appears
that this approach is much more efficient, because the
corresponding reference solutions are goniometric func-
tions. In addition, Coulomb wave functions have been
used as piecewise analytic reference solutions within the
long range of the Coulomb coupling. The Coulomb in-
tegrals that arise in the coupled integral equations for the

amplitudes can be efficiently evaluated using their recur-
sion relations. ' The efficiency of both iteration methods,
the inward-outward and the sequential one, has been in-
vestigated for test cases dealing with multiple Coulomb
.and nuclear excitation of U by 286 MeV Ar and 718
MeV Kr up to high spin states of the ground-state rota-
tional band. Pade approximants to the S-matrix elements
were also included in both of the iteration methods. It
turns out that the inward-outward iteration method is still
the most rapidly convergent one, and, even in many cases,
it does not need Pade acceleration at all, while the sequen-
tial iteration method does. The first results of our investi-
gation have been published already. ' '

The set of coupled second-order differential equations
of the partial-wave radial functions can be rewritten
equivalently into two sets of coupled first-order differen-
tial equations of the above-mentioned amplitudes. In a
study' these sets were solved iteratively by neglecting, in
the pure Coulomb coupling. region of the integration
range, the rapidly oscillating contributions to the equa-
tions. The inward-outward iteration method was used.
As an application of this approach, rotational model cal-
culations were performed for a case of multiple
Coulomb-nuclear excitation of U by 340 MeV Ar.

In Sec. II, a concise quantum-mechanical description of
inelastic scattering is given. Section III is devoted to the
iterative piecewise analytical solution method. Several
forms of the reference potentials and the corresponding
reference solutions are described. The inward-outward
iteration method, as well as the sequential method, is ex-
plained. Section IV contains the results of our investiga-
tion related to the behavior of the amplitudes and the rate
of convergence of both iteration methods. In Sec. V, the
excitation probabilities for U, excited by 286 MeV Ar
and 718 MeV Kr, are shown. Finally, as Sec. VI, con-
clusions are drawn and a final remark is made.

II. CONCISE DESCRIPTION
OF THE SCATTERING FORMALISM

The coupled equations to be solved for the partial-wave
radial functions /II (r) are

k2 ~(I+i) 2P V ( ) qJ ( )
d7" 7

assuming a spinless projectile. Here, J, I, and I denote the
total angular momentum, the orbital angular momentum,
and the spin of the target nucleus, respectively. The exci-
tation energy of the target is er, in a state with spin I.
The total angular momentum J, its projection onto the z
axis, and the parity ~ are good quantum numbers and,
therefore, Eqs. (2.1) refer to a single combination of ( J,m )

for the system. Let E be the center-of-mass energy in the
incident channel; then, the asymptotic wave number kr is
given by

(2.2a)
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and the Sommerfeld parameter gl, which will be needed
later, by

2p ZpZTe
II (2.2b)

where p is the reduced mass, while Zp and ZT represent
the charge numbers of the projectile and target nucleus,
respectively.

The diagonal potential is just the usual optical-model
potential which is written in two parts as

VII;I't (r) = g V,~)(r)G)„(I1,I'1';J), (2.7)

where the geometrical factor Gz(Il, I'l', J) is given by

where r, is the Coulomb radius parameter.
Representing the coupling or transition potential by a

multipole expansion of the deformed optical model and
assuming rotational ei~enstates for the nuclear wave func-
tions, the elements Vl) II (r). of the coupling matrix will
have the form

N C
Vdiag ( r) Vdiag (7 ) + Vdiag ( r) ~ (2.3)

Vd;,g(r)= —V(1+e„) ' —iW(1+e )

where

(2.4)

representing the nuclear and Coulomb diagonal potentials,
respectively. For the nuclear potential, the Woods-Saxon
form was taken:

Gq(II, I'l', J)= (4m) ' i +
( —1) + II'11'A.

I' A, I l A. I' I I I
0 0 0, 0 0 0 I' I'

(2.8)

e, =exp[(r —R„)/a„], (2.5a)

R„=r„(Ap +AT ), (2.5b)

where r„ is the real optical radius parameter. A similar
explanation applies to 8' and e concerning the imagi-
nary part of the nuclear potential. The Coulomb poten-
tial, derived from a constant charge distribution in the
target within the Coulomb radius R, and zero outside it,
has the form

whilst V, R„, and a„are the strength, the radius, and the
diffuseness parameters, respectively, of the real part of the
nuclear potential. Denoting the projectile and target
masses by Az and AT, respectively, the radius R„ is given
by

assuming couplings within the ground-state rotational
band (GSB) only. Here, the symbol x stands for
(2x + 1)'i

The radially dependent part of the coupling potential
can be described with two different terms, too:

V,p((r)= V,p'j (r)+ V,j (r) . (2.9)

They represent the radial dependence of the nuclear and
Coulomb coupling potential, respectively. The superscript
A. refers to the transferred angular momentum during the
scattering process. Since only a rotational target nucleus
has been considered, the nuclear coupling potential is
given by a Legendre polynomial expansion with expansion
coefficients for A,&0

Vd)ag (r) = p Te
C 1

2R, R,

2

r&R, (2.6a)
1

V,p'j (r)= 4~ J [V(l—+e, ) '+i@'(1+e ) ']

=ZpZTe —,r )R,21
7"

(2.6b)
where

X Yqo(8)d [cos(8)], (2.10)

with

1/3
Rc =rcAT (2.6c)

e, =expI [r —R„(8)]/a„ I .

The radius R„(8) is assumed to be given by

(2.11a)

N 2

R( )8=r, Ap +AT 1+ g P~ Y~o(8)—1/3 1/3, N (pg )

A' 4~ (2.11b)

2

V,p) (r)=c;k 3ZpZTe c() )

(2i,+ l)R, R, +P ' '(1 —A)
R,

(2. 12a)r&R,

with the nuclear mass deformation parameters p~. ' The last term in the summation maintains volume to this order in
the deformation parameters. A similar expression holds for e . The Coulomb coupling potential is expressed up to the
second order in the deformation. The radial dependence has the form

A, 'A,

.
A, +1

3ZpZTe c() )
R

(21+1)R,

A, +1
Rc+Pg' '(A, +2)
r

r)R, (2.12b)
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where the parameters 13~
"' and P~

' ' describe the charge deformation in the first and second orders, respectively.
To obtain solutions for fz( (r), two boundary conditions have to be fulfilled. At the origin Pl( (r) should vanish:

J7T( Io(IO )
hm pl(

' ' (r) =0,
r~0

(2.13a)

whilst, for large distances, QI( (r) must represent an ingoing partial wave in the entrance channel plus outgoing partial
waves in all the relevant exit channels. The precise asymptotic form defines the scattering matrix elements SI~.I ~ .

~ 00

J7F(Io 10 )

QI( (r) —5(I,5!l Hl ( /I kI r)— SI(.1 ( H(+(gl, klr) . (2.13b)

The ingoing and outgoing Coulomb waves HI and HI+,
respectively, in terms of the well-known regular and irreg-
ular Coulomb wave functions F( and G(, are
H( =(G(+iF(-). The indices Io, lo correspond to an ingo-
ing wave in the entrance channel for I =IO and I = lo.

The set of equations (2.1) has to be solved for each J
value in a full range of J values. From the scattering ma-
trix elements obtained for these J values, the cross section
for the ground state and each excited state, as well as oth-
er observable quantities, can be calculated. '

III. ITERATIVE PIECEWISE
ANALYTICAL SOLUTION METHOD

tial over the interval. '" The reference solutions A;(r)
and B;(r) are goniometric functions:

A;(r) =sin[y;(r —r)],
B;(r) =cos[y;(r —r)],

(3.5a)

(3.5b)

A;(r) = sinh[5;(r —r )],
B;(r)=cosh[5;(r —r)],

in which 5; =( U;; —k; )' 2.

(3.6a)

(3.6b)

with y; =(k; —U;;)'~ . If U;; is real and k; & U;; the
solutions (3.5) reduce to

The Schrodinger equation (2.1) can be rewritten in the
form

, +k —U;;(r) P;(r)= g U;, (r)P, (r),
dr

B. Linear reference potentia1

d U,„(r)
U;; (r)= U„.+(r —r)

dr
(3.7)

i =1,2, . . . , X, (3.1)

p; (r) —5;kH;

' 1/2
kk SkH+ .

l

(3.2)

and the boundary condition (2.13b) as

where again U;; is the average potential over that in-
tegral. It should be noted that, for the first derivative, an
average value for the components of the first derivative
has been taken. This has to do with the analytical evalua-
tion of integrals (3.23a) later in this paper. ' The reference
solutions are the Airy functions Ai and Bi:

The superscript and subscript k refer to the entrance
channel.

Considering some interval of the integration range with
its midpoint at a radius r, and introducing a reference po-
tential U (r) for that interval, Eq. (3.1) becomes

, +k —U,; (r) P;(r)= g W;, (r)q, (r),
d U,„(r)

d7

1/3

and

A;(r) =Ai[a(P;+r)],
B;(r) =Bi[a(/3; +r)],

with the constants

(3.8a)

(3.8b)

(3.9a)

i =1,2, . . . , N, (3.3)

where the right-hand side contains the difference between
the true potential and the reference potential. ' Replacing
the right-hand side of Eq. (3.3) by zero, several forms of
the reference potential and the corresponding solutions
can be considered. The form that will be used in practice
depends upon the location of the integration range.

U;; —k;

dU, „(r)/dr ~,
(3.9b)

C. Coulomb reference potential

The Airy functions can be efficiently evaluated numerical-
2, 9, 10

A. Constant reference potential (3.10)

Ui; (r)=U;;, (3.4)

where U;; is introduced as the average value of the poten-

with the Sommerfeld parameter g; and wave number k;.
The reference solutions are the regular and irregular
Coulomb wave functions F~ and GI..
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(3.11a)

(3.11b)

When g =0, the reference solutions reduce to the spherical
Bessel and Neumann functions which were used by Sams
and Kouri. ' 6; (r) =A;(r)a; +B;(r)b; (3.13a)

Owing to the special form of the left-hand side of Eq.
{3.3), the solutions (3.12) can be expressed in terms of the
linearly independent reference solutions A;(r) and B;(r)
that belong to a specific form of the reference potential
U; (r):

D. Integral representation
of the coupled radial differential equations

and

G;+(r) =A;(r)a;++B; (r)b;+ . (3.13b)

If the right-hand side of Eq. (3.3) is replaced by zero,
each of the resulting decoupled equations will have two
linearly independent solutions:

1. the regular solution 6; (r), which vanishes at the ori-
gin and is asymptotically defined as

The constant coefficients a;,b; and a;+,b;+ are determined
by conditions of continuity at the interval boundaries.

Subsequently, the Green's function which belongs to
Eq. (3.3) can be constructed; it is regular at the origin and
has asymptotically an outgoing wave form:

G; (r) — [H; (g;;k; r) S;H;+(rl—;;k; r) ]; (3.12a)
r ~2 k,.

G;(r, r')= —G;(r )G;+(r ), (3.14)

G;+(r) — H;+(rl;;k;r) .
k;

(3.12b)

2. the irregular outgoing wave solution G; (r), which is
defined by the asymptotic form

where r & and r & are the smaller and the larger values of
r and r', respectively. With an ingoing wave in the en-
trance channel k, the set of coupled differential equations
(3.3) can be rewritten as an equivalent set of N coupled in-
tegral equations:

N r N
(r) =6;(r) —

5. ;k —f G;+(r') g WJ(r')P~(r')dr' —G;+(r) f G;(r') g WJ(r')P&(r')dr'
j=1

(3.15a)

=G; (r)c; (r) G;+(r)c;+(—r) . (3.15b)

The boundary conditions are

c;+(0)=0 .

In practice, however, instead of (3.16b) the approximate but numerically adequate physical boundary condition

c;+(ro) =0
is used for a relatively small ro, in order to prevent the set of integral equations from becoming singular.

The asymptotic value of the outgoing coefficients c;+{r) are related to the S-matrix elements:

c;+(oo )=S;k —S; 5;k .

(3.16a)

(3.16b)

(3.16c)

(3.17)

The set of coupled integral equations (3.15) can be solved by iteration. We have concentrated our investigation on the
behavior of the coefficients c;(r) and c; (r), instead of the wave function itself. They may be considered as the ampli-
tudes of the functions 6;(r) and 6; (r), respectively. Two iterative methods, the inward-outward and the sequential
method, have been investigated.

1. Inward-outward iteration method

In the inward-outward iteration method, the following set of coupled integral equations for the amplitudes c; (r) and
c;+(r) was considered:

N
c;(r)=—5;k —f G;+(r') g Wz(r')GJ(r')cz(r')dr'+ f G;+(r') g W~(r')GJ.+(r')cj+(r')dr',

j=1 j=l
(3.18a)

r N r N
c;+(r)= f 6;(r') g Wz(r')Gj(r')cj(r')dr' —f G;(r') g Wz(r')G~ (r')cj (r')dr',

j=l j=1
for l =1,2, . . . , N. This method was proposed by Alder, Roesel, and Morf and Ichimura et al. They used a differen-
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tial form of these equations. For solving these equations iteratively, a start should be made at infinity, where the cj(r)
values are known, due to the boundary condition (3.16a), although the c&+(r) are not. However, the product G;+ W&Gi+
oscillates rapidly over the classically allowed region of the integration range and tends to nullify the contribution of the
term with c~ (r). This will be apparent from Fig. 1. It is, therefore, justifiable to make the value of the coefficients
cj (r) equal to zero in (3.18a) as a first estimate. Then, the first approximation of c;(r) can be generated by an inward
integration of (3.18a). The values of c;(r) obtained, together with the initial condition (3.16c), can be used for an outward
integration of (3.18b), where the term with c&(r) is now considered as a known inhomogeneous function. This outward
integration gives a first approximation of c;+(r) with a value at infinity, which corresponds to the first approximation of
the S-matrix elements according to (3.17). The iteration procedure continues as a second inward integration of (3.18a)
using the calculated values of c;+(r) as known inhomogeneous functions and so forth, until convergence is obtained for
c;+( oo ).

For later reference, it should be noted that, in solving the set of integral equations (3.18a) for the vector c (r), the cou-
pling between its components c;(r) is retained during each step of the iteration procedure, along with the coupling im-
plied by the "inhomogeneous" part containing the vector c+(r). The same holds mutatis mutandis for the components
of the vector c+(r)

2. Sequential iteration method

Alternatively, the set of coupled integral equations for the amplitudes c;(r) and c;+(r) can be written as

r N

c;(r)= —5k+ f G;+(r') g WJ(r')[GJ(r')cz(r') —GJ+(r')cj+(r')]dr'
j=1

I»

~ I

~ ~~
Ij I j I

I~
I ~

I~
~ I

I~
~ I I

7

N
G;+(r') g Wz(r')[GJ(r')cj(r') —GJ+(r')cj+(r')]dr',

j=1
r N

c+(r)= f G;(r') g Wz(r')[G&(r')cJ(r') —Gj+(r')cj+(r')]dr' .
j=1

(3.19a)

(3.19b)

—f G; (r')X "'(r')dr',

r
c;+'"'(r)= f G;(r')X "'(r')dr',

(3.20a)

(3.20b)

where

X(")= W (G (n —)) G+ +(n —)))
&1

i —1

J =2
N

+gW (G '" ' —G+c~ "
) (3.2 la)

for i =2,3, . . . , N and

X(n) W (G (n —)) G+ +(n —())
11

N

+ g W (Gjc~"'—G+cj+'"')
J=2

(3.21b)

for i =1.
The calculation of Eqs. (3.20) starts with i =2, using

(3.21a) under the initial conditions

In the sequential iteration method, which was proposed by
Raynal, ' the coupling potential W is considered to be a
perturbation.

To illustrate the iteration procedure, the results for the
nth step of the iteration for k = 1 are written as

r
c "'(r)= —5;)+ f G;+(r')X "'(r')dr'

ci'1 (ro) = '5J), cj+(o)(ro) =0. —
l

(3.22)

3. Radial integrals

To solve Eqs. (3.18) and (3.19), we make use of the rela-
tively slow variation of the amplitudes c;(r) and c,+(r)
with respect to the rapid oscillations of the functions
G;(r) and G;+(r) in the classically allowed region. The r
dependence of the amplitudes is weak, as long as the
difference between the true potential and the reference po-

This component must be integrated to infinity, due to the
third term in (3.20a), before the calculation can be contin-
ued for i =3. The iteration step ends with the integration
of the first component using (3.21b).

Note also for later reference, that in solving the set of
integral equations (3.19) according to an iteration pro-
cedure illustrated by (3.20), in fact, a set of coupled equa-
tions is replaced by a set of "uncoupled inhomogeneous"
equations with driving terms specified by the known func-
tions (3.21). The basic idea behind this iteration method
is solving the i)i' inhomogeneous equations (3.20) in some
definite sequential order; each improved solution

[GJ (r)c&'"'(r) —GJ+(r)cz+'"'(r)]

is immediately inserted in the inhomogeneous term of the
subsequent equations, as given by the second term in
(3.2 la) and (3.21b). In practice, the channels have to be
ordered in some special fashion with the elastic channel
first, channels most strongly coupled to it next, and so on.
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tential is small. Thus, a choice of step size has to be made
so that small variations of c;(r) and c;+(r) over an interval
can be neglected.

Supposing that the true potential has been expanded in
a Taylor series around r =r, and assuming that, in the
first iterative step, we have already integrated (3.18a), for
instance, from the right up to r, and using the value of
c;(r, ), this equation yields a first-order contribution to
c;(r~) at the "left-hand" boundary rI, provided integrals of
the form

0.6-

0,4-

I ~

I
I i! 1! i

Kr+ U E~~b 718MeV

7

6;r r —r GJ rdr (3.23a)
0.2-

are determined with m =0, 1,2. Expressing G;(r), as well
as G;+(r), in the reference solutions of the constant or
linear reference potentials, integrals will be obtained
which can be evaluated analytically. If Airy functions are
used for this purpose, then an average value for the first
derivatives has to be introduced.

In the case of a Coulomb reference potential, integrals
of the form

0.10—
Io 0, to-350
I -4, l - 350

+
Re C seq (r)
( 01)

f
T

G;(r)r ' + "G (r)dr (3.23b)

are obtained for A, =2,3,4, . . . . Expressing G;(r), as well
as G;+(r), in the regular and irregular Coulomb wave
functions as the corresponding reference solutions, these
integrals can be effectively evaluated by making use of re-
cursion relations. ' 12 14 16

r (fm)
20

IV. RESULTS AND DISCUSSION

V=50.0 MeV, r, =1.129 fm, a, =1.10 fm,

8 =32.0 MeV, r„=1.211 fm, a =0.43 fm,

r, =1.400 fm,

(4.1)

corresponding to the optical potential parameters for elas-
tic scattering of Kr from Pb, ' because the parameters
for U were not known at the time that the calculations
were made.

The nuclear mass and charge deformation parameters
pq and pq' ' appearing, respectively, in (2.11b) and (2.12)
are

p2 ——0.2370, p4 ——0.0,
p2 "'=0.2121, p4

"'-—0.0 .
(4.2)

Figure 1 shows the behavior of the real parts of the am-
plitudes c(r) and c+(r) calculated in the inward-outward
method, as well as in the sequential method as a function
of r for the set of quantum numbers Io ——0, I =4,
Io ——l =350. The orbital angular momentum corresponds

In this section, we present the results related to the am-
plitudes c(r), c+(r) and the S-matrix elements for the
multiple Coulomb-nuclear excitation of U by 718 MeV

Kr. In this case with g=178.3 and k =39.7 fm ', the
rotational model has been considered for the target nu-
cleus with a spin sequence according to the ground-state
rotational band up to I =24+ (N= 169). The optical po-
tential parameters were chosen as

FIG. 1. This figure shows the real parts of the amplitudes
c(r) and c+(~) calculated in the inward-outward method, as
well as in the sequential method. The dashed curves indicate
the first inward-outward iteration step and the dashed-dot
curves the first sequential step, whereas the foll curves result
from the final iteration step for both methods. The inner and
outermost classical turning points are indicated by vertical ar-
rows. This figure shows the very rapid convergence of the
inward-outward iteration method when compared to the sequen-
tial one.

to a partial wave below the grazing one. The dashed
curves indicate the results of the first inward-outward
iteration step and the dashed-dot curves the first sequen-
tial one, whereas the full curves result from the final itera-
tion step for both schemes. The inner and outermost clas-
sical turning points are indicated by vertical arrows. This
figure shows the very rapid convergence of the inward-
outward iteration scheme when compared to the sequen-
tial one. It is seen that the curves of the first inward-
outward step nearly coincide with the curves of the final
step. It takes only a few iteration steps to obtain conver-
gence. However, the difference between the first and final
sequential iteration steps is much larger; a lot more itera-
tion steps are needed to obtain convergence.

We note that in the inward-outward scheme the influ-
ence of c+(r), obtained in an outward integration, on c (r)
during the next inward integration over the classically al-
lowed region is rather weak. Only in the region around
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the classical turning points of the decoupled set of equa-
tions is the difference between the first and final iteration
steps visible in the figure. It can be seen that the ampli-
tudes have an oscillating behavior over a limited part of
the integration range outside the turning points. The step
sizes must be chosen with care, since they have to be
such that small variations of c (r) and c+(r) over an inter-
val can be neglected. This means that the step sizes in
this region, which includes the range of the optical poten-
tial for most of the orbital angular momenta, have to be
made rather small. Here, the use of a constant reference
potential is the most effective one; the calculations can be
carried out about nine times faster when compared to the
use of a linear reference potential.

The tendency of c(r) and c+(r) to oscillate just outside
the turning points is a general feature of these amplitudes.
As a consequence, especially for light-ion scattering prob-
lems, it seems to be more effective to generate the solu-
tions G;(r) and G;+(r), in this part of the integration
range, directly with a multistep integration method using
a fixed step length. ' The integrals appearing in (3.18)
and (3.19) are then determined numerically according to
commonly used methods. In this way, some calculations
for the reaction Pb(a, a') Pb(3, 2.6146 MeV) El,b

=21.0 MeV have been made.
Thus, looking at the figure, the general behavior of the

amplitudes may be summarized as follows: they behave
monotonically inside the innermost turning point and tend
to oscillate outside it before approaching constant values
in the asymptotic region. This behavior determined our
strategy for choosing the step sizes: they were chosen
such that a constant reference potential could be used up

to just a few fm outside the outermost turning point (in-
cluding the optical potential), a linear reference potential
for the region of strong Coulomb coupling interaction
( =50 fm), and a Coulomb reference potential for the last
part of the integration range (up to = 1000 fm or more).

In Table I, the convergence properties of the modulus
of the S-matrix elements S4 200.0 200 and S4 350.0 350 for the200+ 350+

multiple Coulomb-nuclear excitation are shown as a func-
tion of an iteration number n for the inward-outward
method, as well as for the sequential iteration method.
The numbers in parentheses at the top of the columns (or
alongside) denote the powers of 10 by which the underly-
ing numbers have to be multiplied. Table II shows the
same, but now the multiple excitation is caused by the
Coulomb interaction only. In order to accelerate the con-
vergence, use can be made of Fade approximants. It
seems that sequences of the Pade approximants for the S-
matrix elements accelerate the convergence of the original
sequence when it converges, and continue to converge
under many circumstances in which the original sequence
diverges. ' The tables also contain the results of calcula-
tions which take these approximants into account.

Table I shows that the four original sequences (without
Pade acceleration) converge; the inward-outward se-
quences much faster than the sequential ones. This is
even so when compared to the sequential sequences with
Pade acceleration. It is seen that the inward-outward
method requires only a few iterations to converge for the
selected partial waves and does not need Pade acceleration
at all.

Table II contains the iteration sequences of physically
hypothetical (Coulomb excitation only) but numerically

TABLE I. Convergence properties of the modulus of two S-matrix elements for the multiple Coulomb-nuclear excitation of "'U
by 718 MeV Kr are shown as a function of iteration number n for the inward-outward, as well as for the sequential iteration
method. The results are presented both without and including Fade approximants.

200+~4., ZQQ;Q, 3QQ l

Inward-outward
+ Pade

Sequential
+ Pade

~

S4 35Q Q 35Q
350+

Inward-outward
+ Pade

Sequential
+ Pade

1

2
3
4
5

6
7
8
9

10
11
12
13
14
15
16
17
18

( —04)
0.8809
0.8788
0.8788

( —04)

0.8788

( —04)
13.604
48.973
55.332
34.512
13.642
3.0750
1.6980
0.7055
0.8625
0.8498
0.8492
0.8495
0.8495

( —04)

10.440
4.4840
1.4770
0.6801
0.8564
0.8416
0.8502
0.8496
0.8495
0.8495

(00)
0.2522
0.2630
0.2629
0.2628
0.2628

(00)

0.2629
0.2628
0.2628

(00)
2.9526
6.2808
5.6258
3.8127
1.7690
0.7991
0.4452
0.2320
0.2970
0.2446
0.2721
0.2582
0.2643
0.2619
0.2628
0.2625
0.2626
0.2626

(00)

1.2146
0.5459
0.1608
0.2378
0.2662
0.2633
0.2624
0.2625
0.2626
0.2626
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TABLE II. The same as Table I, but now the multiple excitation is caused by the Coulomb interaction only.

I
S4,200;0, 200 I

200+

Inward-outward
+ Pade

Sequential
+ Fade

I S43so;o, sso I

350+

Inward-outward
+ Pade

Sequential
+ Pade

1

2
3
4
5
6
7
8
9

10
11
12
13
14
15
16
17
18

(00)
0.6028
0.0560
0.2441
0.1980
0.1975
0.1966
0.2027
0.1980
0.1983
0.2000
0.1990
0.1989
0.1994
0.1992
0.1992

(00)

0.1858
0.1992
0.1987
0.1989
0.1992
0.1992

0.24(2)
0.38(3)
0.23(4)
0.77(4)
0.19(5)
0.46(5)
0.13(6)
0.38(6)
0.10(7)
0.26(7}
0.67(7}
0.17(8)
0.45(8)
0.11(9)
0.28(9)
0.71(9)
0.2(10)
0.5(10)

(01)

3.0083
0.4792
1.1744
1.1744
1.1744
0.8344
1.8518
1.2877
0.0608
0.1516
0.1516

(00)
0.2376
0.2451
0.2431
0.2434
0.2434

(00)

0.2430
0.2433
0.2434

(00)
8.1810

31.075
48.045
47.268
34.329
21.303
13.342
8.7680
6.9470
4.9176
4.0631
2.5842
2.0063
1.3799
0.8721
0.8730
0.2809
0.5803

(00)

4.9820
1.6410
0.8351
0.0600
0.3064
0.2646
0.2181
0.2379
0.2370
0.2377
0.2377

interesting S-matrix elements. It shows that the sequen-
tial method diverges completely. Even with the aid of
Pade approximants they do not converge to the right
values. Also in this case, the inward-outward method
needs only a few iterations for a J value equal to 350.
However, for lower J values the rate of convergence be-
comes less. The evaluation of the Pade approximants can
accelerate the convergence in these cases. This is illustrat-
ed in the table for J=200. It seems that for much lower
J values the inward-outward iteration method diverges
too, even with the aid of Pade approximants (J & 100; see
also Fig. 2).

In conclusion, these numerical studies show as a general
feature of both iteration methods that the more important
the left-hand side of Eq. (3.3) is relative to its right-hand
side, the higher the rate of convergence will be. This rate
is much higher for the inward-outward iteration methods

compared to the sequential one, because in solving the set
of coupled integral equations (3.18) for the amplitudes,
the coupling between their components is still retained
during the iteration procedure, as opposed to solving the
set of coupled integral equations (3.19) which is replaced
by a set of "uncoupled inhomogeneous" equations. The
latter are solved considering the inhomogeneous terms as
perturbations. The sequential iteration methods solves the
equations in a certain sequential order, instead of in a
straightforward way equivalent to the Born-Neumann
series.

Finally, in Fig. 2, the S-matrix elements S4$ —J ~ o f —J
are plotted in the complex plane as a function of J. The
solid curves indicate the results for the Coulomb-nuclear
excitation. The S-matrix elements were calculated for the
following sequence: J= 88 216(16); 224264(8); 268 296(4);
298 368(2); 372 400(4); 408 472(8); 488 552(16); 584 712(32)

and are partly given in the figure. The dashed curves in-
dicate the results for a pure Coulomb interaction. These
S-matrix elements were calculated for the following se-
quence: J= 88 334(4); 352 472(8); 488 552(16);
584712(32); 776 1992(64). The values in parentheses indi-
cate J steps. In practice, however, it seems to be neces-
sary to calculate the S-matrix elements only for a more
limited number of appropriately spaced J values. The
values of the missing S-matrix elements are obtained by
interpolation. The figure shows clearly that the influence
of the nuclear interaction is felt up to rather high J values
( =648). Since the number of target states which are cou-
pled is reduced at high J values, the full set of coupled
differential equations is calculated only up to a J value
equal to about 472. For higher J values the dimension of
the set can be gradually decreased.

V. COULOMB-NUCLEAR EXCITATION
PROBABILITIES OF ~Ar + U AND Kr+ U

In this section the quantum-mechanical excitation prob-
abilities, ' calculated in the center-of-mass system, are
presented for the multiple Coulomb-nuclear excitation of

U induced by Ar and Kr up to high spin states of
the ground-state rotational band (GSB). Also, the proba-
bilities will be presented when pure Coulomb excitation is
considered.

In Fig. 3, the probabilities for 286 MeV Ar are plotted
as a function of the scattering angle 0 for the GSB states
up to the one with I"=14+. The optical potential param-
eters are V=73.0 MeV, &=80.3 MeV, r, =r =1.131
frn, r, = 1.4 frn, and a„=a~ =0.624 fm. The solid



186 L. D. TOLSMA 35

0.3-
340 K

+ 8U E~&b =718HeV

0.2—

320~
370

280

~672

-0.1—

-0.2—
448

4350
I

/

I

— 0.3
I

-0.2 0

Re

t

0.1
i

0.2
I

0.3

J rr
FIG. 2. The S-matrix elements S4( J ~ o I —J are plotted in the complex plane as a function of J. The solid curves indicate the re-

sults for the Coulomb-nuclear excitation, while the dashed curves do the same for a pure Coulomb interaction. The figure shows
clearly that the influence of the nuclear interaction is felt up to rather high J values.

curves show the probabilities for Coulomb-nuclear excita-
tion (fg=0.237, P&

—0.067, Pz
"'—0.2121, P&

"'
=0.0667). The dashed curves represent the result expect-
ed for pure Coulomb excitation. The figure shows that at
scattering angles smaller than the grazing angle 0~, of
about 52, the probabilities are completely determined by
multiple Coulomb excitation. At this angle, the interfer-
ence between the Coulomb and nuclear interactions begins
to set in and corresponds to an orbital angular momentum
Ig 200, given by the classical orbit relation
l =g cot(8/2). Furthermore, at angles 8 & Os„which cor-
respond to orbits much larger than lz„ the angular distri-
bution for elastic scattering deviates considerably from
the typical Fresnel shape by falling below the Rutherford
cross section. The quarter-point angle, i.e., the scattering
angle where the summed probabilities for all final rota-
tional states equals 4, is about 70 and corresponds to an
orbital angular momentum 1&&4-138.

Similar calculations of the excitation probabilities have
been performed with the same above-mentioned optical
potential parameters for 340 MeV Ar projectiles. '

Comparing the probabilities given in this paper with ours,
it seems that the extrema in the 0+, 2+, and 4+ probabili-
ty functions, occurring at smaller angles of course, have
the same value in magnitude as our calculated values.
However, the maxima of the 6+ and 8+ functions are
about a factor of 1.8 and 4 smaller, respectively. Thus,
the excitation probabilities for the high-lying members of
the GSB in U are larger for 286 MeV than for 340
MeV Ar projectiles. This means that the interference

between the Coulomb and nuclear interactions for high
spin states probably can be investigated, at energies near
the Coulomb barrier, most favorably.

The figure shows also the elastic scattering experimen-
tal data. It is remarkable how they disagree with the
elastic 0+ curves, while on the contrary the agreement
with the curve of summed probabilities is worth mention-
ing. Apparently, the measurements do not represent elas-
tic data only, but also quasielastic data from the low-lying
members of the GSB. A precise measurement of the elas-
tic scattering angular distribution of 90 MeV ' 0 on ' W
has given indications for this.

In Figs. 4(a) and 4(b), the excitation probabilities for
718 MeV Kr are displayed for the GSB states up to
I =16+. The optical potential and deformation parame-
ters are given by (4.1) and (4.2), respectively. It is seen in
these figures that for scattering angles smaller than the
grazing angle of about 37 the probabilities are completely
determined by multiple Coulomb excitation. Coulomb-
nuclear interference starts to set in at this angle, which
corresponds to l~, =532. The quarter-point angle is about
55, corresponding to l&&4 —342. Large interference ef-
fects are seen in this case.

Relating to the behavior of the probability functions in
Figs. 3 and 4 at near-grazing scattering angles where the
Coulomb-nuclear interference sets in, the following can be
noted: For most of the probability functions the initial
Coulomb nuclear inte-rference is constructive (destructive)
if the pure Coulomb excitation probability function for in
creasing scattering angles is approaching a minimum
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The value of Al»4 can be chosen relatively small. The
larger the absorption in the reaction at smaller than
"quarter-point" distances, the smaller this value can be
taken. Thus, in practice only a restricted number of J
values are needed, as can be seen in Fig. 2 for Kr+ U.

VI. CONCLUSIONS AND FINAL REMARK

To describe quantum mechanically multiple Coulomb-
nuclear excitation in heavy-ion reactions, the set of cou-
pled differential equations of the partial-wave radial solu-
tions is rewritten in integral form. Decomposing these
solutions into two basis functions, the corresponding am-
plitudes of these functions satisfy a set of coupled integral
equations. Expressing the basis functions in terms of ap-
propriately chosen piecewise analytic reference solutions,
the integrals appearing in this set can be evaluated analy-
tically. The coupled set of amplitude equations is solved
iteratively. The efficiency of two iteration methods, the
inward-outward and the sequential one, has been investi-
gated for test cases dealing with multiple Coulomb and
nuclear excitation of U by 286 MeV Ar and 718 MeV

Kr up to high spin states of the ground-state rotational
band. Pade approximants to the S-matrix elements were
also included in both of the iteration methods. It turns
out that the inward-outward iteration method converges
much faster than the sequential one. In many cases, the
inward-outward method does not need Fade acceleration
at all, while the sequential method does. It even happens
sometimes that convergent cases in the inward-outward
method diverge in the sequential method aided by Pade
approximants. This large difference in convergence may
be explained by noting that in the inward-outward method
the coupling between the amplitudes is retained during the
iteration procedure, as opposed to the sequential method
where the set of coupled equations is replaced by a set of
"uncoupled inhomogeneous" equations. The latter are
solved in a certain sequential order, treating the inhomo-
geneous terms as perturbations. We believe that this
feature necessitates the special ordering of the channels
which is not necessary in the inward-outward method.

Our numerical studies of the excitation probabilities as
a function of the scattering angle for the aforementioned
heavy-ion reactions show that the probability functions of
the members of the ground-state rotational band satisfy a
general rule at near-grazing angles, previously formulated
for the excitation probability as a function of the energy
near the Coulomb barrier for backward scattering from a

deformed rotor.
Finally, we turn to a conclusion drawn by Rhoades-

Brown et al. in connection with the relative efficiency
which they obtained for the sequential method plus Pade
acceleration, compared to the method studied by us previ-
ously. ' Based on estimates of time requirements for a
case with 121 coupled equations (example 2 of Table I in
Ref. 8), which calculation was not yet attempted by them,
they came to the conclusion that their approach should be
some 200 times faster than the conventional method,
while our approach is some 30 times faster than the con-
ventional method. Related to this conclusion, the follow-
ing should be noted:

1. The conventional method they used to compare their
iteration results with is based upon the Numerov mul-
tistep integration method, whereas the conventional
method used in our comparison is based upon Gordon's
piecewise analytic reference solutions method. One in-
tegration step in this method includes many step sizes of a
multistep integration method. In some circumstances, a
considerable reduction of computation time (20 times for
medium-weight ions and much more for heavy ions) can
be obtained compared to a conventional multistep
method.

2. They present estimates of time requirements for the
sequential, as well as for the conventional, multistep
method. However, the number of couplings per equation
is taken as nine for the former, whereas for the latter 121
couplings are taken into account. This seems incorrect: it
overestimates the conventional method by a factor of
about 13.

Therefore, our conclusion is that the way in which
Rhoades-Brown et al. estimate the relative efficiency
(which favors their method compared to ours) is disput-
able. It shows that the comparison of efficiencies of
methods or approaches is a delicate question without run-
ning the corresponding codes on the same computer under
the same conditions such as the required accuracy. We
showed from practical test cases that our approach is very
efficient.
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