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Direct measurements of total reaction cross sections (o) have been performed in the energy range
of 10—300 MeV/nucleon for heavy ion collisions. A decrease of or with increasing energy was ob-
served for a wide range of masses of the colliding systems. The data suggest that g reaches a
minimum located around 300 MeV/nucleon independently of the projectile target combination. A
dependence of og on mass asymmetry of the system is also demonstrated. Trends of oy in this en-
ergy range are well reproduced by the predictions of a simple microscopic model based on individual
nucleon-nucleon collisions. Our data have been employed in this framework to derive a new semi-
empirical parametrization of og. Most of the experimental results in the intermediate and high en-
ergy range have been reproduced by this parametrization using a single energy-dependent parameter.

I. INTRODUCTION

The total reaction cross section (oz ) has been extensive-
ly studied both theoretically! ~!° and experimentally®®°—*°
for more than 40 years. A considerable amount of work
has also been devoted to the determination of a general pa-
rametrization*! ~#’ of this fundamental observable charac-
terizing nuclear collisions. This interest was revitalized
by DeVries et al.,'> who addressed the description of
complex nuclear reactions in the intermediate energy
range in terms of individual nucleon-nucleon (N-N) col-
lisions. They succeeded in reproducing (even at energies
as low as 10—30 MeV/nucleon) the different trends of the
og data for N-nucleus systems using a simple microscopic
model. This agreement simply linked the decrease of oy
with that of the individual N-N total cross section (g}™),
and demonstrated the important role of these collisions at
intermediate energies. A lack of experimental data (in
Ref. 12) did not permit a test of the reliability of this ap-
proach to heavy ion collisions.

With the recent availability of heavy ions beams in the
intermediate energy range (from the accelerators SARA,
GANIL, SATURNE, and S.C. CERN), data have been
obtained by various experimental techniques.*?~* In this
article we report a compilation of our measurements for
heavy ion reactions between 10 and 300 MeV/nucleon and
over a wide mass range.

In Sec. II we present the basis of our experimental
method and describe the setup for these experiments. Sec-
tion III is devoted to the data handling and its reliability.
In Sec. IV the data are compared to predictions of models
originally developed for lower and higher projectile ener-
gies and extrapolated to this energy range. The physical
interpretation of the general trends of our data is also dis-
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cussed in the framework of a simple microscopic model.
In the last section we give details of a new parametriza-
tion that we proposed earlier for the description of oy in
the intermediate and high energy range. We conclude
with a summary and comments.

II. EXPERIMENTAL DETAILS
A. Principles of the method

Our goal was to obtain total reaction cross sections by a
direct measurement technique. The values of o thus ex-
tracted are essentially model independent, in contrast to
those determined from analyses of elastic scattering data.
Systematic measurements of oz have been made for many
reactions with very efficient use of beam time. One
should remark that direct measurement techniques have
been seldom employed despite their advantages.?% 323440
This is mainly due to their inherent experimental difficul-
ties.

Our technique was based on the so-called beam attenua-
tion (or transmission) method,*® which has been previous-
ly used for the direct measurement of oy in proton-
nucleus collisions.?? In this technique one simply counts
the number of beam particles incident on the target
(Nin), and the corresponding number of outgoing parti-
cles which have not undergone a reaction in the target
(N¢). This latter number includes the particles elastically
scattered and the residual beam particles (which are not
distinguished in this experimental approach). The differ-
ence between these two numbers (N;,. and N,) represents
the number of reactions (N ,.,.) which occurred in the tar-
get for N;,. incident particles. If e is the target thickness,
A its atomic mass, and ./” is Avogadro’s number, then the
value of oy can be expressed as
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opR= (Ninc_Nel)i ) (1)
N, inc etV
In this method, N;,. and N, are statistically correlated
as each nuclear event is observed individually. The corre-
sponding statistical uncertainties associated with the mea-
sured value are thus calculated using the difference be-
tween these two numbers [( N, — N¢)'"?].

B. The experimental setup

A schematic view of our experimental setup is shown in
Fig. 1. It includes 21 counters, each composed of a fast
plastic scintillator optically coupled to a photomultiplier
by a light guide. This detector gives a high detection effi-
ciency (assumed to 100%) for charged particles and al-
lows high counting rates, which are especially desirable
for detectors placed near or in the beam. The phototubes
(RTC XP2020) were chosen for their good timing perfor-
mance and the light collection was optimized by painting
the light guides with a white reflector (NE 560).

1. The detectors placed upstream of the target

These two counters were used to determine the number
of incident particles on the target. Counter 1 was a thin
plastic scintillator placed on the beam axis and used to
count incident particles. Its timing signal provided the
start for a time of flight (TOF) measurement. The analog
signal of this counter was also used to reject pileups that
occurred for two or more incident particles. To be count-
ed as a valid event, the beam particle had to produce an
analog signal in a narrow pulse-height window corre-
sponding to its energy loss in this counter. This window
also permitted the rejection of any beam contamination.
Counter 1 was also used to limit the beam intensity to less
than 3 X 10* particles/s.

Counter 2 was an active collimator made from a thick
plastic scintillator and was used to limit the size of the
beam spot on the target. The entire setup was designed
such that with no target the beam particles passing
through counter 1 and through the hole of counter 2 were
all detected in the central counter 3 downstream of the
target. This collimator was also used to reject the forward
scattered reaction residues produced by the beam in
counter 1.

COLLIMATOR
—BEAM

" TARGET
(START)

COUNTERS
T
(sT0P)

FIG. 1. Schematic drawing of the experimental setup. The
beam on the target is defined by scintillators 1 and 2. The con-
centric rings around the central counter 3 in the “wheel” are la-
beled 4 and 5. The details of the various counters are described
in the text.
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2. The counters positioned downstream of the target

A set of 19 detectors was used to detect, identify, and
count the residual beam and the elastically scattered pro-
jectiles emerging from the target. These counters were
mounted in a “wheel” as schematized in Fig. 1 (cylindri-
cally symmetric around the beam axis). The central
counter 3 was surrounded by an inner ring of six counters
(47) and an outer one of 12 counters (5j). The cone sub-
tended by the full detector setup exceeded (by 2—3 times)
the grazing angle of each system studied. The distance
between counters 1 and 3 was adjusted in order to fulfill
this condition. Special care was taken to eliminate ineffi-
cient detection regions (dead spaces) in the vicinity of 0°.
For this reason, a small overlap was provided between the
scintillation material of the central counter 3 and the sur-
rounding ones. The counters in rings 4/ and 5 were
mechanically attached to the aluminum skeleton of the
“wheel” by appropriate supports which slightly over-
lapped the scintillator material. These supports were
designed to preserve the cylindrical geometry of the active
part of the detectors around the beam axis. An additional
dead area was present between the two rings of counters
4i and 5j. As the aluminum skeleton and the detector
supports were accurately machined, the dead areas were
accurately known.

The principle of our experimental approach requires
discrimination between elastically scattered particles and
reaction products emerging from the target. This
discrimination has been achieved by detecting the light
output induced by the charged particles in the scintillator
in coincidence with their corresponding TOF. In fact, the
organic scintillators*>>® permit the identification of Z as
shown in Fig. 2 for two typical runs. If a particle lost all
its energy in the detectors, no such Z discrimination was
possible. The scintillators thicknesses were thus chosen
such that the elastically scattered particles would be
stopped in the light guide. Timing signals from the
counters downstream of the target were used as the TOF
stop signals, the start having been generated by counter 1.
In general, good Z identification was achieved for beam
particles up to Z=10 with a light signal resolution
around 7% and a time resolution of =500 ps (Fig. 2).

C. Electronics and data acquisition

In this subsection we restrict ourselves to the descrip-
tion of the most important and original aspects of the
electronics. The number of beam particles incident on the
target was defined by an anticoincidence between counter
1 and the active collimator 2 (with the conditions
described above on the analog signal of counter 1). An
additional electronic condition allowed the rejection of
any pair of incident beam signals closer in time than
100—200 ns. A valid event was required to occur outside
of the dead time (DT) period associated with the analysis
of the preceding event. A special electronic device was
used to control the data recording by taking into account
both the counter and the computer dead times. Finally,
the number of valid incident beam particles which ful-
filled all the conditions described, was recorded. This
number is given by the following function:
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FIG. 2. Typical output from our counters at incident energies
of 83 and 30 MeV/nucleon. The Z identification visible on the
left-hand side of the figures is lost as ions are stopped in the
scintillators.

F=1x2XSpr )

where Spr is the dead time signal and the overbars denote
anticoincidence. The value of F is strictly equal to Ny,
needed for the derivation of o [see Eq. (1)].

Dead time control was of crucial importance as the
measured quantity (N;,c—Ng)/Niy,c 1is very small
(~1073). The total dead time correction was applied to
both the incident beam particle number (N;,.) and to the
residual beam or elastically scattered particle number
(Ng). Thus the number of reaction events and the de-
rived total reaction cross section were unaffected by dead
time [see Eq. (1)].

Counter 3 (placed at 0°) detected the total residual
beam. The high counting rate registered in this counter
(almost equal to the incident beam intensity) did not allow
event by event recording. We excluded these beam parti-
cles by setting an analog window on the TOF spectrum of
detector 3 which included both the residual beam and the
elastically scattered particles. The rejection of these
events from computer acquisition was achieved by a fast

anticoincidence unit which (within a 2 ns resolution) de-
fined the following function:

F'=Fx3, (3)

which was stored by a scaler. Thus the real computer ac-
quisition rate was F’, which closely corresponds to the
sum of the number of reaction events N, (after a small
correction) and the number of particles elastically scat-
tered out of counter 3 (obtained off line). Following this
procedure each event was individually analyzed.

The TOF and the light output (L) signals from the 19
downstream detectors were sent, respectively, to a time-
to-digital and a charge-to-digital converter (CAMAC).
This information was then recorded on magnetic tape for
off-line analysis. Additional information from counters 1
and 2 were also stored by scalers in order to continuously
verify the acceptability of the measurement conditions
during each run.

D. Beam optics

Our experiments were performed at several different
European heavy ion accelerators (SARA at Grenoble, the
S.C. at CERN, and SATURNE at Saclay). We required a
very low beam intensity for these experiments (~ 10*
ps™!); a similar procedure was employed to obtain such
low intensities from each accelerator. This was simply
achieved by closing appropriate pairs of slits located close
to the beam extractor. Reaction products from slit
scattering were eliminated by the following dipole and
quadrupole magnets before reaching the target. During
the experiment, the beam optics were optimized by using
the counting rates of counter 1, collimator 2, and the six
counters of ring 4. The ratio of counting rates of counters
2 and 1 was minimized; typical values were <5%. The
individual rates of counters 4/ (in cylindrical geometry)
were continuously used to test for good beam alignment.

E. Targets

Accurate determination of the target thicknesses was of
crucial importance. Therefore two independent methods
were used to determine target thicknesses: (1) precise
weighing of a measured area, and (2) alpha-particle energy
loss. These two techniques gave consistent results. Spe-
cial care was also devoted to the determination of target
homogeneity. This was achieved by scanning the target
surfaces during the alpha energy loss determinations. The
thicknesses of the targets selected for this work ranged
from 10 to 100 mg/cm?, depending on the beam energy.
Their corresponding uncertainties, including the inhomo-
geneity contribution, ranged between 2% and 8%. These
target thicknesses were also chosen in such a way as to
limit angular straggling to much less than the opening an-
gle of the central detector 3.

Whenever the target thickness was the most important
contribution to the error, an independent measurement of
or was performed with various thicknesses. These stud-
ies were mainly performed for the reaction '2C+ '2C.
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III. DATA HANDLING
AND EXPERIMENTAL RESULTS

The short exposure times needed (a few hours) and the
complete autonomy of our setup permitted the completion
of many systematic measurements at several different ac-
celerators. Results for =45 values of o are given in
Tables I and II.

Target-in and target-out measurements were always
performed. This procedure was necessary because
counters 1 and 3 also act like targets. Thus, by subtract-
ing the number of reaction events (normalized to the in-
cident beam intensity) with and without the target, one
could obtain the real contribution from the desired total
reaction cross section.

A. Raw oy values

Off-line analysis of the recorded data led in a first step
to values of og(raw) (or uncorrected quantities). They are
listed in the first column of Table I.

These quantities were obtained by using the electronic
functions F and F’ from the scalers (see Sec. IIC). These
values represented, respectively, the number of incident
particles, N;,., and the corresponding number of events
recorded. The particles which reached counter 3 in a nar-
row window of time of flight centered on the beam veloci-
ty were rejected from the acquisition. Consequently, F’
values were almost equal to the difference between the
number of incident particles, Nj,., and the corresponding
number of elastically scattered particles for angles within
the central detector.

To determine oy from Eq. (1), we must determine the
total number of particles elastically scattered out of the
detection range of counter 3. This was partially achieved
by using two dimensional plots (L-TOF) for the 18 detec-
tors in rings 4i and 5j. In each of these plots we integrat-
ed the number of events from the elastic peak, and
corrected for the dead spaces due to the supports placed
between each detector of the same ring. Due to the radial
symmetry of these dead areas, this was simply achieved
from the ratio of the dead to the active areas. The result-
ing number N (03 <6 < 65) was then subtracted from F’
to give og(raw),

[F'—N4(63<0<65)] 4

og(raw)= F R (4)

The errors associated with og(raw) in Table I include
statistical uncertainties, as well as those from the target
thickness and the detection efficiency.

In the following subsections we explain how the addi-
tional corrections to og(raw) were estimated. We restrict
the discussion to the main principles for the sake of sim-
plicity. We also give in Table I these corrections for mea-
surements performed at SARA with a '>C beam of 30
MeV /nucleon.

B. Corrections linked to the geometrical efficiency

The integrated cross sections for large angle (6> 0s)
elastically scattered particles had to be evaluated. Because
of the lack of experimental elastic scattering measure-
ments, these corrections were evaluated from calculated
elastic scattering cross sections. Two rather different
computer codes were used: (1) a standard optical model
code (SPI) with parameters extrapolated from fits to a few
measurements in the intermediate energy range,?%*>3¢ and
(2) a microscopic model proposed by Chauvin et al.’!">
which is “parameter free.” The latter uses only the free
nucleon-nucleon cross sections and the size (mean square
radii) of the colliding nuclei, both from experiment.>3~>
The predicted differential cross sections for our systems
were then integrated over the angles greater than the ac-
ceptance of our setup. This gives the correction labeled
C (0> 05) in Table 1.

The predictions of the codes (GKAROL and SPI) were
also used to estimate the number of elastically scattered
particles in the small dead area between the two rings of
detectors 4i and 5j at the polar angle 0, (see Fig. 1). The
resulting values of C(6,) are listed in Table 1.

The errors associated with these two corrections [which
were subtracted from og(raw)] prevent our results being
completely model independent. However, for some sys-
tems, experimental elastic scattering data were avail-
able?®? and these errors were much less important.

C. Corrections due to the identification
of the particles

In our setup elastically scattered particles were identi-
fied by atomic number (Z =Z,) and TOF. Some reaction
products were not distinguishable from elastic scattering
on this basis. The number of such particles was estimated

TABLE 1. Compilation of oy values measured with '2C 30 MeV/nucleon projectiles performed at the accelerator SARA. It de-
tails og(raw) values, the different corrections mentioned in the text, and o final results with their respective uncertainties.

Target orlraw) C(3) C(neutron) Clinelastic) C(0y) C(6>6s) og (mb)
2c 1253+ 30 28+12 15+ 8 30+12 10+ 2 1316+ 40
7A1 1676+ 70 36120 24+15 42425 16+ 10 14+ 8 1748+ 85
34Fe 2158+120 54+30 27416 70+45 68+ 40 56+ 30 2185+140
S7Fe 2260+140 64435 29+18 70+45 70+ 40 57+ 30 2296+ 160
%Zn 24204150 54+30 30+20 80+50 80+ 50 72+ 40 2432+170
%6Zn 2393+150 58+30 32420 80+50 80+ 50 72+ 40 2411+170
%8Zn 2590+ 160 67+40 30+20 80+50 90+ 55 75+ 45 2602+170
8y 3065+180 54+30 25+15 100+ 60 320+200 200+120 2724+300
natA g 44504500 70+45 35420 150+90 600+350 600350 3505+750
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and their cross sections were added to the raw values of
OR-

First, we had to estimate the number of projectile iso-
topes (produced by fragmentation processes or neutron
transfer reactions) that would enter our detector setup
within the TOF window (1 ns) used for the integration of
the elastic peak. This correction was derived by using the
data obtained for particles reaching the detectors with the
charge number Z,—1. The number of these reaction
products was integrated in the same TOF window. The
result was then related to projectile isotope production via
other studies of projectiles fragmentation.’>®—%° This pro-

TABLE II. Compilation of the total reaction cross sections
measured in this work. All the values are expressed in mb.

E OR

Target Projectile (MeV /nucleon) (mb)
2c 2c 9.33 1444+ 50
2c 2c 83 965+ 30
27A1 2c 83 1397+ 40
40Ca 2c 83 1510+ 60
Fe 2c 83 1776+100
Fe 2c 83 17914150
STFe 2c 83 1867+ 100
“Zn 2c 83 1935+130
%Zn 2c 83 2057+130
%8Zn 2c 83 2145+130
8y 2c 83 21244140
2c 2c 200 864+ 45
277A1 2c 200 1270+ 70
natFe 2c 200 1648+110
natzn e 200 1747+110
8y 2c 200 1885+ 120
natA g 2c 200 2183+170
2c 2c 250 873+ 60
Al 2c 250 1173+ 90
natFe 2c 250 1595+120
natzn 2c 250 1738+ 145
2c 2c 300 858+ 60
77A1 2c 300 1220+ 85
natFe ¢ 300 1575+110
natzn 2c 300 1710+125
8y 2c 300 1885+150
natA g 2c 300 22024160
27A1 150 30 1724+ 80
¥y 160 30 2707+330
2c 0Ne 30 1550+ 75
277A1 20Ne 30 2113+100
S6Fe 20Ne 30 27694190
%“Zn 20Ne 30 2870+180
2c 0Ne 100 1161+ 80
77A1 Ne 100 1446+120
%Zn 2Ne 100 21624200
2c 0Ne 200 1123+ 80
2c 0Ne 300 1168+100
LN ONe 300 1328+120
natA g Ne 300 24074200

cedure depends on several assumptions and consequently
led to large errors in the corrections listed in column
C(neutron) of Table 1.

The second type of particle that merges (within our
resolution) into the elastic peak was produced by inelastic
scattering and was unduly counted as elastic scattering.
We had to estimate the number of these particles for the
solid angle subtended by our experimental setup and the
excitation energy domain related to the width of the in-
tegration TOF window of the elastic events. A correction
was estimated from the few published experimental data
in this energy range.>>% =% The assumptions used in the
extrapolation of these data to our systems led to uncer-
tainties of up to 60% in the corrections. These correc-
tions are listed in Table I in the column labeled
Cl(inelastic).

Similarly, column C(3) gives corrections applied to
ogr(raw) for reaction products that enter the central
counter (3) in the time window of elastic scattering which
were improperly rejected in the data acquisition. This
correction was made by using the integrated reaction
products registered by rings 4/ and 5j for the same time
window as for counter 3. The two differential cross sec-
tion values thus obtained at angles 6, and 65 were then ex-
trapolated to 0° and integrated over the solid angle sub-
tended by detector 3.

D. Final results for o

Final values for oy were obtained after summing all the
above corrections to og(raw) (see Table I), and quadrati-
cally adding all the uncertainties. In Table II we have
listed the final values of op measured in this work. We
can see that most of our measurements have accuracies
between 4% and 8% with only small effects from the
above corrections. However, for the heaviest systems the
corrections do impose a real limitation to this measure-
ments technique.

IV. COMPARISON WITH THEORETICAL MODELS

A. Strong absorption models

Strong absorption models were originally developed to
describe low energy nuclear reactions. In this framework
the total reaction cross section is simply calculated by
considering that a reaction occurs whenever substantial
contact occurs between nuclear matter. The oy values
can be expressed*’ in terms of transmission coefficients
T (1) through a one dimensional potential barrier (D) cal-
culated separately for each impact parameter (b) or angu-
lar momentum (/). It follows that

or=m%2S QI+ DT, (5)
=0

X being the associated projectile reduced wavelength.
Within the sharp cutoff approximation [7T(/)=1 for
I <l; otherwise, T (I)=0], one obtains

or =kl +1)?=7RE[1—(D/E. )], (6)

where R;, is the strong absorption radius and D is the /-
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FIG. 3. Total reaction cross section for '*C+'?C as a func-
tion of incident energy. Data points are from Refs. 25, 28—30,
33, 35, and 63. The solid and dashed curves are the results of
parametrizations discussed in the text and are labeled by the
author’s name.

dependent potential barrier height.

From this relation one sees that o saturates with in-
creasing beam energy at the so-called geometrical value
(mR%,). Different expressions of this type have been de-
rived by many authors; they differ in the way of
parametrizing the radius R;, and the barrier D.*~%

In Fig. 3 the data are plotted for the '2C+ !2C system as
obtained from various experimental techniques (see figure
caption). The strong absorption model of Bass*® is com-
pared to the experimental results. It is clear that the ob-
served decrease of oy deviates significantly (above 20—30
MeV/nucleon) from the geometrical limit predicted by
this model. This is true for all strong absorption models.
Gupta’s calculations are partially successful in reproduc-
ing the decrease in op at energies around 20
MeV /nucleon, but they fail to describe the variation of oy
over the whole energy range.

One may, therefore, conclude that strong absorption
models do not include the basic physical features which
give the decrease of og with energy in this energy range.

B. Microscopic models

Several microscopic models have been developed to ac-
count for data in the high energy range.*~!! We briefly
review their basic concepts in this paragraph.

In these models nuclear reactions are described in terms
of a sum of individual nucleon-nucleon (N-N) scattering
processes. Thus, for a nucleon-nucleus collision, the phys-
ical ingredients of such calculations are simply (i) the
matter density distribution of the target, and (ii) and N-N
total scattering cross sections (o3"). These quantities are
used to construct a local mean free path:

A =[p(roeyN]-1, )

with p(r) the target nuclear matter density and 0¥N the
N-N total scattering cross section averaged over isospin.
In nucleus-nucleus collisions the mean free path of the
projectile is obtained by averaging over the mean free path
of the different incident nucleons in the target. This is
achieved by constructing the volume overlap of the in-
teracting nuclei. At a given distance r between the centers

of the colliding nuclei, the local mean free path of the
projectile in the target is given by

—1
A= [T [ ar [, ppeptr—sids |, (®)

o}N being the isospin averaged N-N total cross section
and p, (, being, respectively, the nuclear density distribu-
tions of the projectile and target; V is the nuclear volume
overlap at the distance r, s is the position variable for the
integration over the overlap volume, and d7 is the angular
part of variable r.

After integrating the local mean free path over the
whole trajectory of the projectile, one obtains the probabil-
ity for no N-N interaction [ T(b)] at a given impact pa-
rameter (b). This quantity can be expressed as

f te  dz
— o A(r)
The distance with respect to the beam axis is z and thus
rl=b242z2

Within this microscopic model, o is then derived by
assuming that any N-N scattering process leads to a nu-
clear reaction event between the complex colliding nuclei.

Under this assumption, oy is related to Tz(b) by the fol-
lowing relation:

Or= f0°° 27b[1—To(b)]db . (10)

To(b)=exp 9)

As these microscopic models were first developed for
the relativistic energy range, straight-line trajectories were
often assumed for the projectile. Also, total cross sections
for free N-N scattering were generally employed. Howev-
er, some authors also took into account the Pauli ex-
clusion principle (Pauli ‘“blocking”) and/or the Fermi
motion.®*~% Nuclear matter distributions were generally
assumed to be identical to charge distributions measured
by electron scattering experiments.’*>> Obviously, this
assumption neglects any differences between the neutron
and proton distributions.

We will now describe the microscopic model we have
used for this analysis.

1. Karol’s microscopic model

Karol'® has derived an analytic expression for oy by as-

suming a simple Gaussian shape for the nuclear matter
density distributions. Its shapes were deduced semiempir-
ically to reproduce the tails of the nuclear matter distribu-
tion. His results are similar to microscopic calculations
performed with realistic matter distributions. This is ex-
plained by the fact that the op variations are mainly
governed by the most peripheral collisions and thus relat-
ed to the nuclear surface shapes. The analytical expres-
sion for the probability of zero N-N collision at a given
impact parameter (b) is given by

ﬂzaﬁﬁp,(O)pp ( O)a,3a;

2 2
a; —l—ap

To(b)=exp

b2

— 7 (11)
al+a;

X exp
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Symbols a, () and p; (,)(0) represent the Gaussian shape
distributions of projectile and target (see Ref. 10 for de-
tailed expressions and calculations).

We have slightly modified Karol’s formalism to include
deflection of the projectile, which can be important at
subrelativistic energies. Following DeVries et al.,!?
To(b) in Eq. (10) was replaced by T,(b'), where b’ is the
classical distance of closest approach of the projectile in
the Coulomb plus nuclear potential. The values of b’
were obtained for each impact parameter in the frame-
work of classical trajectory calculations. Now oy can be
obtained from the following expression:

Or= fo‘”zﬁb[l_mb')]db. (12)

In these calculations the nuclear potential has been ob-
tained from the real part of an optical potential extracted
by an analysis of elastic scattering for reaction systems
close to ours.?”33¢ One should emphasize at this point
that Coulomb repulsion usually dominates the projectile
trajectory. For the lightest projectiles the effect of the nu-
clear potential is important,’* and can significantly
counterbalance the Coulomb repulsion. Therefore, a more
careful treatment was needed.

We have neglected Pauli “blocking” and Fermi motion.
The effect of a neutron skin was also neglected. The im-
portance of these aspects will be discussed later.

C. Comparisons between data and calculations

We first applied this model to the reaction '2C+12C.
Figure 4 shows the variation of o as a function of beam
energy. We show only the data obtained by direct mea-
surement techniques.?>* The microscopic model predic-
tions are represented by a solid line; they show excellent
agreement with the experimental results over the whole
energy range. Comparable agreement was previously ob-
tained for lighter projectiles.!?3! In the framework of
this microscopic model, the variation of oy is linked to

the individual N-N total cross section behavior as
1 1 1 1 1 1 1 n
12, 12,
15+ -
- - - v b
N e rason e L
= 3 \\
= £ N e
= -
b 7300
- b vn\\.\ e b
- Nl b=
o oo 1000
0.5+ Eob(MeV)
A AR T " "1000

E (MeV/nucleon)

FIG. 4. Measurements of the '’C+ '2C total reaction cross
section from direct measurement techniques. The solid squares
represent our data, and the two circles at > 500 MeV/nucleon
are from Ref. 25. The solid line is from the microscopic model
calculation discussed in Sec. IV B. Nucleon-nucleon total cross
sections (from Ref. 53) are shown in the inset.
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represented at the bottom of Fig. 4. We note that the cal-
culated decrease for oy below 15 MeV/nucleon is dom-
inated by Coulomb repulsion. In Fig. 5 we show o data
at 30 and 300 MeV/nucleon for a wide range of masses.
The data are plotted as a function of (A4 1”—}—A 32
which is essentially proportional to the strong absorption
radius.**~*®  Figure 5 shows an approximately linear
dependence of og on (A4 1”—}—A +73)2, but the slope is ener-
gy dependent. There is a decrease of ~40% in oy when
the beam energy is increased from 30 to 300
MeV/nucleon [corresponding to a variation of ~20% in
the strong absorption radius from Eq. (6)]. This decrease
is globally reproduced by the microscopic calculations
over the whole mass range. We note that the decrease ob-
served for oy corresponds to a variation from 300 to 60
mb for the total averaged N-N scattering cross section in
the same energy range.

Thus, in the framework of this model, the origin of the
decrease in op can be understood in terms of an increas-
ing “transparency” effect in N-N collisions. This means
that nuclear matter has become transparent for these nu-
clear interactions at certain impact parameters when the
beam energy increases. These impact parameters can be
inferred from the analytical transparency function Ty(b)
as expressed in Eq. (11). Figure 6 displays this calculated

as L
12
THEORY DATA  '“C+X nat
] o ¢ 30 MeV/nucleon Aol
o ¢ 300 MeV/nucleon / B
BQV
@)
25 64,66, 682“ & i
54,57,
— nat, ?
=y 9
~— B Q/} -
o 89
27, ? Y
natzn
154 L
12¢ i
12,
" .54 ._
0 1 20 30 4o 50
(A1b+A'/3)

FIG. 5. Measured total reaction cross sections (this work)
from '2C at 30 and 300 MeV/nucleon. The transparency effect
(a systematic decrease in the measured values of o as the ener-
gy increases) is clearly observed. The target is indicated;
straight lines are drawn to guide the eye. Predictions of the mi-
croscopic model are represented by open symbols.
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12C+12C 12 56
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FIG. 6. Modification of the absorption probability with energy in the microscopic model. The figure shows that the predicted
transparency effect is confined to a 1.5 fm band in the impact parameter on the surface of the reaction sphere, for an energy increase

from 30 to 300 MeV /nucleon.

quantity as a function of the impact parameter for dif-
ferent systems at 30 and 300 MeV/nucleon. This figure
shows that only the most peripheral collisions are affected
by the decrease of the N-N total cross section, even at 300
MeV/nucleon, where the transparency effect is rather
strong. Thus the decrease in oy is due to surface tran-
sparency, implying that this quantity op does not give
direct information on the more central collision processes.

Figure 7 illustrates the behavior of og in the region of
80—300 MeV/nucleon. The trend of our data suggests
that a minimum in oy is located at =300 MeV/nucleon
independently of the mass of the colliding system. This
observation excludes any presence of strong coherent ef-
fects in the pion production and suggests that the varia-
tion of oy in the energy region 100—300 MeV /nucleon is
governed by individual N-N collisions.

Another point of interest is the so-called isotopic effect,
which strongly influences the oy data previously obtained
with the proton’s projectile.?? In these cases it was ob-
served that oy increases abruptly with neutron excess for
a given element ( ~20% variations for a change of a few
nucleons in targets from Ni to Zn). In our work we stud-
ied the isotopes of iron (°*>®3'Fe) and zinc (%%°%%87n)
with a '?C beam at two different energies, in order to
search for this effect in heavy ion collisions. Figure 8
displays the results. The solid lines are drawn to illustrate

2| L L
N\L 12,89y
+ + + 2¢  nate,
— \/_»—
t
t } b e LU
— ‘I i
£ 55 -
6! 2] -
+ + 12C + nath
+ 20Ne +12C

1_1 L

v
100

E (MeV/nucleon)

FIG. 7. Total reaction cross section measurements as a func-
tion of incident energy. The solid lines are predictions of the
microscopic model as discussed in the text.
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FIG. 8. Isotopic dependence for measured values of o (see
Sec. IVC). As can be seen in the figure, the effect appears to be
small and needs more accurate measurements.

the generally linear dependence of our data with increas-
ing mass as a function of (4,”°+4,”*)>. Small devia-
tions from the linear dependence can be seen for the zinc
isotopes; however, they seem to be within the uncertainties
(mainly from target thickness inhomogeneities). More
precise results are needed to obtain a clear view of possible
isotopic effects in the variation of oy for heavy ion col-
lisions. The origin of such a dependence may be under-
stood in the framework of Karol’s microscopic model if
one allows for a neutron skin located at the nuclear sur-
face and recalls that below 200 MeV/nucleon the free N-
N total cross section is about 3 times greater in the
proton-neutron (n-p) than in the p-p and n-n collisions. >
For the proton projectile, collisions with the neutron rich
skin of the target (occurring at large impact parameters)
should play an important role for the reaction cross sec-
tion. However, in heavy ion collisions the isotopic effect
is washed out as one has to deal also with the neutrons of
the projectile. In addition, for heavy projectiles the reac-
tions occurring at the surface represent a smaller fraction
of the total reaction cross section. We thus have to con-
sider quantities which are more specific than oy to eluci-
date the influence of the neutron rich skin in heavy ion
collisions. Harvey>® has performed a study of the isotopic
distribution of the fragmentation products at two energies
(below and above 200 MeV/nucleon). He clearly demon-
strated that the experimental yields could be described
well by using this physical concept. We will describe, in
the next subsection, how we have introduced a neutron
skin effect into Karol’s formalism.

We have also investigated the dependence of o; on pro-

4 L 1 1 1 1
DATA  THEORY /
2Ne+x ¢ o)

34 160 X ‘ O */ /CI L
30 MeV/nucleon */ f

T T T T T
0 20 40 60
( A'[?’ A1? )2

FIG. 9. Total reaction cross sections for *Ne and '°O in-
duced reactions at 30 MeV/nucleon compared to predictions of
the microscopic model.

jectile mass. Figures 9 and 10 show results with projec-
tiles ranging from 'H to ?°Ne at the same incident energy
per nucleon (30 MeV/nucleon). If one only considers our
data, no significant difference is observed for projectiles
ranging from '2C to °Ne (Fig. 9). On the contrary, for a
larger range of projectile masses that includes lighter
ones,'>?? a strong dependence clearly appears (Fig. 10).
In fact, in this figure a nearly linear dependence of oy on
(AI,I/3+A,1/3)2 is observed with a slope that depends on
the projectile mass. An important point concerns the fact
that for a given value of (A[,I/S—FA,IA)2 a maximum for
og is observed at the mass symmetry of the colliding sys-
tem. As these data were obtained at the same incident en-
ergy per nucleon, this effect cannot be attributed to a
transparency phenomenon for individual N-N collisions.
This mass asymmetry effect was previously pointed out
and accounted for within the framework of a microscopic
model.** The number of N-N collisions that occurs dur-
ing a nuclear reaction depends on the volume overlap of
the colliding nuclei, which, for a given radial separation
of projectile and target, has a maximum for mass symme-

3 1 1 1 1

S6r,  8°2n
Ejab = 30 MeV/nucleon ,;ml'agv
- ’ n
H X . 55 & .
4 200 7 - .
24 12He+)( . - _em 208, |
C +X = - - o
20N X 27A1. < B ~
e+X o 2, — .
= 2 7 ‘m/’ 205,
L] -
b g /y.QOZ,
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14 e
< 58
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- s 27
7 T
/ \2C
o 1 20 3b ) 50

FIG. 10. Data of Refs. 12 and 22 and of this work illustrat-
ing the effect of projectile-target asymmetry on measured values
of o at 30 MeV/nucleon.
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try in the entrance channel. This leads to a higher value
of og, in agreement with the observations shown in Fig.
10. We note that new data for heavier projectiles (Ar, Kr,
and Xe) at the same bombarding energy per nucleon
would be of great interest to complete such a study.

In this subsection we have shown a general agreement
between experiment and a microscopic model based on
Karol’s formalism. However, some deviations remain,
and the next subsection will be devoted to their explana-
tion in terms of additional physical effects.

D. Deviations from predictions of the microscopic model

1. Role of the neutron rich skin
in collision between nuclei

In the preceding subsection we saw that some experi-
mental results suggest an important role for the neutron-
rich skin, especially for the heaviest targets. In order to
test this hypothesis, we have introduced a neutron-rich
skin into Karol’s formalism by using Myers’s parametriz-
ation®” for the difference between the mean radii of the
distributions of neutrons and protons. This leads to four
separate terms instead of one in Eq. (11), as we consider
different distributions for neutrons and protons. The re-
sulting contributions to the transparency 7T,(b) remain
analytical, as we still follow Karol’s procedure. The root
mean square (rms) radii of these distributions were taken
from the Myers’s prescription.%” This choice introduces
differences of a few percent in the radii as compared to
those empirically determined by Karol using only the
charge distribution of nuclei. The resulting calculated
values of oy are increased by about 1—3 % for our sys-
tems. For heavier targets this increase can be ~5% for a
proton projectile.

One must recall that Myers’s parameters refer to the
mean isotopic mass of each nucleus. We thus had to
make additional assumptions to account for the observed
isotopic effects in og. For a given nucleus (projectile or
target) the difference between proton and neutron radii
was taken from the Myers prescription for a nucleus,
which had (on average) the same neutron to proton ratio.
With these assumptions we obtain a 2—4 % variation in
or for the isotopes studied by Menet et al.,?? with an ad-
ditional 2—4 % for changes in the nuclear potential with
increasing neutron excess. This second effect was calcu-
lated by using the real part of the optical potential given
by Menet er al.??> All these results indicate that con-
sideration of the neutron rich skin may reduce the devia-
tions between experiment and calculation at energies less
than 100 MeV/nucleon. However, the use of these more
realistic matter distributions and optical potentials cannot
account for all the experimentally observed isotopic ef-
fects. Thus one may also need to consider contributions
of collective effects, such as static deformations, to ex-
plain the remaining discrepancies.

2. Fermi motion and Pauli “blocking” effects

In microscopic models the nucleons that collide in the
volume overlap of the interacting nuclei are generally con-
sidered to be in free motion. However, the average effect

of the other nucleons is considered in two ways. First, the
internal motion of the nucleons in the nuclei implies that
the N-N collisions do not occur only at the incident beam
energy per nucleon. Second, the Pauli exclusion principle
forbids a N-N collision whenever the two colliding nu-
cleons are not scattered into unoccupied states. These two
combined effects reduce the values of o as shown by Di-
Giacomo et al. for N-nucleus interactions.®>% For heavy
projectiles these authors have derived an effective cross
section for the N-N scattering (UI}”:“) in the volume over-
lap of the colliding nuclei.®® More refined calculations
may be available,'® but those from Ref. 66 are probably
sufficient to describe the general trends of the oy varia-
tion. In a simple Fermi gas model, the radius of the Fer-
mi sphere is related to the nuclear density. Consequently,
at the nuclear surface, the local Fermi distribution has a
reduced radius (in momentum space) and so the Pauli ex-
clusion effect is strongly reduced. In Fig. 11 we show a
calculated profile of the density overlap of two colliding
nuclei. This is drawn for a case where the distance be-
tween the nuclear centers is equal to their closest distance
of approach [for an impact parameter b, that gives
To(by)=0.5]. In Fig. 11 one can see that only the ex-
treme tails of the matter distributions are involved in such
heavy ion collisions. Thus at 30 MeV/nucleon, these den-
sities represent around = of their central values, leading
to local Fermi sphere radii (Kz) of about 0.6 fm~! com-
pared to 1.5 fm ! for the central region. We should point
out that the densities in the nuclear overlap are even
smaller for heavier target masses. The extrapolation of
ot (calculated by DiGiacomo et al.® for Kr=1.5 and
0.75 fm~!) shows at 30 MeV/nucleon a threefold reduc-
tion of UI}I?H as compared to that for free nucleon col-
lisions. This reduction seems to be very strong; however,
the resulting o, values decrease by only 15%. Following

DENSITY DENSITY
024 02 |
300 MeV/nucleon
0ne
01 30MeV/nucleon
R(tm)
0 5 10
024 02 |
0.1 01
2e e
R(tm)
0 25 S 0 5 10

FIG. 11. Projectile and target matter-density distributions for
various systems, drawn at a radial separation corresponding to
the distance of closest approach for a trajectory in which the
transparency To(b)=0.5. The figure illustrates typical density
overlaps that are important in the calculation of ok (see text).
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the same procedure, we obtain a reduction of ~8% in og
at 83 MeV/nucleon and =~ 3% at 300 MeV/nucleon. This
estimate is very crude; nevertheless, it allows us to draw
some qualitative conclusions. The Pauli “blocking” effect
seems to improve the agreement with the high energy data
(around 300 MeV/nucleon), as shown in Fig. 7, but wor-
sens the deviations observed for the heavier targets at 30
MeV/nucleon. The experimental decrease of ox with en-
ergy becomes stronger than predicted by the microscopic
calculation if all these effects (neutron skin and Pauli
“blocking”) are included. This trend can also be similarly
reproduced if one includes either nuclear collective effects
(which are observed to vanish also at high energy'®*) or
an important neutron rich skin effective or both.

We conclude that the main trends of o in the inter-
mediate energy range can be understood in terms of
geometric and microscopic quantities. However, nuclear
structure or isotopic effects may contribute significantly
for heavy systems.

V. A NEW PARAMETRIZATION FOR o

Macroscopic phenomenological models, developed in
the framework of the strong absorption hypothesis, fail to
describe the behavior of op. Transparency and mass
asymmetry effects are observed in our work at intermedi-
ate bombarding energies. As a microscopic model has
succeeded in a general globally description of our experi-
mental results, it appears that any new parametrization of
o should include the physical content of this model.

We have previously reported®® a phenomenological pa-
rametrization for og. In this section we will review the
physical meaning of its different terms and propose an ad-
ditional term introduced to describe the trends of recently
measured data for heavier systems.’®3”%0 We begin by
writing the equation

B
|__2¢

or =R}y , (13)

c.m.

where the term B is the Coulomb barrier of the
projectile-target system. It is given by
Z,Z,e*
Bc'— i J

s M (14)
rC(Atl/3_+_Ap1/3)

with rc=1.3 fm, Z, ,) are the atomic numbers of target
and projectile nuclei, 4, ;) are their mass numbers, and
R;, is the interaction radius. We propose to divide this
latter quantity into volume (vol) and surface (surf) terms,

Rinl:Rvol+Rsurf . (15)

In Sec. IV we have shown that collisions occurring at
the smaller impact parameters give rise to nuclear reac-
tions independent of energy and mass. This result can be
parametrized as a volume (or core) component of the in-
teraction radius. It is given by

Ryg=ro(4 7+ 47 . (16)

This is similar to the interaction radius in the black
disk model for low bombarding energies, but with values
of ry reduced by about 20% as compared with those for
low energies.

The second component of the interaction radius is a nu-

clear surface contribution which we propose to
parametrize in the following way:
4173 4173
t
Ro=ro |a—o——v —c (17)
Sur A;/3+Atl/3

The first term in the large parentheses is the mass
asymmetry term, which is related to the volume overlap
of projectile and target, and c is an energy dependent pa-
rameter which takes care of increasing surface transparen-
cy as the projectile energy increases.

The surface component of the interaction radius (R g,¢)
was introduced to reproduce the trends of our experimen-
tal data at intermediate energies. Our radius thus has two
distinct contributions based on two distinct physical ef-
fects (mass asymmetry and transparency). As mentioned
above, these trends cannot be described in the framework
of the strong absorption model.* 46

The values of the parameters of our parametrization
have been fixed by using a X? minimizing procedure. We
used a set of more than 100 values of oy measured be-
tween 30 and 2100 MeV/nucleon with projectiles ranging
from 'H to “°Ar and targets ranging from °B to 2%*Pb.
The parameters ry and a were uniquely fixed for all the
studied systems, while the parameter ¢ was allowed to
vary only with the beam energy per nucleon. The best X>

TABLE III. Shows r, a, and c values extracted from the best X? fit of 0z data with our semiempirical parametrization.

E,,/A ro a c Data X*/N X*/N
Projectile (MeV/nucleon)  (fm) (dimensionless) references [using formulas (13)—(17)]  [using Eq. (18)]
'H, “He, '’C, 30 1.1 1.85 0.65 this work, 3.5 1.4
%0, Ne 12, 22, 31
'H, “Ar 40—44 1.1 1.85 1.2 22, 38, 40 2.8 1.2
'H, 2C, “Ca 77—83 1.1 1.85 1.65 this work, 2 2
23, 40
'H, '2C, *Ne 200—300 1.1 1.85 2.05 this work, 1.5 1.5
23
'H, ’H, 900—-2100 1.1 1.85 1.9 25 0.8 0.8

4He lZC
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3 L = S fit provided the following value: ry=1.1 fm and a=1.85,
while the corresponding values of ¢ are listed in Table III
for each projectile energy per nucleon. The normalized X2

2. i values obtained with these sets of parameters are ~2.
This means that most of the measured og values could be

o predicted within =~ 10%. One notes that the fitted values

of ¢ vary smoothly with energy as shown in Fig. 12. This

1S + observation tends to increase the confidence in our sem-
iempirical parametrization.

However, for the heaviest or neutron rich target the

o predictions seem to underestimate the experimental values

o " 100 " 1000 (especially for the proton projectile). One possible way of
E (MeV/nucleon) explaining this discrepancy involves a neutron-skin excess.
We have therefore modified the parametrization described
FIG. 12. Variation of the semiempirical parameter c (see Sec. above to explicitly include a neutron skin for the target.
V) as a function of incident energy. Equation (17) has been changed as follows:
1 1 1
208
144 Pb
Sm 181,
5. 18y,
%np 40ca+x
a / 77 MeV/nucleon
. 64
Zn
/ 1
34 -5
208,
40ar4x
21 +27A, + ey 44 Mev,nucleont-4
107
— X Ag
o) y
e
= 3l -3
20pg 4 x 4
30 MeV/nucleon
2 2085,
181
) 12, ﬁ Ta
. 107, | 1441501545
h 93y,
64,
24 27
12
2T5 5'0 7'5

n n 2
(Ap +A¢)

FIG. 13. Total reaction cross sections for 30 MeV/nucleon **Ne, 44 MeV/nucleon *°Ar, and 77 MeV/nucleon *°Ca induced reac-
tions as a function of ( A,l/ 3+ A4!7)?, compared with the predictions of the semiempirical parametrization proposed in this work (solid
lines). These data are taken from Ref. 40 and have been measured by using the techniques of direct “associated a rays with 41 detec-
tion.”
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FIG. 14. Same as Fig. 13, but for '>)C of 83 MeV/nucleon
(this work) and protons of 40 MeV (Ref. 22) projectiles.

Ryn=Rgu+D, (18)
where the new neutron excess term D can be expressed as
5(4,-22,)Z,

D:
A, 4,

(19)
The factor 5 has been derived using a X minimizing pro-
cedure. This modification acts only below 200
MeV/nucleon [above this energy, the total cross section
for neutron-proton (n-p) collisions becomes equal to those
of n-n or p-p collisions>>].

With this additional term (D) and without any changes
in the previously derived values of the parameters rg, a,

and ¢, the final normalized value of X? was decreased
from 2 to 1.5 (see Table III). A comparison between data
taken from Refs. 22, 37, 38, and 40 and the predictions of
this parametrization is shown in Figs. 13 and 14. Even
though some discrepancies still remain, we note very good
overall agreement. This indicates that our parametriza-
tion does account for the main aspects of the behavior of
o at energies above 300 MeV /nucleon.

VI. SUMMARY AND CONCLUSIONS

In this work we have summarized the first direct sys-
tematic measurements of heavy ion total reaction cross
sections performed in the intermediate energy range. The
variation of oy with energy has been measured for a wide
variety of projectile-target combinations. A decrease of
og with increasing energy above 30 MeV/nucleon is ob-
served. A minimum is also suggested for oz at =~300
MeV/nucleon independent of mass. Low-energy, strong-
absorption models fail to reproduce this variation of o as
a function of the bombarding energy. On the contrary,
the predictions of a simple microscopic model (originally
developed by Karol,'® and slightly modified here) repro-
duce well the general trends of our data. This agreement
seems to link the dependence of oz on projectile energy to
the behavior of the N-N total cross section. As Pauli
“blocking” and Fermi motion effects have not been fully
included in such calculations, one cannot exclude the pos-
sibility that part of this decrease could be connected to the
disappearance of macroscopic surface excitation modes
with increasing energy.!® The mass asymmetry depen-
dence of oz has been simply explained in the framework
of this microscopic model by using a pure geometrical ar-
gument. However, the prediction of this model seems to
systematically underestimate recently measured oy
values.*® These discrepancies may be related to some in-
correct evaluation of the Coulomb plus nuclear potential
effects or due to nuclear structure effects (e.g., collective
deformations or excitations, neutron skin effects).

All these effects are taken into account in a consistent
way in the derivation of a new expression for oy for the
intermediate range. The improvements of this parame-
trization over those previously proposed are twofold.
First, we have based our formula on well identified physi-
cal concepts or quantities. Second, its predictions repro-
duce most of the measured data at energies higher than 30
MeV/nucleon with a very simple formula with a single
energy-dependent parameter.

*Present address: Deutsches Elektronen-Synchrotron, Ham-
burg, Federal Republic of Germany.
TAlso at Laboratoire National Saturne, 91191 Gif-sur-Yvette
Cédex, France.
Present address: Faculte des Sciences, Université de Rabat,
Rabat, Morocco.
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