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The ' C(m+, m )' N reaction to the isobaric analog state has been studied at pion energies between

35 and 100 MeV as an extension of earlier measurements at 100 to 295 MeV. Absolute differential
cross sections were measured over the 0'—25' angular range, except at 49.3 MeV, where the range
was extended to 75 . A deep minimum was found in the 0' excitation function near 50 MeV, similar

to that in the m p~m n excitation function due to the near cancellation of the S- and P-wave con-
tributions. A comparison of the data with several theoretical models is presented.

I. INTRODUCTION

The nuclear structure of the mass-14 isospin multiplet
has made the ' C nucleus a particularly useful target for
studying reactions to analog states related by isospin in-
variance. This target nucleus has been the subject of a
series of pion scattering measurements at various beam
energies between 35 and 300 MeV. These measurements
include the (tr+, tr ) reaction to the isobaric-analog state
(IAS), the (sr+, n ) reaction to the double-isobaric analog
state (DIAS), and m. + and m elastic scattering. Prelimi-
nary reports on the double-charge-exchange and elastic-
scattering measurements at 164 MeV have been made. '

Two double-charge-exchange (DCX) experiments have
been completed at 50 MeV. ' Single-charge-exchange
(SCX) data have been reported previously for energies be-
tween 100 and 300 MeV (Ref. 4) and elastic-scattering
data at 50 MeV (Ref. 36) and 65 and 80 MeV (Ref. 5)
have also been published.

A full report is presented here of measurements of the
forward-angle cross sections for the ' C(tr+, m ) reaction
to the 0+ IAS at 2.31 MeV in ' N at incident pion ener-
gies from 35 to 295 MeV. The 0' cross sections at ener-
gies of 100, 165, 230, and 295 MeV were published previ-
ously. The angular range of the measurements is from 0'
to approximately 25'. At 49.3 MeV, the range of scatter-
ing angles was extended to 75' because of the importance
of the single-charge-exchange mechanism to the interpre-
tation of recent 50 MeV DCX data. ' The larger angular
range at 49.3 MeV also permits a comparison between the
0+ to 0+ IA.S transition of ' C and the —,

' to —,
' IAS

transition previously measured for ' N at 48 MeV.
This work represents the first comprehensive study of

the IAS cross section over a range of energies from well
belo~ the 633 resonance to above it. Over this energy
range, the m.N reaction dynamics change considerably
from weak and interfering 5- and P-wave amplitudes

below 100 MeV, through dominance of the P33 amplitude
from about 100 to 230 MeV, to a region of slightly weaker
interactions at higher energies. Near 45 MeV, the spin-
independent isovector S- and P-wave amplitudes nearly
cancel, resulting in a dramatic dip in the free mN SCX
cross sections at forward angles. In order to evaluate
theoretical descriptions that attempt to treat these dynam-
ical changes in a comprehensive manner, a complete data
set is needed. Isospin symmetry can be used to relate elas-
tic scattering and single and double charge exchange to
the isobaric analog states.

Several quite different theoretical approaches currently
exist for calculating tr-nucleus scattering over the full
range of interest. Studies of elastic scattering near reso-
nance ' and at lower energies ' have shown that an
optical-model approach provides a good description of the
data. Johnson and Siciliano" have extended the optical
potential of Refs. 9 and 10 by adding an explicit isospin
dependence so that elastic scattering and SCX and DCX
reactions can be described in a coupled-channels frame-
work. Kaufmann and Gibbs' calculate charge-exchange
scattering in a microscopic three-body model. Recently,
the delta-hole model has also been applied' to the SCX
and DCX reactions on ' C.

A description of the experimental procedures is given in
Sec. II. The empirical results are given in Sec. III along
with a general analysis and interpretation. Some detailed
comparisons with the Johnson-Siciliano" and
Kaufmann-Gibbs' theoretical methods are given in Sec.
IV.

II. EXPERIMENTAL METHOD

A. Data acquisition and ' C target

The ' C(n. m+)' N(IAS) measurements were carried
out with the n. spectrometer located in the 1ow-energy
pion (LEP) channel at the Clinton P. Anderson Meson
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Physics Facility (LAMPF). The n. spectrometer detects
the two photons emitted in ~ decay, and has been

described in detail else~here. ' The momentum spread,

hP/P, of the channel ranged from 4% at 35 MeV (yield-

ing a pion beam-energy spread of 2.5 MeV) to 0.7% at
100 MeV (for an energy spread of 1.1 MeV). Typical m+

fluxes ranged from about SX10 ir+/sec at 35 MeV to
3 X 10 n+/sec at 100 MeV. At 50 MeV the momentum
spread was 3% and the average m+ flux was
2. 1)(10 n+/sec. The relative beam flux was measured
with respect to the primary proton beam monitor. Abso-
lute flux calibration was provided at each energy by ac-
tivation measurements of the ' C(n—+,nN)"C reaction. '

The pion energy loss in the ' C target ranged from 1.6
MeV at 35 MeV to about 0.8 MeV at 100 MeV.

The target consisted of 9.2 g of powder composed of
' C, ' C, and small amounts of impurities. A recent
analysis' of the composition of this sample, based on elas-
tic pion scattering at 164 MeV, showed that 9.0+3.7% of
the sample weight consisted of oxygen, magnesium, and
aluminum or silicon. The ' C to ' C atomic ratio,
4.6+0.4, was determined at Oak Ridge National Labora-
tory by use of mass spectrometry. Thus the actual quanti-
ty of ' C contained in the target cells was 7.04+0.31 g.
The sample powder was pressed into two 5.0 by 4.9 by 0.6
cm target cells, which were placed back-to-back in the
beam. The total ' C thickness was 0.29+0.03 g/cm,
where the error includes an estimate for the target nonuni-
formity. The target cells for the 1982 data runs were
made of nickel with each window having a thickness of
0.022 g/cm . For the 1983 and 1984 data runs, the cells
were made of copper with each window having a thick-
ness of 0.045 g/cm The cross sections given in our previ-
ous article must be multiplied by the factor 1.10 to
correct for the sample impurities which were subsequently
found. '

Data were taken with the spectrometer set for the y-y
opening angle in the vertical plane (the "one-post" confi-
guratio). Three gamma-ray converter planes were used in
each arm of the spectrometer. For the 80 and 100 MeV
runs, the first converter in each detector arm was set 73
cm from the target with a central opening angle of 75.7
deg. With this setup, the spectrometer acceptance peak
was at a m. energy of 85 MeV, and the range of n scatter-
ing angles with the spectrometer centered at 0' scattering
angle was 0 —20'. For the lower energies, the first con-
verters were SS cm from the target with an opening angle
of 92.4 deg. In this configuration, the acceptance was a
maximum at a m energy near 50 MeV and the spectrome-
ter acceptance spanned an angular range of 0'—30' in the
scattering plane when centered at the 0' location. At 50
MeV, data were taken with the spectrometer central angle
set at 0', 20', 40', and 60 .

Data on the m. p~m. n reaction were taken at several
energies and angles with a CH2 target as a check on the
spectrometer energy scale, efficiency, and instrumental
line shape, as discussed belo~.

B. Software constraints

The total energy of the detected ir is related to the lab-
oratory energies (E&,Ei) and opening angle (il) of its two

C. Spectrometer efficiency and solid angle

The measured cross sections depend on the geometric
solid angle and several efficiencies associated with com-
ponents of the n spectrometer. ' The multi-wire propor-
tional counter efficiencies, eMwpc were calculated inter-
nally from the data by using the method of Ref. 14, The
joint six-chamber efficiencies ranged from 70% to 80%
for this experiment. The ray-tracing efficiency, ef, was
taken as (90+5 %) based on experience with the spectrom-
eter at higher energies. The joint conversion probability,
eJx, for both photons to convert into charged particles in
the two arms, J and K, of the spectrometer is given by

TABLE I. Angle bins selected for the angular distribution data.

Beam energy
(MeV)

35
42.5
50

Central angle
{deg)

0
0

20
40
60
0
0
0

Angular ranges
(deg)

0—8, 8—13, 13—30
0—10, 10—18, 18—30
0—12, 12—24, 24—50
0—16, 16—24, 24—50

10—36, 36—44, 44—70
30—56, 56—64, 64—90
0—7.5, 7.5—13, 13—30
0—6, 6—10, 10—30
0—5.5, 5.5—10, 10—30

decay photons by the relation'

Zm'~'
(1)

(1—cosy)(1 —X2)

where X is the energy-sharing parameter,
X =(Ei —E2)l(Ei+E2}. The experimental energy reso-
lution for the no depends on the allowed value for X. For
the present data X was constrained to be less than 0.15,
which resulted in a calculated energy resolution ranging
from 3.5 MeV at a n energy of 35 MeV to 5 MeV at 100
MeV.

An important criterion in the analysis of the data is to
ensure that those events whose charged-particle shower is
not contained in the lead-glass total-energy calorimeter of
the spectrometer are excluded. This is accomplished by
requiring that the vertex of a photon conversion in the
lead-glass conversion plane preceding the calorimeter lies
within the pyramidal volume whose apex is located at the
target and whose base is the plane located at a depth nXO
within the calorimeter. Here Xo is the radiation length
(4.35 cm} of the lead glass and n is chosen so as not to af-
fect the resolution or line shape resulting from monoener-
getic rr 's. The value n =8 was used for the T )65 MeV
data, while the lower-energy photons arising from the
T ( 50 MeV data were contained for n =3.

The data at each spectrometer angle were typically di-
vided by software into three scattering-angle bins whose
widths were chosen so that the yields in each bin would be
comparable. To improve statistical accuracy, only two
bins were used for the 0' data at 49.3 MeV. Table I lists
the approximate ranges of each of the angular bins over
which the data were integrated.
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ajar
——[1—(1—ec) ]

assuming three identical conversion planes in each arm, a
single plane photon conversion probability of ec, and
100% detection efficiency. For the analysis of the ' C
data, values of ec were taken to be the same for all of the
planes and the numerical values were obtained from the
following

ec ——0.86[0.327+0. 1 log(0.01E„)],

0
gp

E/l

O

8 4Oo
CH~
48.9 MeV

where Ez is the photon energy in MeV. The factor 0.86
is due to a reduction in converter thickness to 2.4 cm
from the 2.8 cm originally used in formulating the expres-
sion.

The geometric solid angle for each angle bin was calcu-
lated by a Monte Carlo simulation program' and had
values of 1—3 msr for the eight-radiation-length gates and
3—6.5 msr for the three-radiation-length gates, depending
on angle and energy. Figure 1 shows the spectrometer ac-
ceptance calculated by the Monte Carlo program for the
low-energy configuration both for the middle angle bin
with the spectrometer at 40' (average angle of 40') and
for the forward-angle bin with the spectrometer set at 0'
(average angle of 6.5 ').

Data were taken on the rr p~rr n reaction by using a
CHz target as a check on the peak shape and solid angle
calculated by the Monte Carlo program and on the overall
detector efficiency. Figure 2 shows the spectrum obtained
from the m p~m n reaction at 50 MeV and 40' average
angle. The calculated peak shape is a very good represen-
tation of the data.

Above 100 MeV, different phase-shift predictions of the
forward-angle m p~rr n cross sections are in good agree-
ment with the data' ' and can be used to determine the
spectrometer solid angle and efficiency. This method was

50 60 70
T (MeV)

FIG. 2. The a spectrum from the n. p~m n reaction at 48.9
MeV with the spectrometer set for an average laboratory angle
of 40'. The solid line is the peak shape calculated with the
Monte Carlo program.

used for the '4C data at 100 MeV and above that were
previously published. However, below 100 MeV nN
charge exchange data have been scarce and the cross sec-
tions change rapidly with energy. Although charge-
exchange cross sections near 50 MeV have been measured
recently, ' the data have not yet been included in phase
shift analyses. Figure 3 shows the cross sections near 50
MeV calculated from Amdt's FP84 phase shifts, ' which
are based totally on m+-elastic scattering. We see that al-
though the cross sections at 0' depend strongly on energy,
they are quite stable beyond 40'. The low-energy
Karlsruhe phase shift predictions, ' as given by Amdt's
program, ' are also in good agreement at 48.9 MeV with
the FP84 predictions.

In view of the insensitivity to energy, the n p~mon re-
action beyond about 40' (c.m. ) provides a good consisten-
cy check on the spectrometer efficiency. Figure 3 shows
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FIG. 1. The spectrometer acceptance calculated by the
Monte Carlo program for the low-energy configuration. The
solid curve is for an average laboratory angle of 40' and the
dashed curve for an average laboratory angle of 6.5 . The solid
angle of the latter is larger because of a larger angular accep-
tance. Both curves are calculated for a three-radiation-length
fiducial area and with X, the energy-sharing parameter, con-
strained to be 0.15 or less.

20 40 60
8, (deg)

FIG. 3. The 48.9 MeV m p~m n c.m. cross sections mea-
sured in this work. The error bars include all norma1ization un-
certainties. The predictions of Amdt's FP84 phase shifts are
also shown for three beam energies.
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m p~m n cross sections at 48.9 MeV determined as
described in subsection E. The error bars refitx:t the 8%
uncertainty in the beam fiux from the activation cross sec-
tion' as well as all other normalization uncertainties in
the efficiencies and solid angle. The agreement with the
predictions is excellent, giving us confidence in the nor-
malization procedure. Similar conclusions were inade for
the data at 65 and 100 MeV.

l 2Q

lOO-

80-

C(7r+, 7r') "N (iAS)
8=6'

79.5 Mev

4Q.

4Q I I I
l

I ~
1

~ W

D. Spectra and yields

Figures 4 and 5 show ir energy spectra for the smallest
angle bin at several energies. Except at 49.3 MeV, it is
seen that the IAS transition to the 2.31 MeV 0+ state in
' N is the dominant feature of the spectra. Other states
near the IAS, such as the unresolvable 1+ "spin-fiip"
states at 0 and 3.95 MeV, are not expected to be strongly
excited for reasons discussed below. The first level that
we expect would be strongly excited above the IAS is the
T=1,l state at an excitation energy of 8.06 MeV in
' N. There is evidence for this level in some of the spec-
tra. Figure 6 shows the 49.3 MeV spectrum measured at
60'.

For the 49.3 and 41.8 MeV data, spectra were also mea-
sured from a target cell that contained the same amount
of ' C as the actual target. These spectra were subtracted
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FIG. 5. m. spectra, as in Fig. 4, at higher energies.
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from the ' C spectra to eliminate events from ' C and the
copper cell.

Two methods were used to extract peak areas for the
IAS. Both methods took the peak shape from Monte Car-
lo calculations at each angle and energy. In the first
method, a maximum likelihood technique based on Pois-
son statistics as described by Cooper et al. ' was used.
The region of interest was assumed to consist of the IAS
peak, a peak at 8.06 MeV excitation, a second- or third-
order polynomial function to fit the nuclear continuum,
plus a linear instrumental background. The results of this
fitting procedure are shown as the solid lines in the spec-
tra in Fig. 4. The contribution of the peak at 8.06 MeV,

290. 8 =60'
49.5 MeV

F00

20 40 60
T .(MeV)

FIG. 4. The m energy spectra for the ' C(~+,~ )'"N(IAS) re-

action for the most forward angle bin with the spectrometer set
to 0 . The solid line is a fit to the data using the maximum
likelihood method described in the text. The dashed line
represents the contribution from the background continuum and
the 8.06 MeV state in ' N.
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FIG. 6. The m energy spectrum for the ' C(m+, n ) reaction
at 49.3 MeV, as in Fig. 4, but at an average laboratory angle of
6O . Any contribution from the I+ state at 3.95 MeV could not
be separated from the IAS at 2.31 MeV by fitting.
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the continuum and the background, is shown as a dashed
line in the spectra. The IAS peak area is the difference
between the solid and dashed lines.

The second method used a least-squares technique
based on Gaussian statistics and an analytic representa-
tion of the Monte Carlo peak shape. In this method the
nuclear continuum and background were assumed to be
represented by two straight lines with the continuum be-

ginning at the peak centroid. The main difference in the
methods was in the shape assumed for the nuclear contin-
uum.

The results of the two methods were typically con-
sistent within statistical accuracy. In the few cases where
the areas were not consistent, the uncertainties were in-
creased to reflect the difference. The final cross sections
were based on peak areas from the first method.

Because of the very small cross sections at 49.3 MeV, a
careful evaluation of the uncertainties in the fitting pro-
cedure was carried out at that energy. Varying the as-
sumed peak location 1 MeV from its kinematic location
resulted in a 10% variation in the peak area for angle bins
at both the 0' and 60' spectrometer locations. A compar-
ison of the two peak extraction methods showed that the
results obtained with the first method ranged from being
23% higher at 10.5' to 27% lower at 12.6' than those ob-
tained with the second method, these extremes occurring
in spectra with poor statistical accuracy. Averaged over
all angles, the first method yielded 5% more counts than
the second method.

A more serious uncertainty arises because the IAS at
2.31 MeV in '4N cannot be resolved from the 1+ ground
state or the 1+ state at 3.95 MeV. The latter is dominant
in intermediate energy (p,n) studies and contains a large
fraction of the Gamow-Teller sum rule strength. We
must therefore carefully evaluate its contribution to our
data, especially at 49.3 MeV, where the non-spin-flip am-
plitude to the IAS is very small.

Spin-flip cross sections for pions at forward angles are
normally expected to be quite small. Based on parity con-
servation, the cross section is vanishingly small for spin-0
particles at O'. ' Under the adiabatic condition that the

Q value is small compared to the beam energy, the
unnatural-parity 1+ cross sections vanish at all angles.
If the adiabatic condition is not met precisely for a reac-
tion dominated by strong absorption, differential cross
sections can be shown to be proportional to

~ J i (kR8) ~,
where k is the incident momentum, R is the effective in-
teraction radius, and 8 is the scattering angle. This
behavior has been observed for pion scattering to 1+
states of ' C at beam energies near the (3,3) resonance.
Distorted-wave impulse-approximation calculations of
spin excitation confirm this behavior. Thus, near reso-
nance the forward-angle contribution from the 1+ states
is expected to be small.

Near 50 MeV, the pion is not strongly absorbed, but
calculations still predict an approximate

~

J i ~

behavior
for the 0+ to 1+ transition, with a peak near 50'. This
shape is similar to that for the IAS. We have attempted
to estimate the contribution from the 1+ state in two dif-
ferent ways. First, we added a peak at 3.95 MeV in the
fitting procedure for the data near 50 . The results of this

addition implied that (25+25)% of the counts could be
due to the extra state. This analysis could not be done at
forward angles because of poor statistics, and extrapola-
tion to these angles is highly model dependent.

A second estimate of the strength of the transition to
the 3.95 MeV state is provided by a preliminary calcula-
tion of Gibbs and Siegel. 5 They estimate the peak cross
section to be about 30 pb at 50'. This is about 30% of
the measured value.

While there are good indications that some of the cross
section may be due the 3.95 MeV state, there are no exper-
imental measurements of inelastic scattering at nearby en-
ergies that would enable us to estimate this contribution
with certainty. We have therefore elected to report the
cross sections by assuming a single state, so that the
meaning of the associated statistical and experimental un-
certainties is clear.

E. Cross sections

Cross sections were calculated from the following rela-
tionship:

do' Y cos~r 2p i p, ~, 1dd~ tf (4)
~&wc&f&jx &Mwpc

''

where Y is the extracted peak area, 4 is the time-
integrated beam flux, r is the computer lifetime, 8, is the
target angle, and N, is the number of target nuclei per
cm . Attenuation of the decay photons in each detector

2p,gtcrate is corrected for in the e term where td is the
thickness of the CH2 range attenuator and p, d is the at-
tenuation coefficient. Photon attenuation in the target is
corrected for similarly, where p, is the target attenuation
and t, the target thickness. The last term contains effi-
ciencies and the Monte-Carlo (MC) geometric solid angle,
AQMC. The cross sections are listed in Table II.

The uncertainties in the listed cross sections include
both statistical and fitting uncertainties. The overall nor-
malization uncertainty includes contributions of 1% from
eJx, 5% from ef, 15% from eMwpc, 1% from the absorp-
tion corrections, 8% from the target thickness, 5% from
the Monte Carlo solid angle, and 5% to 8% from the
"C-activation beam flux determination. The total nor-
malization uncertainty thus was about 20% at each ener-

Cross sections at energies of 99.5—294.6 MeV were
measured in the 1982 data runs and the 0' cross sections
were previously reported. The values given in Table II
have been corrected for the change in target thickness as
discussed in Sec. II A. The 99.5 MeV cross sections mea-
sured in 1982 and 1983 differ by about 15%. This is
within the quoted absolute normalization uncertainty.
The target powder was repacked between the two runs,
which could explain a major portion of the discrepancy.

III. EXPERIMENTAL RESULTS AND ANALYSIS

The angular distributions measured at average pion en-
ergies of 34.2, 41.8, 49.3, 64.4, and 79.5 MeV at the center
of the target are shown in Fig. 7. These energies corre-
spond to beam energies of 35, 42.5, 50, 65, and 80 MeV.
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TABLE II. Center of mass cross sections for the
'4C(m+, m )'~N(IAS) reaction. T is the n+ laboratory energy at
the center of the target.

lo . ~ v

C(

T {MeV)

34.2

8, {deg)

9.8
13.0
20.0

d o /d 0, {pb/sr)

61+ 4
66+ 5

65+ 3

IQ

41.8 10.1
15.4
23.2

17.5+ 5.5
40.6+ 4.8
41,1% 10.4

lo

10.6
12.8
18.5
18.5
21.7
29.9
34.0
41.5
49.8
54.0
61.9
74.4

9.7a 3.8
12.0+ 1.9
12.3+ 4.2
19.0+ 8.0
24.4+ 2.6
36.0+ 6.6
62.0+ 3.2
86.2+ 8.8
97.1+ 7.3

130.0+ 8.0
134.0+ 8.0
138.0+ 8.0

2'lO—
JD

E
CJ

lo'

IO

I

eV

64.4 7.8
12.0
18.9

152 k 16
136 X 14
100 a 14

tl ~j
IO

34.P MeV

79.5

99.6

164.5

6.6
9.5

14.2

5.8
8.9

14.7

5.3
7.7

11.0
16.0

4.2
7.0

10.3
16.2

581 k 26
549 + 24
407 k 19

986 a 71
959 + 60
791 + 57

1390 %100
1170 J 70
1160 + 70
980 + 70

2460 %170
2160 +130
1610 2130
1240 +150

IO
I I I I I

0 IO 20 30 40 50 60 70 80
8, (deg)

FIG. 7. m angular distributions at energies below 80 MeV.
Error bars do not include the normalization uncertainty at each
energy. The points and errors assume a single state, and are not
corrected for any possible contribution from unresolved nearby
states. The dashed curves are the results of unrenormalized
plane-wave calculations. The solid curves, renormalized by the
factors shown at each energy, are the results of optical-model
calculations with a parameter determined by fitting the 49.3
MeV data, as described in the text.

229.5 3.7
6.3
8.8

13.1

2650 +190
1860 +160
1820 +180
1030 +150

294.6 3.3
6.1

8.9
12.8

1870 +150
1570 +170
1210 +200
590 +220

Those measured at 99.5, 164.5, 229.5, and 294.6 MeV,
corresponding to beam energies of 100, 165, 230, and 295
MeV, are shown in Fig. g. The error bars reflect only sta-
tistical and peak-fitting- uncertainties. The curves are the
results of calculations that will be discussed in Sec. IV.

The angular distributions at the higher energies are for-
ward peaked as expected for diffractive scattering. The
low-energy angular distributions shown in Fig. 7 qualita-
tively reflect the strongly energy-dependent nature of the
free m.N charge exchange cross section. A dramatic
forward-angle dip in the data at 49.3 MeV is seen due to
the near cancellation of the isovector non-spin-flip S- and
P-wave amplitudes. This interference does not occur in
the isoscalar or isovector spin-dependent component of
the interaction. In view of the recent interest in the
' C(m+, n)(DIA. S) .reaction at 50 MeV, we measured a
more complete angular distribution for the IAS transition
at that energy.
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t

C (7r', 7r') N(IAS!
TABLE III. The 0' c m. cross sections for the

' C(n+, m )' N(IAS) reaction. T is the laboratory energy at the
center of the target.

IO
f94.6 MeV

$2c|.5 MeV

T (MeV)

34.2
41.8
49.3
64.4
79.5
99.6

164.5
229.5
294.6

(do/dO, ), (pb/sr)

62+ 12
18+6
6+3

160+30
640+ 130

1160+240
2350+370
2470%400
1920+320

IO 0& 99,5 MeV

I

IO

8, (cIeg)

FIG. 8. m angular distributions above 80 MeV. The error
bars do not include the normalization uncertainty at each ener-

gy. The open circles were measured in 1983, the solid dots in
1982. The dashed lines, renormalized by the factors shown for
each energy, are the results of first-order optical model calcula-
tions described in the text. The unrenormalized solid line at
164.5 MeV is the result of a second-order calculation.

nucleus data follow the general trend of the free cross sec-
tions, although they appear to be shifted to higher energy.

The energy at which the minimum of the measured 0'
excitation function occurs was estimated by fitting a
fourth-order polynomial to the data between 35 and 100
MeV, as shown in Fig. 9. The minimum of this curve is
at 48.3 MeV. Fits with lower-order polynomials or with
the inclusion of the 164 MeV data point yield minima
within 2 MeV of this value. Thus, we estimate the
minimum of the 0' cross section to occur at 48+2 MeV.
This value is shifted from the calculated minimum of the
free mN cross section at 44.3 MeV, but is consistent with
the Coulomb-corrected energy of the minimum observed
in other nuclei.

B. 50 MeV data

A. der ld 0(0') as a function of energy

In order to estimate the 0' cross sections, the angular
distributions at each energy except 49.3 MeV were fitted
by the function

At 49.3 MeV, two extrapolated quantities, the 0' cross
section and the angle-integrated cross section, have been
determined. To do this, the data at 49.3 MeV were fitted
with the function

where q is the c.m. momentum transfer. This form
represents a small-angle approximation to a Legendre pol-
ynomial expansion. The 0' extrapolation at 49.3 MeV is
discussed in Sec. III B. The values of the 0' cross sections
are given in Table III and shown in Figs. 9 and 10. The
uncertainties shown include uncertainties from the extra-
polation as well as the normalization uncertainties of the
original data. The values at 100 MeV and above differ
from those previously reported because of the target
thickness correction discussed in Sec. II and a different 0'
extrapolation procedure.

The solid lines in Figs. 9 and 10 are the 0' free
++num p cross sections calculated from Amdt's recent
FP84 phase shifts. ' These cross sections are plotted in
the laboratory frame to approximate the n -nucleus
kinematics and have been multipBed by two because there
are two excess neutrons in ' C. One can see that the m-
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FIG. 9. The 0' c.m. cross section plotted vs laboratory energy
for the ' C(m+, m ) IAS reaction. The error bars include normal-
ization uncertainties. FP84 is the free ++num p cross section,
multiplied by 2, calculated from Amdt's FP84 phase shifts (Ref.
17). The dash-dot curve is the result of a fourth-order polyno-
mial fit to the data.
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FIG. 10. The 0' c.m. cross sections plotted versus laboratory
energy over the full energy range. The error bars include nor-
malization uncertainties. FP84 is the free ~+n~m p cross sec-
tion (Ref. 17) multiphed by 2, and KGS indicates the calculation
of Kaufmann, Gibbs, and Siegel (Ref. 12). The points labeled
PIESDEX are the results of second-order PIESDEX calculations at
the two energies where a full parameter set has been determined.
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FIG. 11. The cross section to the IAS compared to a region
of the continuum at 49.3 MeV. The solid curves are the results
of polynomial fits to the data, and the dashed lines are the re-

gion of uncertainty of the fit.

3

g (21 + 1)aiPi(cos8) (6)
1=0

were the ai are complex coefficients and the Pi are Legen-
dre polynomials. This function gives an excellent fit to
the data, as illustrated in Fig. 11. The 0' cross section ob-
tained with this fit is 7+1 pb/sr. Other fits, which did
not include some of the large-angle data points, gave 0'
values ranging from 3 to 8 p,b/sr. The extrapolation to 0'
is a sensitive function of the order of the polynomial ex-
pansion and the number of data points included in the fit.
In view of all the uncertainties involved, we assign to the
0' cross section a value of 6+3 pb/sr.

The differential cross sections of the continuum in-
tegrated between 14 and 24 MeV excitation in the residual
' N nucleus are also shown in Fig. 11. These cross sec-
tions also rise with angle, but more slowly than the IAS,
again reflecting the backward peaking of the free nN
cross section. The angle-integrated cross section from 0'
to 90' for this 10 MeV interval, determined by using the
function shown with the data, is 0.17 mb. Extending the
integral to 180' results in a cross section of 0.5 mb.

To estimate the angle-integrated cross section for the
IAS, the shape of the ' N(m+, n )(IAS) angular distribu-
tion was used for the large-angle;points. To do this, the

N data were normalized to the '"C data at 50'. The re-

suiting composite angular distribution is shown in Fig. 12.
The combined data were then fitted with the Legendre ex-
pansion of Eq. (6), leading to the curve shown in Fig. 12.
The integral of this function out to 90' is 0.67 0.02 mb,
and the integral to 180' is 132+0.07 mb. To estimate the
error in the 75'—180' contribution, maxiinum and
minimum plausible lines were drawn between 180' and
the last data point at 75'. These lines yielded values for
the angle-integrated cross section of 1.72 and 1.11 mb,
which lead to an uncertainty of 0.3 mb in the model-
dependent value. The adopted value for the angle-
integrated cross section is then 1.32+0.30 mb, not includ-
ing the uncertainty in the possible contribution from the
1+ state.

This result can be compared to the value of 0.43+0.07
mb for the IAS transition in ' N at 48 MeV, also mea-
sured with the n spectrometer, and with the value of
0.67+0.07 rnb for the IAS transition in ' C, determined
by radio-chemical methods. Thus one can see that
oils(' C) 2crizs(' C) and oiAs(' C)=3aiAs(' N).

The ' C data at 49.3 MeV are compared directly to the
' N data measured earlier at 48.0 MeV in Fig. 13. The
shapes of the two angular distributions seem to be quite
similar over the common angular range. The ratio of dif-
ferential cross sections, ' Cj' N, at 50' is 2.9+0.7. This
large value of the ratio is somewhat surprising, since one
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FIG. 12. Extrapolation of the ' Om+, m ) data at 49.3 MeV
to 180', as discussed in the text. The solid line is a polynomial
fit to the data, and the dashed lines represent the limits of
plausible extrapolation.

groups. We will first discuss a simple plane wave calcula-
tion which describes the 50 MeV data well. Next we will

compare the data either to published calculations, or cal-
culations that we have made based on published descrip-
tions of the reaction mechanism.

Two models relevant to the data presented here have
been published by Johnson and Siciliano" and by Kauf-
mann and Gibbs. ' Although there is undoubtedly con-
siderable overlap in the physics that has been assumed and
incorporated in these treatments, the approach and
language of each model is quite distinct. Both methods
generate optical potentials by starting with the pion-
nucleon phase shifts, but the manner in which nuclear
binding effects are included is quite different. The accu-
rate treatment of these effects appears to be crucial to the
description of the SCX reaction. We emphasize that be-
cause the dynamics of the nN interaction change rapidly
near 45 MeV, it is essential for any calculation to use

phase shifts that adequately describe the free mN scatter-
ing. The calculations presented here will either use phase
shifts based on recent n p~nndata. ' or Amdt's FP84
phase shifts' which are reasonably consistent with Ref.
18.

might expect some ES=1 contribution to the ' N cross
section, producing a ratio of less than two. However,
analysis of ' 0 beta decays implies that the M =1 con-
tribution is less than 10'f/o of the ES =0 portion. The fact
that the observed ratio is larger than what is expected may
refiect an inadequate understanding of nuclear structure
of the two nuclei or a rapid energy dependence of the
medium corrections, but may also indicate a contribution
to the ' C cross section from the 1+ state.

IV. THEORETICAL DESCRIPTIONS

Several theoretical approaches to the pion-nucleus in-
teraction are currently under development by various

I0

A. Plane wave calculations

The simplest approach to calculating the angular distri-
butions is to assume plane-wave scattering. The dashed
lines in Fig. 7 are the unrenormalized results of plane-
wave calculations made with the PIESDEX code and the
FP84 phase shifts' with an excess-neutron transition den-
sity to be discussed later. The energy at which the phase
shifts were evaluated was shifted down by 5 MeV from
the kinematic value. This shift was motivated by the
difference in energy between the minimum in the 0 exci-
tation function of the free mN process and the ' C excita-
tion function. Figure 7 shows that the agreement with the
data is excellent, except at 49.3 MeV. This simple
description of the data is probably due to the energy shift
simulating medium effects that were needed to describe
elastic scattering in this energy range. ' '

To aid the understanding of the forward-angle scatter-
ing, analytic plane-wave Born-approximation calculations
were performed by using the approximate expression.

JD l0

E

l0

do k=(E—Z), i
fs+fpcos8i'

k,

4m prr dr
qr

l0 I t

0 40 80 l20 l60

FIG. 13. The ' C data at 49.3 MeV from this work compared
to "N{m+,rr )IAS data at 48 MeV from Ref. 6. The solid
curves are optical model calculations with the same second-
order parameters, shown in Table IV. Error bars do not include
normalization uncertainties, and the points assume a single
state.

Here fs and fz are the free S- and t'-wave scattering am-
phtudes which form the non-spin-flip amplitude, p is the
ground state excess neutron density, q and k are the
momentum transfer and pion momentum in the n.-nucleus
c.m. system, and k, is the pion momentum in the m-

nucleon c.m. system. The amplitudes fs and fp are
evaluated in the ~-nucleon c.m. system and are functions
of k, . The density p(r) is normalized to unity.

In general the results of these calculations are very
similar to those of the PIESDEx plane-wave calculations
shown in Fig. 7. At 64.4 and 79.5 MeV, the angular dis-
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tributions are forward peaked. Since fp is larger than fs
at these energies, it follows from Eq. (7) that this forward
peaking is due to the term icos 8 in the cross section.
Below 41.8 MeV, the S-wave amplitudes become larger
than the P-wave amplitudes and the forward peaking
disappears.

Near 45 MeV, the free S- and P-wave amplitudes are of
equal magnitude but of opposite sign, providing an ex-

tremely sensitive region for studying the modification of
the nN amplitudes in the nuclear medium. This feature is
illustrated by the results at 49.3 MeV. The solid curve in
Fig. 14 is the result of a calculation at 49.3 MeV based on
Eq. (7). In this calculation we used the nN amplitudes
determined from fits to the forward-angle n p~n. n
data of Fitzgerald et al. ,

's and a P-shell harmonic oscilla-
tor density for p(r) with an oscillator parameter of 1.74
fm (corresponding to an rms radius of 2.56 fm). The re-
sult of this calculation shows a dip in the cross section
near 30' which is not present in the data. If the oscillator
parameter is decreased to 1.63 fm, the cross section at 0'
is unchanged and at 90' increases from 180 to 230 pblsr,
but the dip near 25' remains. Multiplying the P-wave
term by a factor of 0.9 eliminates the dip, and provides a
better overall representation of the shape of the angular
distribution, as seen in Fig. 14. A similar result is ob-
tained by enhancing the S-wave amplitude by a factor of
1.1, as also shown in Fig. 14. These curves are evidence
for the modification of P-wave strength relative to S-
wave strength in complex nuclei.

A further indication of this modification of the relative
S- and P-wave strengths is smn in the 0' excitation func-
tion shown in Fig. 9. The energy of the minimum for ' C
is 48+2 MeV, compared to the values of 46 MeV for the
free m pair n process determined by the fits of Siegel
and Gibbs, or 44.3 MeV from the FP84 phase shifts. '

Reducing the P-wave amplitude of Siegel and Gibbs by
10% shifts the minimum in the plane-wave calculation
from 46 to 49 MeV, in qualitative agreement with the ' C
data.

Both the shape of the angular distribution at 49.3 MeV
and the 0' excitation function are consistent ( in the plane
wave model) with a modification of the isovector P-wave

strength relative to the isovector S-wave strength, similar
to what was observed previously in the isoscalar chan-
nel. ' This may be due to Coulomb distortions, a
Lorentz-Lorenz type of effect, off-shell behavior of the
mN amplitudes in the nuclear medium, nuclear binding
energy effects, or a combination of these.

8. Johnson-Siciliano method

The approach of Johnson and Siciliano" is a micro-
scopic optical-model description of the m-nucleus interac-
tion that was originally proposed for energies in the b, re-
gion and has recently been extended to lower energies.
The model assumes that the isobaric analog states and
ground state are degenerate members of an isospin multi-
plet and that scattering between them can be simply relat-
ed by isospin symmetry. Terms in the optical potential
that are of first-order in the nuclear density are deter-
mined by the free n-nucleon t matrix, with corrections for
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FIG. 14. Plane wave calculations for ' C(m+, n. )IAS at 49.3
MeV. The solid curve used isovector S- and P-wave amplitudes
determined from a fit to m-nucleon data, while the dashed curve
is the result of a calculation with the P-wave amplitudes re-
duced by 10%. Enchancing the S-wave amplitude by 10%
yields the dot-dash curve.

Pauli-blocking and long-range Pauli correlations included
below 100 MeV. Terms of second-order or higher in the
nuclear density that are associated with long- and short-
range correlations and true absorption are included with
adjustable coefficients.

%'e made our calculations by using Siciliano's code
HEsDEx. ~ Amdt's FP84 phase shifts'7 were used to cal-
culate the m-nucleon interaction. An excess-neutron den-
sity (+) was used in calculating the IAS transition as
suggested by Auerbach et al. ' Both + and the ground
state density were derived from a Hartree-Fock calcula-
tion using the Skyrme-III force.

At low energies, the Johnson-Siciliano potential reduces
to the Michigan State University (MSU) potential of Refs.
9 and 10 when the isotensor terms are set to zero and the
isovector terms are written explicitly for n+ and m

scattering. At 50 MeV, m
—+-'4C elastic scattering is well

described by the MSU potential and the parameters tabu-
lated in Refs. 9 and 10. Although not shown, explicit
ptEsDEx calculations, with isoscalar second-order parame-
ters from set C, Table IV of Ref. 10, also reproduce the
elastic data. We have included Pauli-blocking effects in
the PIESDEx calculations below 100 MeV by multiplying
the imaginary part of the first-order terms by a "Pauli
factor" as suggested by Landau and McMiiian.

The second-order portion of the Johnson-Siciliano po-
tential can be thought of as requiring six complex empiri-
cal parameters: two each (S- and P-wave) in the isoscalar,
isovector, and isotensor channels. At 50 MeV, the isoscal-
ar parameters can be taken from Ref. 10. Siciliano * has
then shown that the isotensor parameters have little effect
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TABLE IV. Parameters used in the FIEsDEx calculations.

T (MeV)
{2)

R2)
Im o

Rez,"'
Imago(2I-.',"
~LLEE
Pauli factor
Im bo
Im co

34.2
—0.162

1.133
0.671
1.100

—2.0
1.6
0.21
0.0027
0.0095

41.8
—0.130

0.909
0.669
1.097

—2.0
1.6
0.26
0.0039
0.0167

49.3
—0.108

0.756
0.667
1.093

—2.0
1.6
0.30
0.0052
0.0260

—0.080
0.558
0.663
1.087

—2.0
1.6
0.38
0.0082
0;0553

79.5
—0.062

0.436
0.659
1.080

—2.0
1.6
0.44
0.0114
0.0994

on single charge exchange, and that only the imaginary
part of the isovector P-wave parameter need be nonzero to
give a good description of the data. We have adjusted this
parameter to fit our 49.3 MeV data. The resulting calcu-
lations are shown in Fig. 7 as the solid curves. The pa-
rameters used in our calculations are given in Table IV.
This fit illustrates that optical-model calculations with
one free parameter can fit the SCX data at 49.3 MeV.

The second-order parameters of the potential are ex-
pected to be energy dependent. Indeed, calculations of
m —' C elastic scattering at 65 and 80 MeV, with the 50
MeV parameters, do not fit the data well. Preliminary
studies of an energy-dependent parameter set have been
made. We investigate here the need for energy-
dependent parameters in the SCX channel by doing pIES-

DEX calculations at other energies below 100 MeV with
the parameters determined at 49.3 MeV. We include a ru-

dimentary energy dependence in the Pauli factor and in
the kinematical relationship of the Johnson-Siciliano pa-
rameters to the MSU parameters. The parameters are
shown in Table IV and the calculations as the solid curves
in Fig. 7. The calculations must be renormalized by the
factors shown in the figure, and clearly do not fit the data
away from 49.3 MeV.

These results confirm the energy-dependent nature of
the second-order parameters, and suggest that a careful
energy-dependent analysis of elastic scattering and single
and double charge exchange below 100 MeV is needed.

Comparisons of the PIESDEx calculations with the data
at 100 MeV and above are shown in Fig. 8. The dashed
lines are the results of calculations made with only the
first-order density terms and no Pauli corrections. Those
calculations must be renormalized by the factors shown in
the figure. The solid line in Fig. 8 is the unrenormalized
result of a calculation at 165 MeV done with the second-
order parameters determined empirically by Greene
et al. Although the results of Ref. 8 are based on the
older mN phase shifts of Ref. 35, changing to the FP84
phase shifts makes little difference at 165 MeV. This cal-
culation is in better agreement with the data but is still
too low in magnitude. This discrepancy was also observed
for other light nuclei and may indicate some inadequa-
cies in the surface behavior of the Skyrme-III densities for
light nuclei, although other explanations are not ruled out.
At 294.6 MeV the discrepancy between the calculation
and the data may be due in part to the fact that ptEsDEx

does not include D-wave or higher-order phase shifts,
which are becoming important at these energies.

C. Kaufmann-Gibbs method

The work of Kaufmann and Gibbs' provides a micro-
scopic treatment of pion-nucleus scattering and charge-
exchange reactions within the framework of a three-body
model. The incident pion interacts with a nucleon in the
nuclear medium in accordance with the n.N interaction
described by a potential. This nucleon interacts with the
rest of the nucleus, expressed by a spectrum of intermedi-
ate states through which it may be scattered. Since the in-
terrnediate states corresponding to the ground state are oc-
cupied, blocking corrections must be made in the con-
struction of the nonlocal pion-nucleus potential.

Calculations' with this method predict that the 0' ex-
citation function for m-nucleus SCX reactions should have
a deep minimum near 50 MeV due to the high transparen-
cy of the nucleus that is characteristic of this approach.
Comparisons with the 0' excitation function for the free
n p-+n n reaction (or simple plane-wave calculations) in-
dicate that the pattern given by the model closely resem-
bles that of the free ~N process over most of the energy
range from 20 to 300 MeV. This feature was emphasized
in the earlier work on ' C in the higher energy region. It
arises principally from a large reduction in the absorptive
content of the optical potential due to blocking and is
most important at lower energies.

The dashed line in Fig. 10 is the result of calculations
for ' C made with the full model of Kaufman, Gibbs, and
Siegel (KGS).'i The FP84 set of phase shifts' was used
in these calculations. The transition operator involves a
separable form of the free t matrix and microscopic
Woods-Saxon descriptions of the bound neutron-hole and
proton-particle states. The results of these calculations
differ from results shown in Ref. 4 due to recent exten-
sions and refinements of the model. The calculations give
a very reasonable description of the data, especially
around the minimum near 50 MeV as well as above 200
MeV.

The calculations shown in Fig. 10 do not include effects
of a relative D-wave interaction. It is estimated that such
an interaction would increase the 165 MeV cross sections
by about 5% and the 295 MeV cross sections by about
25%. Such changes would remain consistent with the
data.
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V. SUMMARY AND CONCLUSIONS

Angular distributions have been presented for the
' C(m+, n )' N(IAS) reaction at energies from 34.2 to
294.6 MeV, spanning the region of the 633 resonance.
The most distinctive feature of these data is a change of
the angular distributions from a forward-peaked diffrac-
tive shape above 100 MeV, characteristic of black-disk
scattering, to a deep forward angle minimum at 49.3
MeV. This behavior refiects the energy dependence of the
elementary m+n~n p process, in which the P-wave dom-
inance near 165 MeV changes to an almost perfect cancel-
lation between the isovector S- and P-wave non-spin-flip
amplitudes at 49.3 MeV. This cancellation is also obvious
in the 0' excitation function, which below 100 MeV fol-
lows almost exactly the free n Nva-lues.

The exact energy of the minimum in the 0' excitation
function and the shape of the angular distributions near
this minimum are very sensitive to the relative strengths
of the S- and P wave a-mplitudes. The energy of the 0'
minimum in ' C(ir+, no) appears to be shifted up in ener-

gy relative to the free n N value, showing that the relative
S- and P-wave strengths have changed in the nuclear
medium. The results of plane-wave calculations in this
energy region indicate that the shift may be due to a

modification in complex nuclei of the isovector P w-ave

strength relative to the isovector S-vrave strength. A
similar effect has been observed in the isoscalar channel in
studies of n-nucleus elastic scattering. '

The data have been compared to the calculated results
of two distinct theoretical models of the reaction mech-
anism. The calculation of Kaufmann, Gibbs, and Siegel'
provides a very good description of the 0' excitation func-
tion over the entire energy range. %'e have also presented
the results of calculations using the program PIEsDEx,
based on the coupled-channels optical model of Johnson
and Siciliano. " The calculations used second-order pa-
rameters determined only at 49.3 and 165 MeV. As a
consequence, only the data at these energies were well
described, and a striking energy dependence in this
optical-model formulation needs to be investigated.
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