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Using new theoretical values for the ionization probabilities during the incoming part of a collision, we

have reanalyzed the mean nuclear level widths obtained by the particle-x-ray coincidence method. %'e find

that the deduced level widths are substantially reduced.

At present, two experimental methods are used for ob-
taining mean nuclear level widths, I ~, below 100 eV, name-

ly, the crystal blocking technique' and the particle-x-ray
coincidence method, which can be used both for levels
populated in electron capture' and in particle induced reac-
tions. ' ' Of these methods, the latter is, in principle, the
more versatile, being neither dependent on single crystals,
nor on the existence of particular P-delayed transitions. It
does, ho~ever, require knowledge of two atomic parame-
ters, namely, the total decay width I ~ of an atomic (mostly
EC-shell) vacancy, and the probability, P~i2, of creating this

vacancy in a collision prior to the formation of a compound
nuclear system (the ionization probability in "half a col-
lision"). While I'~ is well known, the only value available
for Pi~2 has been the calculation by Ciocchetti and Mol-
inari, based on nonrelativistic hydrogenic wave functions
and certain other simplifying assumptions. Recently, how-

ever, the first experimental determination of Pi~2 has been
reported. ' The result, Pti2= (0.90+0.15)10 for 10 Mev
protons impinging on ' Ba, is in excellent agreement with a
new improved theoretical value (Pti2= 0.S9X 10 4).' These
results imply considerable corrections to the values of I ~
previously reported, ' ' and in this Brief Report we present a
reanalysis of the experiments based upon the new calcula-
tions of Pi~2.

The principle of the coincidence method is simple. One
considers collisions where the projectile simultaneously ex-
cites both the nucleus and the atom, the latter by creating
an inner-shell vacancy, and monitors if the atomic vacancy
decays by an x-ray characteristic of the compound nucleus
(united atom, UA) or of the daughter nucleus (separated
atom, SA). In the former case, the vacancy has decayed be-
fore the nucleus, in the latter case after it, so that in the ab-
sence of other sources of x rays, and assuming that the SA
and UA fluorescence yields are the same, the ratio I' n /I ~

~ould just be the ratio of the SA to UA x-ray intensities
(McVoy, Tang, and Weidenmiiller9 have shown that this is
true independently of assumptions about the nuclear level
structure). In order to circumvent the problem that there

Pl/2 = I~f I'

ai; = (f;Zr + Zp Ii;Zr)
p0

dr e' '(f;Zr+ Zpl( I'p+ Vs ) li;Z )r
(2)

~here 4E is the energy transferred to the electron, Vp the
projectile Coulomb potential, and V~ the recoil "potential"
induced because the nucleus is being accelerated during the
collision, while the atomic wave functions refer to an iner-
tial system. " To first order in Zp /ZT the overlap in Eq. (2)
can be rewritten (f&i )

(f;Zr+Zpli;Zr) = (f;Zrl~ I'II';Zr)/AE

where 5 V is the difference in the atomic potentials between

are other sources of SA x rays, one instead assumes Pi~2 to
be known, and monitors (in coincidence) the number of va-

cancies per nuclear reaction which decay in the UA, P"".
One then has' '

I n /I"g = RP (0)/P"~ 1, R =—P)i2/P (0)
where P(0) is the ionization probability in an elastic col-
lision at the scattering angle 0, which may be determined in

the same experiment. The ratio 8 is introduced in order to
cancel systematic errors in Pi~2. In the actual experimental
situations there may be further corrections to Eq. (I), but
these are irrelevant for the following analysis.

The theory for the calculation of P~~2 is the same as for
the time-reversed process, ionization during particle decay, '

and is based upon a first order distorted wave approach.
However, since we are interested mainly in collisions at or
above the Coulomb barrier, the theory simplifies consider-
ably, and, in fact, becomes identical to the semiclassical ap-
proximation of Ciocchetti and Molinari, where the projec-
tile is assumed to follow a classical constant-velocity path
until it hits the nucleus. If Zy is the target charge, Zp the
projectile charge, and In;Z) an atomic wave function for an
atom of charge Z, we get (atomic units, e =i= m, = 1, are
used throughout)
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the SA and UA. To the same order, wc may neglect the
difference between the SA and the UA wave functions in

the r integral of Eq. (2), and the evaluation of Pv2 then be-
comes identical to the one outlined in Ref. 8, to which we

refer for further details. The final result for R (for 0=0)
can be written

XI«"+Q'")
f I

where, except for a trivial phase, PP and Q(' are the real and
imaginary parts of the 2'-pole component of af; of Eq. (2).
The phase is chosen to make the real part only contribute to
forward scattering at zero (i.e. , very small) impact parame-
ters. The overlap and recoil terms are included in Q0 and

Q, , respectively. '
We have calculated R for all systems known to us where

I ~ has been determined by the coincidence method. We
have used the code described in Ref. 8, with relativistic
electron wave functions derived from an optimized effective
atomic potential. ' The purely numerical accuracy of the
calculations is better than 2%. The code reproduces mea-
sured"3 K-shell ionization probabilities at near zero impact
parameters to within about 20'k in the collision energy
range under consideration, and since errors partly cancel in

calculating R, the absolute accuracy of this quantity should
be at least as good.

From Eq. (4) one sees that R can, in principle, take on

any value larger than T, depending upon the relative impor-

tance of the real and imaginary parts of the ionization am-
plitudes. A result of Ref. g is that the ratios Qif"/Pj'
depend strongly both on 4E and on the collision energy, E~.
In Fig. 1 we illustrate the consequence of this for the value
of R in K-shell ionization of "Sn by proton impact. At
low energies, where f =0 is almost completely dominant, R
reaches a value close to the theoretical minimum of ~,
since Qo (& Po". At very low E~, the imaginary part in-

creases in importance, as do dipole transitions, " but in this
region (below about 2 MeV in the Sn case) the neglect of
the Coulomb distortion of the projectile trajectory is no
longer warranted. The main reason for the slowly rising

value of R at high energies is the increasing importance of
dipole transitions, for which the difference in magnitude
between the real and the imaginary parts of the amplitude is
much less than in the monopole case. Wc find that R con-
tinues to rise at energies above those shown in the figure,
considerably exceeding 1 in near-relativistic collisions. In
this limit the imaginary amplitude dominates the real one
even for monopole transitions. We notice that the classical
value R = ~, which has been used in previous analyses,

does not seem to have any special significance in the quan-
tal case. The results shown in Fig. 1 remain qualitatively
correct for any target, when interpreted in terms of thc
scaled energy E~/Zr. For cases of current experimental in-

terest, R 0.28-0.30 will be appropriate.
We illustrate the consequences of the improved

knowledge of R by reanalyzing the x-ray data from elastic
and inelastic proton scattering on "~Sn (Refs. 3 and 5) and
'~Cd (Ref. 4) in terms of the average compound nuclear
level width at high excitation energy, E'. The experimental
intensities needed to obtain P(O)/P"" in Eq. (I) are taken
from Ref. 5 for the '"Sn measurement, and from Ref. 4 for
'~Cd (see Ref. 14). In Table I we compare the resulting
values of the ratio I ~/I'~ with those obtained in the origi-
nal publications, where the classical value R =0.5 was used.
The improved values of 8 change I'g/I'& by a factor of 3
for" Sb and by factors 5-9 for ' 'In. We also give the cor-
responding values of I ~. For '"Sb, they are based upon a
K -vacancy decay width I &

= 9.16 eV from the recent compi-
lation of Krause and Oliver, " w'hich was also used in the
original analysis. ' In the case of ' 'In, we give for compar-
ison values of I ~ derived from both using I ~ =7.91 eV,
from Ref. 15, and I ~ =10.8 eV, employed in the original
analysis of these measurements. As is evident from Table
I, substantial changes in the deduced values for I ~ are ob-
tained when the assumption R = 0.5 is replaced by a realistic
calculation. Given that the intensities reported in the com-
pound nuclear x-ray experiments' ' are correct, we believe
that the new results for I"/v arc realistic, as the value
R -0.28 used in the present reanalysis is consistent with
the measured value of I'~~~2 reported in Ref. 7 for proton
scattering on ' 'Ba. The new values of I ~ continue to fit
into the general trend of nuclear level widths in the
10 '-10 eV range compiled in Ref. 5, the ' In widths be-

0.8 TABLE I. Derived nuclear level widths I &(E ) of " Sb and
107In

E {MeV) r„(eV)

0 4 113sb

13

0.50
0.28
0.50
0.28

2.09
0.72
1.81
0.57

16.6'
5.2'

0.0
0

F (Me V)

20

1071n 15.6

13.6

0.50
0.28
0.50
0.28

1.26
0.26
0.98
0.11

10 0' (13 6')
2. lb (2.8')
7.8 (10 5')
09b (12')

FIG. 1. Relative ionization probability during the incoming part
of a collision, 8 =P~~2/P(0'), as a function of collision energy E~
for proton impact on "2Sn.

'I"& 9.16 eV from Ref. 15.
bl

& 7.91 eV from Ref. 15.
'I „10.8 eU from Ref. 4 {original analysis).
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ing somewhat narrower than the trend indicated by the bulk
of the data.

%e conclude that a major theoretical uncertainty in the
interpretation of compound-x-ray-particle coincidence mea-
surements has been removed, and that reasonably accurate

nuclear level width determinations in the electronvolts range
by this method are feasible.
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