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The energy and angular distribution of the a particles from the Fe(n,a) and Ni(n, o;} reactions
for 14.1 MeV incident neutron energy were measured by means of a multitelescope system. The re-

sults concerning the total He-production cross sections and the angle-integrated u-emission cross
sections der/dE are in fair agreement with previous measurements; for the angular distribution no
detailed measurements have as yet been reported. The results are analyzed in the framework of the
statistical model of nuclear reactions. Comparison of such calculations with the measured a-
emission cross sections allows one to extract nuclear level densities for ' Cr and Fe, the residual
nuclei reached in the studied reactions in the energy region up to the neutron binding energy, and for

Fe and Ni, the residual nuclei reached by neutron emission for energies around 11 MeV. Within
experimental error a purely exponential increase of the level density with excitation energy was

found for both ' Cr and Fe. The spin cutoff parameters for ' Cr and Fe derived from the data
indicate that there is no reduction of the effective moment of inertia below the rigid body value.

I. INTRODUCTION

The study of (n,a) reactions induced by 14 MeV neu-
trons in medium-weight nuclei offers favorable conditions
for the determination of the level densities of both the
residual nuclei reached by the a particle and by neutron
emission from the investigated compound nucleus. ' As
reliable level density values —except at the neutron bind-
ing energy —are still rather scarce, ' the reactions

Fe(n,a) Cr and Ni(n, a) Fe were investigated in order
to derive level density values for the corresponding residu-
al nuclei Cr, Fe, Fe, and Ni.

In addition, the study of these reactions is also impor-
tant for applied purposes as both iron and nickel are im-
portant structural materials for future fusion reactors.
There has been one previous measurement of both reac-
tions; however, a second independent measurement is
highly desirable for important nuclear data. In addition,
the mentioned study was done primarily for applied pur-
poses and thus the high energy part of the a spectra was
not measured as accurately as needed for optimum deter-
mination of nuclear level densities and no detailed mea-
surements of the angular distributions had been done.

In Sec. II we report on the experimental procedures and
the methods of data analysis used to derive the absolute
double differential a-emission cross sections. In Sec. III
we report the experimental results and compare them in
detail to those of Ref. 2, and in Sec. IV the statistical
model analysis and the derivation of level density values is
described in detail.

of the data and their transformation into double-
differential particle emission spectra have been described
before, only a few details specific to this experiment are
given in the following.

Targets of iron and nickel metal enriched to more than
99% in Fe and Ni, respectively, were used. The rolled
targets had an average thickness of 2.15+2% ( Fe) and
2.34+2% mg/cm ( Ni), as determined both by weighing
and by measuring the a-energy loss. The homogeneity of
the targets was investigated by o,-energy loss measure-
ments at nine positions within each target. From these
measurements it is estimated that the effective target
thickness for each individual telescope does not deviate by
more than 3.5% from the average. In order to further
reduce the effect of these inhomogeneities the target was
rotated by 180' in the middle of each experiment. In this
way any influence of the target inhomogeneities on the
forward-backward cross section ratio was eliminated and
also the effects of possible small asymmetries between the
two halves of the multiwire counter. No difference be-
tween the two measurements was found within the statist-
ical error of the data. The results were corrected in the
usual way for the energy loss in the targets, that is, all
particles were assumed to have lost an energy correspond-
ing to half the target thickness. Each of the above targets
was irradiated for about 200 h at a neutron source
strength of 8.3&(10 n/sec resulting in neutron fluxes
from 4.5 X 10 n/cm sec to 2.0X 10 n/cm sec.

III. RESULTS

II. EXPERIMENT AND DATA ANALYSIS

The (n,a) reactions were studied by means of a multi-
telescope, system irradiated by 14.1 MeV neutrons pro-
duced in the 250 keV accelerator of the Institut fur Radi-
umforschung und Kernphysik. As both the multi-
telescope system and the procedures used for the analysis

As the primary result of the data analysis described in
Sec. II, double-differential a-emission spectra were ob-
tained for 16 reaction angles ranging from 22 —165', the
angular resolution of each telescope was on average 13 .
Because of the limited statistics of the experiments (total
number of true events for either reaction -2.10 ), the in-
dividual spectra have rather large statistical errors.
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TABLE I. Angle-integrated a-particle emission cross sections
for the Fe(n, xa) and Ni(n, xa) reactions at E„=14.1 MeV.

10.0 .

E (channel energy)

(MeV)

5—6
6—7
7—8
8—9
9—10

10—11
11—12
12—13
13—14
14—15
15—16

( Fe+ n)
dE

(rnb/Me V)

1.69+0.20'
4,39+0.28
8.60+0.43

10,63+0.51
7.45+0.37
4.63+0.25
2.98+0.18
2.06+0. 13
0.75+0.08
0.2320.06

dE
(60Ni + n)

(mb/Me V)

2.98+0.25'
5.59+0.34

10.91+0.55
15.23 +0.73
13.54+0.65
8.96+0.44
4.87+0.26
3.35+0.19
1.46+0. 11
1.04+0.09
0.28+0.06

2. 0
E

UJ 10.

0.2

'The fully correlated part of the errors amounts to 4.4% of the
cross-section values.

Therefore more meaningful data were obtained by in-

tegrating the results over either energy or angle. Thus we
will in the following present and discuss the angle-
i~tegrated a spectrum, the a-particle angular distributions
for a few rather large a-energy regions, and the total a-
emission cross sections.

Table I gives the results for the angle-integrated a-
emission cross sections for 1 MeV energy bins which cor-
respond roughly to the energy resolution of the experi-
ments. The errors given are effective lo. errors obtained
by adding the statistical errors and estimates of all identi-
fied sources of systematic error in quadrature. Systematic
errors are included for uncertainties in neutron flux (3%),
effective target thickness (3.5%), solid angle of telescopes
(1.7%), dead time correction (1%), and the uncertainties
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FIG. 2. The angle integrated a-emission cross section for the
Ni(n, a) reaction. / denotes the present results (E„=14.1

MeV) and ~ denotes the results of Ref, 2 ( E„=15 MeV),

in the chosen boundaries for particle identification (2%).
The energy calibration of the CsI crystal ' is believed to
be accurate to 0.3 MeV. In Figs. 1 and 2 these results are
compared with the measurements reported in Ref. 2,
which for this purpose were transformed into the c.m.
system. The authors gratefully acknowledge the coopera-
tion of Dr. R. C. Haight who supplied the numerical data
needed. for this transformation. There is good. overall
agreement between the two measurements, but in detail
there exist two areas of discrepancy.

(1) At low a energy (E,h &6 MeV) the a-emission
cross section of Ref. 2 is much smaller than ours, which
cannot be explained by the slightly different incident neu-
tron energies. In this energy range our measurements are
complicated by a rather large background (effect to back-
ground ratio 1.5:1)and the Livermore data indicate exper-
imental problems as there are considerable discrepancies
between the emission cross sections for the different an-
gles.

(2) Considering the difference in incident energies the
high energy parts of the a spectra for the Ni(n, a) reac-
tion definitely disagree beyond the experimental errors.
No obvious reason for this discrepancy could be found,
The total a-emission cross sections obtained by numerical
integration of the doidE~ values are given in Table II.

0.2

TABLE lI. Total a-emission cross sections in the Fe(n, xa)
and Ni(n, xa) reactions.

6 8 10 12 14

E,h(aevi
FIR. 1. The angle-integrated a-exnission cross section for the

' Fe(n,a) reaction. . )& denotes the present results (E„=14.1
MeV) and ~ denotes the results of Refs. 2 (E„=15 MeV).

E„
(MeV)

14.1

15
15

o ['6Fe(n, xa)]
(mb)

44+2.

41+7.
48+3.

o [ Ni(n, xa)]
(mb)

69.6+3.1

76 +12
79 a6
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FIG. 3. Angular distributions for different u-energy bins for
the ' Fe(n,u) reaction: (a) E,h ——6—10 MeV, (b) E,h

——10—12
MeV; and (c) E,h

——12—14 MeV. The solid curves denote the
Legendre fits to data.

FIG. 4. Angular distributions for different a-energy bins for
the Ni(n, a) reaction: (a) E«h ——6—10 MeV, (1) E«h ——10—12
MeV, and (c) E,h ——12—14 MeV. The solid curves denote the
Legendre fits to data.

As the table shows they agree within experimental error
both with the results of Ref. 2 and the results of helium
accumulation measurements; in this comparison it has to
be considered that at the higher incident neutron energies
of Refs. 2 and 5 the a-emission cross section should be
about S—I0% higher than at our energy of I4.1 MeV.

Figures 3 and 4 sho~ the angular distributions obtained
for different a-energy regions. In these figures the data
points are given with their uncorrelated errors only. The
figures show that there are considerable contributions
from noncompound reactions at the highest o,-particle en-
ergies probably due to direct excitations populating low
lying levels as already found in the study of the Cr(n, a)
reaction. In the region of the evaporation peak [see Figs.
3(a) and 4(a)] the angular distributions are approximately
symmetrical around 90 and show a small minimum at 90'
as expected according to the Hauser-Feshbach (HF)

theory. The size of this minimum is about the same as in
our Cr(n, a) measurement (Ref. 4) and much smaller
than claimed in some of the early work on (n,a) reac-
tions, ' which probably suffered from some unidentified
systematic errors. The implication of this for the effec-
tive nuclear moment of inertia wi11 be discussed in Sec.
IV.

IV. DETERMINATION OF NUCLEAR
LEVEL DENSITIES AND SPIN CUTOFF FACTORS

FROM A STATISTICAL MODEL ANALYSIS
OF THE RESULTS OF SEC. III

Measureinents of evaporation spectra have so far most-
ly been analyzed in two ways:

(1) The nuclear level density of the residual nucleus
populated in the studied reactions was calculated from the



30 56Fe(n, a)'3Cr AND Ni(n, a)'7Fe REACTIONS AT E„=14.1 MeV 7S

measured spectrum by means of the so-called Weisskopf-
Ewing approximation neglecting angular momentum ef-
fects.

(2) The measured spectra are compared to the results of
Hauser-Feshbach calculations with correct treatment of
spin and parity conservation and the level density parame-
ters of the residual nuclei needed for this purpose are
varied until reasonable agreement with the measured spec-
tra is obtained.

Both methods have serious disadvantages. Method one
easily allows extraction of level density values; however,
neglect of angular momentum effects definitely introduces
considerable errors for reactions involving a particles.
On the other hand, method. two does not easily allow the
extraction of level density values and estimates of their
uncertainties quantitatively.

For this reason, in the following analysis a third pro-
cedure avoiding the mentioned shortcomings of both
methods is used. Essentially, the method of extraction of
level density values by means of the Weisskopf approxi-
mation is generalized to the case of statistical model cal-
culations using the full Hauser-Feshbach formalism. This
procedure is discussed in detail in Ref. 1. Thus, in the
following we will only give a very short description of the
various steps involved in this analysis.

The extraction of the total level densities summed over
all spin and parity values was done in the following way:

(1) The angle integrated a-particle emission cross sec-
tions were calculated within the Hauser-Feshbach forrnal-
ism using the code STAPRE (Ref. 9) using a set of parame-
ters (transmission coefficients and level density parame-
ters) which had previously been derived in an overall
evaluation of neutron cross sections for structural materi-
als."

(2) The results of this calculation are compared to the
a-emission cross section measurements in the region. of
resolved levels. In this region, the cross sections are essen-
tially determined by the ratio of the decay widths to these
levels to the total decay width of the compound nuclei,
which is dominated by the neutron width and thus by the
level density of the nuclei reached by neutron emission in
the excitation energy range populated in the evaporation
process. Therefore, the level density parameters of this
residual nucleus are slightly varied until agreement with
the measured a-emission cross section in the region of
resolved levels is obtained. Actually the level density of
the residual nuclei reached by proton emission were also
adjusted in such a way that the proton emission cross sec-
tions remained constant at the values derived in the
evaluation of Strohmaier and Uhl. ' This procedure is
not unique; for example, in the framework of the back-
shifted Fermi-gas model a fit can be obtained with dif-
ferent combinations of the parameters a and L. However,
as shown in Ref. 1, the level densities calculated with
these different parameter combinations coincide to good
approximation at an excitation energy of E'=Ep —2T,
Eo being the incident neutron energy and T the nuclear
temperature at Eo, for the reactions studied in this work
this means that the described procedure allows us to
derive level density values for Fe and Ni at U-11
MeV,

(3) Having fixed the level densities of the residual nuclei
reached by neutron and proton emission in the described
way, we repeat the calculation of the a-emission cross sec-
tions and get the level densities for the residual nuclei
reached by a emission by means of the relation

p( U) =p(U)„,

dc'
d6~

rneas

dE'~
a amax

where p(U) is the total level density of the residual nu-
cleus according to the a-emission cross section
(do/de ) „,and p(U)„,„,d is the total level density of
the residual nucleus assumed in the calculation of
(do/de~), », ', e~ is the channel energy for a-particle emis-
sion.

The above analysis assumes that the reaction proceeds
completely via compound nucleus formation and decay.
As is obvious from the measured angular distribution,
there are, however, noticeable noncompound contributions
at the highest a energies. In order. to minimize their ef-
fects in the analysis two steps were taken:

(1) The analysis was done only for the a-emission spec-
trum integrated over the backward hemisphere.

(2) Comparison with the calculations for population of
resolved levels was not done for the ground state and the
lowest excited levels but for the levels in the excitation en-
ergy range U=2. 1—3.1 MeV for Cr and 1.22—2.22
MeV for Fe, which is about the limit up to which all
levels of these nuclei are reliably known. In this way the
highest energy part of the a spectra, which is especially
contaminated with noncompound particles, is not needed
for the analysis.

For estimating the uncertainties of the level densities
derived by step two by use of Eq. (1), we have to consider
both the uncertainties of the measured der/de values and
the uncertainties of the calculated a-emission cross sec-
tions due to the uncertainties of the parameters entering
into the calculations, respectively. The most important
parameters are the following: transmission coefficients,
for the incoming and all outgoing particles; assumed spin
dependence for level densities of all residual nuclei and
the uncertainty of the compound nucleus formation cross
sections due to the uncertainty of the direct and precom-
pound fractions (see Sec. 3.2.5 of Ref. 1). In addition, an
estimate of possible noncompound contributions at the
high energy end of the a spectra used for the derivation of
the level densities has ta be made and included in the total
error estimate.

These uncertainties were estimated in the following
way:

(1) Uncertainty in optical model parameters for incom-
ing neutrons, estimated from calculations using different
optical model parameter sets [Los Alamos Scientific Lab-
oratory (LASL) potential for Fe (Ref. 11) and Perey-
Buck global optical model parameters' ]. Error contribu-
tion to level densities of Fe and Ni amounts to —S%.
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(2) Uncertainty in the fractions f~ and f„„for direct
and precompound emission reducing the compound nu-
cleus formation cross sections below the optical model ab-
sorption cross section by [1 (fD—+fz„)]. An uncertainty
of 30% was assumed for both the fD and f~„values re-
sulting in an uncertainty of —8% for [1—(fz+fz„)]
and thus for the level densities of Fe and Ni.

(3) Uncertainty in the optical model parameters for the
outgoing neutrons. The effect on the calculated cross sec-
tions was again estimated by calculations with the two
mentioned potentials resulting in an uncertainty estimate
of 15% for the level densities of Fe and Ni.

(4) Uncertainty of the optical model parameters for the
outgoing a particles. An uncertainty of 7% was estimat-
ed for the level densities of Cr and Fe due to this cause
considering the accuracy of the total reaction cross section
measurements' which support the used potential. '

(5) Uncertainty in the spin distribution of the nuclear
levels: Cross section calculations were done in which the
effective nuclear moment of inertia was varied by 30%
from the otherwise assumed rigid body value. This results
in uncertainty contributions of —10% for the level densi-
ties of Fe and Ni and -7% for those of Cr and Fe.

(6) An uncertainty of 10% was assumed for possible
noncompound contributions in the measured o.-emission
cross section at the high energy end of the used part of the
spectrum.
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FIG. 6. Level density of Fe. The level density is derived
from s-wave neutron resonance spacing assuming a rigid body
moment of inertia (o.=4.23); denotes the back-shifted
Fermi gas with a=6.4 MeV ' and 6= —1.09 MeV. Other
symbols are as in Fig. 5.
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FIG. 5. Level density of "Cr. The histogram is derived from
the counting of resolved levels: denotes the level density de-

rived from da. /dE values; 6 denotes the level density derived
from s-wave neutron resonance spacing, assuming a rigid body
moment of inertia (cr=4.04); denotes the back-shifted
Fermi gas with a=5.96 MeV ' and 6= —0.72 MeV; and
———denotes the constant temperature fit to experimental re-

sults.
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FIG. 7. Level density of Fe. The histogram is derived from
counting of discrete levels: 0 denotes the level density derived
from a-emission cross sections into ihe region of resolved levels,
and 6 denotes level densities from Ericson fluctuations (Ref.
16).
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Nucleus

TABLE III. Spin cutoff factors of "Cr and ' Fe.

U
(MeV) Method

"Cr

"Cr

57F

57F

7.94

3.85—7.85

7.65

4.2—7.7

4.1+0.6

+1.6—0.6

3.8+0.4

3.8+(') 4,

Comparison with average
s-wave spacing
Angular distribution of
evaporated a particles
Comparison with average
s-wave spacing
Angular distribution of
evaporated a particles

10—6 60 N.

10-

The level densities of Cr and Fe derived in this way
are shown in Figs. 5 and 6 and are compared with the lev-
el densities derived from counting of discrete levels and
the value derived from the density of s-wave resonances'
using spin cutoff factors for Fe and Ni which corre-
spond to a rigid body value for the effective nuclear mo-
ment of inertia. In addition, the figures show the predic-
tion of the back-shifted Fermi-gas model with parameters
adjusted to the density of discrete levels and the density of
neutron resonances. '

The measured level density values are in somewhat
better agreement with a simple exponential dependence of

the level density with excitation energy than with the
Fermi-gas form. Also, the accuracy is not quite sufficient
to decide on the relatively small difference between the
two shapes. Analyzed in terms of a constant temperature
model, our measurements give a nuclear temperature of
1.20+0.03 MeV for Cr and 1.22+0.03 MeV for Fe in
the excitation energy region below the neutron binding en-

ergy.
Figures 7 and 8 compare the level density values for

Fe and Ni at 11 MeV derived from the a-emission
cross sections into the region of discrete levels with the
level density values from counting of discrete levels and
from Ericson fluctuations. ' As the figures show, there is
reasonable agreement between the level density values de-
rived by the different methods. If the level densities from
level counting and our value at U=11 MeV are combined
one gets an average nuclear temperature of 1.44+0.07 and
1.42+0.17 for Fe and Ni in the excitation energy range
U=4—11 MeV, which is considerably higher than the
values found for Cr and Fe and suggests the possible
existence of an odd-even effect in these temperature
values.

Information on the spin cutoff parameter o can be ob-
tained from the measured data in two ways:

(1) Comparison of the total level density at the neutron
binding energy with the average spacing of s-wave neu-
tron resonances as shown in Figs. 5 and 6.

(2) Comparison of the a-particle angular distribution in
the region of the evaporation peak with statistical model
calculations for different values of the spin cutoff factor
o. The spin cutoff factors determined in this way are
shown in Table III. The values for Cr correspond al-
most exactly to an effective nuclear moment of inertia
equal to the rigid body value (with ro 1.25 fm)——, the Fe
results imply a reduction of about 10%%uo below this value.
These results are in good agreement with other determina-
tions of the spin cutoff factor in this mass range from
(a,a'), (a,p), (p,a), ' ' and (a,n) (Refs. 19 and 20) reac-
tions.
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