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Neutron-excess dependence in scattering at E,=1.00 and 1.63 MeV
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Differential cross sections have been measured with unusually good precision and accuracy for
neutrons scattered from samples of " '""'-'-' "Sn using a time-of-flight spectrometer. Measure-
ments were made at two bombarding energies to look for effects of the number of exit channels on

the scattering: 1.00 MeV, where the scattering is all elastic, and 1.63 MeV, where both elastic and
inelastic scattering can occur. The elastic-scattering data have root mean square relative and nor-

malization uncertainties, respectively, of 2.7—5.5% and 1.8%; for the inelastic-scattering data these
uncertainties are 4.7—6.3% and 4.5%, respectively. The angular distributions for elastic scattering
vary systematically with neutron excess. The elastic-scattering cross sections were fitted together
with total cross sections using an incoherent sum of shape-elastic scattering, calculated with a com-

plex spherical potential, and compound-elastic scattering, calculated with a statistical model using

the same potential. The real and imaginary well depths have been parametrized as linear functions
of neutron excess. A strong neutron-excess dependence of 8' is required to fit the data. For
R =r0A ' ', the results at 1.00 MeV are V= 52.42 —28.6(N —Z)/A MeV and W = 14.38
—51.0(N —Z)/A MeV, and the results at 1.63 MeV are V=51.41 —29.5(N —Z)/A MeV and 8'
=11.75 —34. 1(N —Z)/A MeV. The neutron-excess dependence of V and W on the rate of change
of radius versus A has been investigated, as well as the effects on V and 8' of an overall change in

geometrical parameters. The neutron-excess dependence of V is strongly dependent on the R versus

A relation.

I. INTRODUCTION

The famous review papers of Feshbach' offer a
theoretical foundation for a complex potential description
of energy-averaged neutron scattering cross sections for a
particular nucleus. Fixing the parameters of a scattering
potential with minimum ambiguity is the first step toward
being able to see the effects of the nuclear structure of the
target on the scattering.

However, in going from one nucleus to another, it is
difficult to tell whether changes in the observed scattering
should be ascribed to systematic changes in the potential
or to differences in nuclear structure between the two nu-
clei. Separating systematic properties of neutron scatter-
ing froin nuclear structure influences requires compar-
isons of scattering from several nuclei. The even-A tin
isotopes are an excellent set for testing systematic effects
of neutron excess, since the nuclear structures of all of
them are quite similar, as discussed in more detail in a
companion study to that reported here.

The present work is the second in a series reporting on
the results of an experimental investigation into the neu-
tron excess dependence of the optical potential parameters
which describe low energy neutron-nucleus scattering,
both elastic and inelastic. This study focuses on the effect
of adding successive pairs of neutrons over a limited range
of mass number with the aim of comparing the result
with the neutron-excess dependence found in global analy-
ses.

One of the Inost important problems in studying
scattering systematics is the ambiguity introduced by un-

certainties in potential parameters other than the ones of
most immediate interest. To avoid such ambiguities in
the potential, precise and accurate measurements of
several scattering observables are needed. The most im-
portant measurable quantities for fixing potentials other
than elastic-scattering data are total cross sections, the
subject of the first paper in this series. A basic source of
ambiguity for scattering potentials is the separation of the
fluctuation, or absorption, cross section from that for
direct scattering. The contribution of the fluctuation
cross section to the elastic scattering, e.g. , the compound
elastic, is strongly influenced by the number of open chan-
nels. ' For this reason, and to attempt to see the effects
of the number of scattering channels on the potential, we
have made measurements at incident energies of 1.00 and
1.63 MeV. At 1.00 MeV only elastic scattering is possi-
ble, since that energy is just below the energy of the 2+
first excited state. At 1.63 MeV the nuinber of open exit
channels is doubled w'ith the onset of inelastic scattering
to the 2+ state. A comparison of analyses at these two
energies might reveal an influence of the onset of inelastic
scattering on the scattering potentials, if any noticeable ef-
fect occurs.

We have measured differential cross sections for the
elastic scattering of 1.00 MeV neutrons and for the elastic
and inelastic scattering of 1.63 MeV neutrons from

hed-isotope samples of ' ' ' ' Sn. All previ
ous measurements on tin in this energy range used
natural tin as a scattering sample. Similar measurements
have been made on tin isotopes at neutron energies of 11
and 24 MeV for the purpose of studying the neutron ex-
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TABLE I. Time-of-flight experimental details.

Neutron bombarding energy
Energy spread (FWHM)
Flight path
Neutron source-to-scattering

sample distance
Photomultiplier tube
Neutron detection threshold
Angular range of data

1.00 MeV
118 keV
2.21 m

9.5 cm
58 AVP
250 keV

30'—153~
5'

1.63 MeV
98 keV
1.93 m

8.8 cm
RCA 8854
&50 keV

20'—153'

Proton energy loss in foil
Proton energy loss in gas

261 keV
110 keV

197 keV
90 keV

cess dependence. ' A special feature of the measurements
reported here is their unusually high precision and accura-
cy. This is due, at least in part, to the use of the isotopic
total cross sections for normalization, which reduced the
normalization uncertainty by about a factor of 2 com-
pared to more usual methods of normalizing to other dif-
ferential cross sections.

II. EXPERIMENTAL APPARATUS

Neutron scattering differential cross sections were mea-
sured using a neutron time-of-flight (TOF) spectrometer.
The University of Kentucky 6.5 MV Van de Graaff ac-
celerator was used to produce monoenergetic neutrons
from the H(p, n) He reaction. The proton beam was
pulsed in the terminal at a rate of 2 MHz with a pulse
width of 8 ns, and passed through a 3.6 pm thick
molybdenum foil into a 3.0 cm long by 0.8 cm diam
cylindrical gas cell made of thin-walled stainless steel.
The cell was lined with 0.025 cm thick tantalum and con-
tained tritium gas at 1.0 atm pressure. Proton straggling
in the foil and gas was assumed to follow the Vavilov"
distribution and was calculated using the tables of Seltzer
and Berger. ' Neutrons emitted at 0' had mean energies
of 1.00 or 1.63 MeV. The scattering samples were
cylinders of metallic tin; their dimensions and isotopic
composition are given in Table I of Ref. 3.

The experimental apparatus was similar to that of Ref.
13, except that no intermediate detector shield was used.
A massive Li2COi-loaded paraffin detector shield, inount-
ed on a goniometer, was used to reduce the room-scattered
background, the neutron background from the source, and
other backgrounds. The neutron detector was a NE 218
liquid scintillator 11.1 cm in diameter by 1.3 cm thick,
coupled to a 58 AVP or RCA 8854 photomultiplier tube.
A neutron monitor, which was also operated in the TOF
mode, was mounted above the scattering plane 5.2 m from
the source at an angle of 25 deg to the beam axis. The
monitor was a 2.5 cm diam by 4.0 cm thick plastic scintil-
lator on a 56 AVP photomultiplier in a Li2COq-loaded
paraffin shield, tightly collimated to view the source
directly. Other details of the experimental setups at the
two bombarding energies are given in Table I.

The main and monitor detector electronics systems
were standard TOF systems with fast timing pulses from
phototube anodes timed with respect to the beam pulses.

A pulse-height bias was set for each detector by a discrim-
inator circuit whose input was the linearly amplified dy-
node signal and whose output was used to gate acquisition
of the TOF spectrum. The electronics for both detectors
was essentially the same as is shown in Ref. 13, except
that the pulse-shape discrimination and dynamic biasing
features used there were not used in the present experi-
ment. To determine the low-energy cutoff of the detector,
a discriminator on the linear signal from the dynode was
set in the valley of the spectrum of the 59.5 keV y ray of

'Am for each detector, except the main detector in the
1.63 MeV experiment, for which the discriminator was set
at half this value. Further details on the experimental ap-
paratus can be found in Refs. 13—15.

III. EXPERIMENTAL PROCEDURES

A. Data co11ection and reduction
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FIG. 1. The measured relative efficiency of the neutron
detector used in the 1.63 MeV measurements as a function of
neutron energy. The efficiency curve for the 1.00 MeV mea-
surements had a cutoff at 0.30 MeV.

The energy dependence of the detection efficiency of
the neutron detector was determined by measuring the an-
gular distribution of the H(p, n) He reaction at several
proton energies and comparing yields to the values in the
tabulation of Liskien and Paulsen. ' The efficiency curve
used at 1.63 MeV bombarding energy is shown in Fig. 1,
and is similar, except for the low energy cutoff, to that for
the 1.0 MeV data.

Scattering samples were suspended a short distance
from the tritium cell on the axis of the incident proton
beam. TOF spectra of the scattered neutrons were mea-
sured with and without a scattering sample. The sample-



1456 R. W. HARPER, J. L. WEIL, AND J. D. BRANDENBERGER 30

3000

LJJz'
2000—

1000—
Z'

O

Eq= 1.63 MeV

Sn, 80

E„=1.00 MeV

~~'S.
, 30—

0 '--
I I I I I 1

120 160 200 240 280 480 520
CHANNEL NUMBER

FIG. 2. Typical TOF spectra after background subtraction.

out TOF spectra were subtracted channel by channel from
the sample-in spectra, and then residual backgrounds were
estimated and subtracted. Typical spectra are shown in
Fig. 2. TOF spectra were also recorded for the monitor
detector and the time-independent background was sub-
tracted to determine the neutron yield. All yields were
corrected for the dead time of the ADC's, which was
1—4%. The main detector yields were also corrected for
the energy dependence of the detection efficiency. Statis-
tical uncertainties in the monitor yields were & 1%.

B. Finite geometry corrections

At both bombarding energies, neutron scattering is the
only significant process. Hence the angle-integrated elas-
tic cross section at 1.0 MeV should agree with the total
neutron cross section at that energy and, at 1.63 MeV, the
sum of the angle-integrated elastic and inelastic scattering
cross sections should agree with the total cross section.
The total cross sections of these isotopes in this energy re-

gion have been measured in this laboratory and were used
to normalize the differential scattering cross sections.

Flux attenuation in the sample and neutron source an-

isotropy over the solid angle subtended by the sample
cause an angle independent reduction in scattered yields
from that expected in the ideal case where source and
sample are infinitesiinal in size. Multiple elastic scatter-
ing and finite angular resolution reduce the variation of
the observed elastic scattering yields with angle, but do
not affect the integrated elastic cross section. At 1.63
MeV, elastically scattered neutrons that undergo a subse-
quent inelastic scattering thereby enter the inelastic detec-
tion channel and, since the inelastic scattering angular dis-
tribution is isotropic, they isotropically increase the mag-
nitude of the measured inelastic angular distribution, for-
tuitously canceling the flux attenuation effect in that
channel.

The Monte Carlo program MULcAT (Ref. 17} was used
to correct the data for the above effects. Since the correc-
tion performed by MULCAT depends on the normalization
of the uncorrected angular distributions, it was necessary
to normalize the input to MULCAT realistically, as is now
explained.

Flux attenuation by the scattering sample was deter-
mined by the analytic correction method of Cranberg and
Levin' and the source-anisotropy effect was determined
with the computer program FLUX. These analytic

methods indicated that the observed, angle-integrated
scattering yield at both energies is 17—18% smaller than
that expected from the total neutron cross section mea-
sured by transmission methods. Hence the measured
elastic angular distributions, normalized to the total cross
sections, were renormalized with a inultiplying factor of
1/1.18 for the MULCAT input, while the normalized in-
elastic scattering angular distributions at 1.63 MeV were
used without renormalization as MULCAT input, because
of the cancellation of effects noted above. The consisten-
cy of this whole corrrection procedure is indicated by the
fact that the Monte Carlo corrected results agreed with
the measured total cross sections to within 2.5%, indicat-
ing a &2.5% difference in normalization between Monte
Carlo and analytically corrected cross sections. The dif-
ferential cross sections reported herein are MULCAT

corrected, but renormalized (2.5% to agree precisely
with transmission total cross sections averaged over the
100 keV energy range appropriate to these experiments.
Although the renormalizations complicate correction pro-
cedures, they enable the use of accurate isotopic total
cross sections as a standard for the normalization of dif-
ferential cross sections. This results in a reduction in the
systematic normalization uncertainty of the differential
cross sections compared to what could be achieved by nor-
rnalizing to scattering from hydrogen or carbon.

As a check on the Monte Carlo corrections, analytic an-
gular dependence corrections were also carried out for

Sn using a program written by Reber and incorporat-
ing the methods of Blok and Jonker ' for the multiple-
scattering correction and the methods of Reber and
Harper for the angular-resolution correction. Changes
in the shape of the angular distribution for elastic scatter-
ing were about 30 Jo. The analytically corrected angular
distributions differed from the Monte Carlo corrected dis-
tributions by at most 22%, with the greatest differences
occurring in the minima, and this agreement was con-
sidered to be quite satisfactory.

IV. EXPERIMENTAL RESULTS

A. Measured cross sections

The measured differential cross sections with all correc-
tions are shown in Figs. 3—5. Relative uncertainties, e.g. ,
those associated with the reproducibility of individual
points, are 3—6% and are smaller than the points on the
graphs. The curves in Figs. 3 and 4 are complex potential
fits with statistical model calculations for compound elas-
tic scattering included for the elastic cross sections. In
Fig. 5 the curves are statistical model calculations for the
inelastic scattering cross sections, as discussed in Sec. V.
Legendre polynomial fits were made in the form

o(8)= g A;P;(cos8)

to each angular distribution. Here o(8} denotes the ap-
propriate differential scattering cross section and P;(cos8)
are the Legendre polynomials. The coefficients, A;, are
given in Table II. Figure 6 shows the elastic scattering
Legendre polynomial fits to " Sn and ' Sn for the two
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FIG. 3. Measured differential elastic cross sections for 1.00-
MeV neutrons scattered by the isotopically enriched samples.
The overall uncertainties are about the size of the data points.
The solid curves are model calculations discussed in Sec. V. The
dashed curve shows the compound elastic contribution for "Sn,
and is similar for the other isotopes.
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energies. It reveals the trend toward smaller cross section
near the 115' minimum, and larger forward and backward
angle cross sections as the neutron number N increases.
The differences are greatest in the minima, where the
cross section decreases by =30% from ii6Sn to ' Sn,
while the increases at backward and forward angles are
somewhat smaller. The Legendre polynomial fits for the
other three isotopes lie in between the curves for " Sn and

Sn. The inelastic cross sections are almost isotropic
and vary among the isotopes by as much as 22% in a
manner that is not correlated with neutron number N.
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FIG. 5. Measured differential inelastic cross sections for
1.63-MeV neutrons scattered by the isotopically enriched sam-
ples. The overall uncertainties are about the size of the data
points. The lines are statistical model cross sections discussed in
Sec. V.
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FIG. 4. Measured differential elastic cross sections for 1.63-
MeV neutrons scattered by the isotopically enriched samples.
The overall uncertainties are about the size of the data points.
The solid curves are model calculations discussed in Sec. V. The
dashed curve shows the compound elastic contribution for ' "Sn,
and is similar for the other isotopes.

FIG. 6. Legendre polynomial fits to measured elastic dif-
ferential cross sections for " Sn and ' Sn at the two bombard-
ing energies. The polynomial fits to data for the other three iso-
topes lie between these extremes.
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TABLE II. Legendre polynomial expansion coefficients from least-squares fits to the center-of-mass experimental differential
cross sections. Coefficients are given in mb/sr.

Coefficient

1.00-MeV elastic
Ap

Ai
A2

A3

A4

116

scattering
509.0+ 9.4
645.0%22.0
617.62 30.0
113.9+28.2
108.0+23.2

118

509.8+ 6.8
643.8 + 16.1

604.8 +21.8
92.8 +20.0
65.5+16.4

Isotope
120

516.9+ 8.2
654.3+ 19.1
624.2 +26.0
67.2 422.6
61.4+ 18.7

122

522.6+ 8.3
679.8+19.8
658.3+26.8
94.9+24.0

110.8 + 19.8

124

518.7+ 7.7
680.1+17.8
647.7%24.3

82.0222.2
108.8 + 18.4

1.63-MeV elastic
Ap

Ai
A2

A3
A4

scattering
424.0+ 4.3
595.4+10.0
676.4k 12.7
205.3+ 10.6
151.92 9.2

426.9a 3.8
591.1+ 8.9
673.7+11.3
179.1+ 9.5
149.8E 8.7

425.5 +2.9
588.3+6.8
666.3+8.7
169.4+7.2
141.7E6.5

435.4+ 3.7
597.6+ 8.5
666.7 + 10.8
156.9% 9.3
138.3+ 8.6

438.2X 4.0
601.8% 9.4
682.4+ 11.8
141.2E 9.7
150.7a 9.0

1.63-MeV inelastic scattering
Ap 33.7E 0.8 37.1+ 0.5 35.9R 0.6 34.8+ 0.6 29.9X 0.7

Contributing to the uncertainties in the measured cross
sections were counting statistics in main and monitor
detectors, uncertainties in the geometrical corrections, and
uncertainties in the total cross sections to which the dif-
ferential cross sections were normalized. The sources of
uncertainty and their estimated magnitudes are given in
Table III. The total uncertainty is the root mean square
(rms) of the relative and normalization uncertainties. For
the elastic scattering cross section the average cross sec-
tion uncertainty is 3.6%. In the angular region of
100' & 8 & 130' where the cross section is smallest, a few of
the data points have uncertainties ranging from 4.5% to
6.4%.

B. Comparisons with other measurements

Langsdorf et al. and Lane et al. have made extensive
studies of differential neutron scattering cross sections up

to 2.3 MeV bombarding energy on natural tin using BF3
neutron detectors. More recently, Gilboy and Towle
have measured the 1 MeV differential scattering cross sec-
tion of natural tin using the time-of-flight method. Since
the elastic and inelastic scattering cross sections have not
been measured for the odd-A Sn isotopes which make up
=17% of natural tin, any comparison between the present
results and the previous work is necessarily incomplete.
For this reason, we have chosen to construct very simple-
minded synthetic natural-tin angular distributions from
our data by making an unweighted average of the " Sn
and ' Sn cross sections. This average cross section was
chosen for comparison because it corresponds to an aver-
age mass number near that of natural tin. At 1.63 MeV
we have added together the elastic and inelastic cross sec-
tions for the purpose of comparison, since the earlier ex-
periments did not distinguish elastic from inelastic
scattering. This averaged cross section is 5—10%%uo higher

TABLE III. Sources of uncertainty in measured cross sections and estimated magnitudes in percent.

1.00 MeV
elastic

Relative Normalization

1.63 MeV
elastic

Relative Normalization Relative

1.63 MeV
inelastic

Normalization

Main detector
counting statistics

Monitor detector
counting statistics

Finite geometry
correction

Transmission
OT value

Relative
efficiency

rIYls

Total uncertainty

1 ~ 5—4

2.7—4.6
2.9—4.7

1.0

0
1.0

1.5—5

2.7—5.5
3.2—5.8

1.5

(0.3
1.8

3.5—5.5

4.7—6.3
6.5—7.7

1.5

3
4.5



30 INTERACTION OF NEUTRONS WITH EVEN-A TIN. . . 1459

than the previous results at the forward and backward an-

gles but agrees well around 90. The agreement is accept-
able, considering the crudity of the comparison.

V. THEORETICAL ANALYSIS

The corrected elastic scattering angular distributions
and the total cross sections from Ref. 3 at 1.00 and 1.63
MeV were fitted with an incoherent sum of shape-elastic
scattering calculated with a complex potential and
compound-elastic scattering calculated from a statistical
model. The complex potential used for the calculations
was

V(r)= —Vf (r) i Wg(r) ——U„h (r) I o. ,

where the real potential has a Woods-Saxon form, the im-
aginary potential has a Woods-Saxon derivative form, and
the spin-orbit (so) potential is real with a Thomas form,
&.e.,

f (r) = [1+exp[(r roA ' )la—] J

g(r) =4a'
~
[1+exp[(r roA ' —)/a']I

dr

h(r)= — f(r)1 d
mc r dr

At these low bombarding energies, compound nucleus
contributions are expected to be large and especially evi-
dent in the ininima of the angular distributions. At 1.63
MeV, with one level excited, the effects of level-width
fluctuations on the compound nucleus cross section are
strong, and the correction of Dresner and Lane and
Lynn provided the best fits to the elastic and inelastic
scattering cross sections; in fact, use of the correction was
necessary in order to fit the elastic scattering in the cross
section minimum near 115'.

Starting with

ro ——1.25 fm,

ro ——1.30 fm,

a =0.65 fm,

a'=0.40 fm,

the geometric parameters were adjusted to give the best
fits to the elastic scattering data only for '- Sn. The effect
of a small change in each parameter on the calculated
elastic scattering cross section was noted. Next, all pa-
rameters, including V and W, were judiciously varied in
pairs until approximate fits to all isotopes were obtained.
The parameters were then refined by the iterative use of
ALTE, a Wolfenstein-Hauser-Feshbach ' (WHF) sta-
tistical model code that includes a level-width fluctuation
correction, and JIB, an optical model code with a search
routine, using aX criterion for best fit. In fitting ' Sn it
became apparent that the differences in the elastic scatter-
ing cross section, o,~(8), among the isotopes could be ac-
counted for varying only V and W. The geometry param-
eters finally decided upon were

ro ro ——1.26——frn,

a =0.58 fm, a'=0.40 fm,

which we call set A.
In order to arrive at best fits for all five isotopes the

geometries were fixed at the above values, U» was fixed
at 5.5 MeV, and V and W were then scanned for each iso-
tope in the ranges 45( V(50 and 2( W(9 MeV in 50
keV steps using the computer code ABACUs-tt (revised)
(Ref. 27) which calculates the total, shape elastic, and
compound elastic scattering cross sections. The experi-
mental uncertainties of the data points, including those of
the total cross sections, were used in calculating the re-
duced X, and the best fit at each energy (i.e., that with
the minimum X ) is shown in Figs. 3 and 4. The dashed
lines for ' Sn indicate the contribution of compound elas-
tic scattering, which predominates in the minima of the
differential cross sections. Compound elastic cross sec-
tions are similar for the other isotopes. The minimum X
fits are very similar to the Legendre polynomial fits,
differing from them at most by 4%%uo. The fits to the total
cross sections agreed with the measured values to less

TABLE IV. Real and imaginary well depth values that best fit the elastic scattering cross sections,
and reduced P, for geometry sets A and B. Also real well depths and P for fixed 8' for set A. V and
8 are given in MeV.

E„=1.00 MeV
116
118
120
122
124

V

48.45
48.03
47.73
47.26
46.96

Set A

W

7.03
7.02
5.95
5.23
4.48

F 1
1.1
1.5
2. 1

3.2

V

48.36
47.72
47.76
47.59
47.47

Set A

(w)

5.90
5.90
5.90
5.90
5.90

4.2
2.2
1.5
3.5
8.0

Set B
W

NA

E„=1.63 MeV
116
118
120
122
124

47.21
46.96
46.63
46.10
45.68

6.96
6.30
6.42
5.82
4.93

2.2
1.3
0.6
2.4
2.2

47.03
46.88
46.49
46.04
45.65

6.04
6.04
6.04
6.04
6.04

3.2
1.5
0.7
3.5
5.5

44.7
44.4
44. 1

43.7
43.1

6.1

5.6
5.5
5.4
4.3

6.8
4. 1

1 ' 5
1.9
1.2
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A. Imaginary me11-depth variation

At both bombarding energies, the magnitude of the
angle-integrated elastic scattering cross section was much
more sensitive to V than to 8'. Increasing 8' increases
o.,i(9) at the forward and backward angles, and decreases
o.,i(0) in the minimum. An attempt was made at fitting

TABLE V. Uncertainties b, V and 68' due to relative and
normalization uncertainties in the elastic scattering cross sec-
tions.

E„
(MeV)

Relative
bV hW

Normalization
hV 68'

Total
EV hW

1.00
1.63

0.06
0.10

0.15
0.06

0.20
0.15

0.01
0.45

0.21
0.18

0.15
0.45

than 0.02 b, well within the experimental uncertairities of
=+0.08 b. The resulting values of V, 8', and reduced 7
for the best fits to the individual isotopes are given in
Table IV. The curves in Fig. 5 are inelastic scattering
cross sections calculated from the statistical model using
transmission coefficients determined from the potentials
that best fit the elastic scattering.

The following procedure was used to determine the un-
certainties in Vand Wfor each isotope. In order to deter-
mine the effect of possible normalization errors on V and
W the ' Sn cross sections were renormalized by factors
of 1.010 and 1.018 corresponding to the estimated nor-
malization uncertainties of 1.0% and 1.8% for the 1.00
and 1.63 MeV data, respectively, and were refitted, giving
different V and W values. These fits were as good as
those to the exact data for E„=1.00 MeV, both visually
and according to P, and were only slightly worse at
E„=1.63 MeV. The changes in V and 8" caused by re-
normalization were taken to be the normalization uncer-
tainties in these parameters. Since the statistical uncer-
tainties in the individual data points are random, it was
assumed that they would cancel out in their effect on the
shape (e.g., relative values) of the angular distribution,
leaving only the 2% uncertainty in the finite geometry
correction as the effective relative uncertainty in the angu-
lar distribution. Uncertainties in Vand 8'due to the 2%
shape uncertainty were determined by distorting the
corrected ' Sn cross sections within this uncertainty and
seeing how large a change in V and 8' was necessary to
fit the distorted shape.

These normalization and relative uncertainties are given
for ' Sn in Table V and were also assigned to V and 8'
for each of the other isotopes because of the similarity in
the cross sections. No uncertainties were determined for
the geometrical parameters since they are related to the
well depths by the well-known VR and Wa' ambigui-
ties ' and are not a unique set. Other "families" of
geometrical parameters came close to fitting the data at
one energy, but the set used above was the one closest to
the Wilmore and Hodgson values and also the one that
best fit all the data. One example of these other
geometries is discussed in Sec. V D.
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FIG. 7. 1.00- and 1.63-MeV cross sections for ' Sn. Also
shown are the best theoretical fits that could be obtained by
varying V while holding W fixed at its median value for the iso-
topic series at each bombarding energy.

the 1.0 MeV data for all isotopes by holding 8' fixed at
its value of 5.9 MeV for A =120 and varying V, search-
ing for the minimum 7 . The resulting values of V and
1'~ are given in the middle section of Table IV. The
change in V vs A in this case is about half that obtained
when 8' was also allowed to vary. The 7 values indicate
substantially worse fits for isotopes 116, 118, 122, and 124
than when W was varied. Similar fits to the 1.63 MeV
angular distributions with 8' fixed at 6.04 MeV also gave
much poorer agreement with the data, although in this
case the best-fit values of Y were almost identical to those
found when 8' was allowed to vary. Figure 7 shows the
best fit for ' Sn with fixed 8'at the two bombarding en-
ergies. It is clear that 8 must vary with neutron number
to avoid calculated fits well outside the uncertainties in
the measurements.

aIld

V= Vo —Vip

W= Wo —Wig .

The lines in Fig. 8 are least-squares fits of these parame-
trizations to the values for each isotope and Table VI
gives the best-fit parameter values, after being corrected
for isotopic impurity, as discussed in the next paragraph.
The fluctuations of the V and 8' values from the fitted
straight line are consistent with the calculated uncertain-
ties in V and 8', with the possible exception of the 8'
values at E„=1.00 MeV which show larger fluctuations
for some unknown reason. From these fits it appears that
a linear neutron excess dependence is a reasonable as-
sumption for both Vand 8'.

B. Neutron excess dependence of V and lV

Figure 8 shows the values of V and 8' for minimum 7
plotted against the neutron excess, g=(N —Z)/A. Y and
W were parametrized as
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It is interesting that the real well depths shown in Fig. 8
for the two bombarding energies differ by much more
than their mutual uncertainties, implying an energy
dependence which is much larger than is commonly found
for global potentials. Because of the small difference in

energy and the fact that the number of open channels
doubles in going from 1.00 to 1.63 MeV, this may be only
a local effect which an average potential cannot be expect-
ed to represent. Recent work on sub-Coulomb-barrier
proton scattering ' has also found an anoinalously large
energy dependence of the real well depth.
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FIG. 8. The real and imaginary well depths V and 8' that
gave the best fits to isotopic elastic scattering data at the two
bombarding energies, versus neutron excess (N —Z)/A. The er-
ror bars are discussed in Sec. VB. The lines are linear least
squares fits to the points.

The differences in the measured cross sections and in
the resulting best-fit potentials for different scattering
samples would be more pronounced had perfectly pure
isotope samples been used. The samples averaged =-S%%uo

undesired Sn isotopes with insignificant amounts of other
impurities. The average impurity mass number was
A =119.0. To give an approximate correction for the ef-
fect of these impurities, values of Vi and W& given in
Table VI have been increased by 5% over the values de-
rived from the least squares fit to the potential parameters
derived from the data. After making this impurity
correction, Vo and 8'o were adjusted to give the same V
and lV for " Sn as before the correction. The uncertain-
ties in Vo, V&, 8'o, and 8'~ were determined from fluc-
tuations in the individual V and 8' values from the fitted
straight lines.

30— E„= I. OQ MeV

20—

C. Radius dependence on A

In the analysis described above it was assumed that the
relationship between the potential radius R and the mass
number A is R = ro A ' . This is a well-established rela-
tionship for large ranges of A. However, the results of
electron scattering froin the even-A tin isotopes indi-
cate that the rms charge radius is proportional to A '~ for
this isotope sequence. Taken together with the knowledge
that the incident neutron will interact more strongly with
the protons in the target than with the neutrons, this pro-
vided some impetus to analyze the present neutron
scattering cross sections with a radial dependence on A

weaker than A'
The elastic cross sections presented here were therefore

reanalyzed with optical potentials identical in form to the
previous one except that the exponent of A was taken suc-
cessively to be 0.167 and 0.250. The radius R for ' Sn
was fixed at 6.213 fm, the same value used in the original
analysis, and for each exponent of A, a radius parameter
r~ was derived such that r (120 )=6.213 was satisfied.
The radii for the other isotopes were then determined by
the relation R =r A . The same diffuseness parameters
as before were used, and V and W were varied to find the

TABLE VI. Real and imaginary well-depth parameters de-
duced from the best-fit well depths given in Table V. The pa-
rameters given below have been corrected for sample impurity,
and are given in MeV. Uncertainties for the set B analysis were
not determined, but are expected to be about equal to those for
set A.

IO—

Parameter
1.00 MeV

Set A

1.63 MeV
Set A Set 8

'0 O. I 0.2

Exponent of A

0.3

Vp

V,
S'p

52.42 +0.21
28.6 +1.6
14.38+0.31
51.0 a3.7

51.41 +0.21
29.5 +1.6
11.75+0.31
34. 1 +7.0

48.87
29.36
10.12
28.54

FIG. 9. The real well neutron-excess dependence term V&

versus the exponent m in the radius formula R =r A . The
points shown are for E„=1.00 MeV, but those for E„=1.63
MeV are almost identical.
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Ibest-fit values for each isotope. The fits for m ~ —, are as

good as those with m = —,
'

and are therefore not shown.

Sample impurity corrections were made in the same way
as for A ' . The imaginary well depth 8'was not signifi-
cantly affected by the assutnption of different exponents
of A, i.e., 8'p changed by less than 0.1 MeV and 8'~ by
less than 0.8 MeV. However, the values of V& decreased
by about half when the exponent was reduced from 0.33
to 0.167, as is shown in Fig. 9. This, of course, is quite
consistent with the VR ambiguity cited above. The
change in V from " Sn tp ' Sn leads to a hV/V= —

~, .
For R =roA'~, we find that b,(R )/R =+—„,. In other
words if R were held constant over the five isotopes, the
neutron excess dependence would vanish.

D. Analysis with other geometrical parameters

It was found that the 1.63 MeV elastic scattering data
could also be fitted with another set of geometrical pa-
rameters, namely

rp ——1.28 fm,

rp = 1.32 fm,

a =0.63 fm,

and

a'=0.40 fm,

which we eall set 8. The overall quality of the fits ig very
nearly the same for set B as for set A.

Table IV gives the best-fit well depths for geometry set
8, and Table VI compares the parametrized well depths
obtained with the two sets. The well depth parameters V~

and 8'~ derived with the two parameter sets agree within
mutual uncertainties, but the Vp's and 8'p's disagree bad-
1y.

Parameter set B did not give acceptable fits to the 1.00
MeV cross sections, and hence must in some sense be
thought of as spurious. Many other geometry sets were
tested, but none were found that fit the whole isotope set
at one bombarding energy as well as sets A and 8, much
less at both 1.00 and 1.63 MeV.

VI. DISCUSSION

The differential cross sections for neutron scattering by
five even-A isotopes of Sn have been measured with
unusually high precision and accuracy at neutron energies
of 1.00 and 1.63 MeV. The successive addition of four
pairs of neutrons has been found to have a systematic ef-
fect on the elastic scattering differential cross section
which is most pronounced in the minimum near 115',
where the cross section decreases =-30% with the addition
of eight neutrons. At the forward and backward angles
the effect of increasing the neutron number N is to in-
crease the cross section by a smaller percentage. Since the
neutron shell is half filled for " Sn, adding neutrons de-
creases the number of compound states at a given excita-
tion energy. This is a possible interpretation of the de-
creasing compound elastic scattering with increasing N

which is obtained from the statistical model (WHF) calcu-
lations, and hence for the decrease in elastic scattering dif-
ferential cross section in the cross section minimum as
neutrons are added. The decrease in density of compound
states is consistent with the increase in temperature with
increasing A deduced from the neutron evaporation spec-
tra following bombardment of tin isotopes with 8.4 MeV
neutrons.

The elastic scattering cross sections have been fitted
with a complex potential whose parameters could be
determined with small uncertainties because of the high
precision and accuracy of the measurements. The real
and imaginary well depths of the potential were
parametrized in terms of neutron excess as V = Vo —V~(
and 8'= 8'0 —W&g. V~ is often interpreted as an isospin
tenn because it is of about the same magnitude, but of op-
posite sign, for proton and neutron scattering.

From a global fit to neutron scattering data for 1

MeV & E„&24 MeV and 56 (A (209, Bechetti and
Greenlees arrived at a global value of V& =24 MeV,
which is now more or less generally accepted. This is
much smaller than the Vi ——50+10 MeV obtained by
Holmqvist and %iedling from analyzing 8 MeV neutron
scattering from 22 elements in the range 27(A (209.
The value V&

——29.0+1.6 MeV found in the present work
for the tin isotopic series at both E„=1.00 and 1.63 MeV
agrees with the global result of Bechetti and Greenlees. It
is 80% larger than the V& ——16.1+2.3 MeV found by Ra-
paport et al. ' for the scattering of 11 MeV neutrons from
these same tin isotopes with an analysis similar to ours.
Makofske eI; al. also obtained V& ——16 MeV from an
analysis of proton scattering from even-A tin isotopes at
Ep=16 MeV. However, Satchler notes that if "~Sn
were left out of their analysis, they would obtain V~ =-25
MeV, which may show the effect of a subshell discon-
tinuity. Except for the Holmqvist and Wiedling result,
both global and local studies arrive at a value of V& in the
range 21+5 MeV for neutron scattering.

The effects on V and 8' of a change in dependence of
R on A was also investigated in the present work. Figure
9 shows a plot of V~ versus the exponent m in the radius
equation

R=r A~

for E„=1.00 MeV. The points for E„=1.63 MeV are
virtually the same and are not shown. From Fig. 9 we
conclude that the generally accepted global value of V~
and the global value of m, namely —, , are barely consistent
for the neutron potential of the even-A tin isotopes. %e
cannot determine separately the value of either quantity,
but for V& ——24 MeV, m is limited to 0.24(m (0.34.
Furthermore, we find that Vi is proportional to m, prob-
ably reflecting the VR ambiguity, as noted above. Rapa-
port et a/. ' made a similar test of the effect of changing
the R vs A dependence for their 11 MeV cross sections,
and found that at that energy V~ was independent of m.
The imaginary potential was insensitive to the size of' m
in both the present work and that of Ref. 10.

Good fits with a spherical optical model to the present
data on the tin isotopes require 8'& ——50.9+3.7 and
34.1+7.0 MeV at 1.00- and 1.63-MeV bombarding ener-
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gies, respectively. This is in fairly good agreement with
the Wi values of 45 and 38 MeV determined for isotopic
series of tin and selenium in coupled-channels analyses by
Newstead and Delaroche and by Lachkar et al. ,
respectively.

On the other hand, a global value of 8'~ ——12 MeV is
given by Bechetti and Greenlees for neutrons with ener-
gies up to 24 MeV. Rapaport et al. ,

' in their spherical
optical model analysis of 11 MeV neutron scattering on
the even-A tin isotopes, find a 8'~ which agrees with the
global value. Thus, various studies are finding two dif-
ferent results for the dependence of W on neutron excess,
one set favoring the small value for Wi expected on sim-
ple theoretical grounds and another set of studies, in-
cluding this one, suggesting values 3—4 times as large. It
would appear that further work is necessary if the
behavior of 8 ~, not to mention the validity of a linear
dependence of W on g, is to be understood.

At E„=1.63 MeV the differential cross sections for in-
elastic scattering to the 2+ first excited states are isotro-
pic. After correction for isotopic impurities, the magni-
tudes of the inelastic cross sections for A = 116—122 are
the same within their experimental uncertainties of =7%,
but for ' Sn, o(n, n') is 13% lower than for the other iso-
topes.

It might be expected that in the present case, where
scattering to only two levels is possible and where the po-
tential parameters have been determined with high pre-
cision, that the statistical model ' should provide a very
good representation of the inelastic scattering cross sec-
tions. On the contrary, we find that the calculated cross
sections are systematically higher than the experimental
values by up to 20% (see Fig. 5). This is even more
surprising when one considers the following:

(a) Even if the maximum possible Lane-Dresner level-
width fluctuation correction factor of 0.5 were applied
to o„, four of the five calculated cross sections would still
be too high. The actua1 correction factor calculated by
ALTE was =0.55.

(b) It has been shown by Moldauer ' that applying only
the level-width fluctuation correction results in an un-
derestimate of the inelastic scattering cross section, since
channel-channel correlations will cause an enhancement
of o(n, n') and hence will at least partially cancel the fluc-
tuation corrections. In the present case, the inelastic
scattering cross sections calculated with the fluctuation
corrections are higher than the experimental values and
inclusion of the channel-channel correlations would only
make the disagreement with experiment worse, perhaps as
much as 40%.

It would thus appear that there may be some inadequacy
for this simple two level scattering problem either in the

statistical model with all currently accepted corrections or
with the assumption of a single, local potential.

VII. CONCLUSIONS

A spherical optical model analysis has been made of the
elastic scattering and total cross sections of 1.00 and 1.63
MeV neutrons from an isotopic series of nuclei with very
similar nuclear structure. For each bombarding energy
the best-fit values of V show a good linear dependence on
neutron excess, well within the experimental uncertainties,
but the slope of the line depends strongly on the radius
versus A relationship. If a conventional mass-radius rela-
tionship is assumed, we find that a best fit to each nucleus
results in a neutron-excess dependence of the real poten-
tial which is in good agreement with global studies of neu-
tron and proton scattering at incident energies of 1—25
MeV. Furthermore, it is found that the real potential
scattering strength, VR, is almost constant across the set
of Sn isotopes at these bombarding energies.

We have found that a large neutron-excess dependence
for the imaginary part of the potential is absolutely neces-
sary to obtain satisfactory spherical optical model fits to
the experimental cross sections. Varying the radius versus
A relationship does not affect the size of Wi. The best-fit
values of the imaginary well depth, 8', also show a fairly
good straight line dependence on the neutron excess,
g=(X —Z)/A. It is interesting to note that the sign of
W& found here is negative, which is opposite to that usu-

ally found for proton scattering, and hence is consistent
with an isospin interpretation of the variation of W vs g.

The size of 8
&

needed to satisfactorily fit the tin iso-
topes at these low neutron energies is 3—4 times larger
than has been obtained in most global analyses, but is not
inconsistent with the results of some other nucleon
scattering studies covering limited regions of mass num-
ber. Large decreases in Vo and in 8 I are found in the
present work in going from E„=1.00 to 1.63 MeV. This
may be related to the opening of the inelastic scattering to
the first excited state, which represents a doubling of the
number of open channels. If this is indeed the case, then
the large Wi values found here may not be inconsistent
with the much smaller value found by Rapaport et al. ' at
E„=11MeV.
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