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Magnetic excitations in '?C have been measured by inelastic electron scattering at backward
scattering angles for momentum transfers between ¢=0.5 and 3.3 fm~!. Data for M1, M2, M3,
and M4 transitions are compared to shell model calculations. In general, the excitation energies are
reasonably predicted, as are the momentum transfer dependences of the form factors. However, the
form factor magnitudes often exceed measurements by factors of more than 2. Candidates for 2~
states are seen at excitation energies of 18.2 and 22.7 MeV. It is shown how structure effects may
reduce estimates of isospin mixing matrix elements from (,7') ratios.

I. INTRODUCTION

The recent availability of large currents of spin-
sensitive projectiles, made possible by a new generation of
particle accelerators, has led to a vast improvement in the
quality and scope of data on nuclear magnetic excitations.
The understanding of these measurements has not been
without difficulty. For example, a systematic deficit of
strength has been identified in the (p,n) Gamow-Teller res-
onance,! and unexpectedly large M1 cross sections have
been found in high momentum transfer (e,e’).? Such find-
ings have helped to stimulate theoretical conjectures re-
garding possible contributions from delta isobar-nucleon
hole configurations,® possible precursor effects to meson
condensation,* and two-pion and rho-meson exchange.’
More orthodox explanations have also been developed, for
example, core polarization.®

Central to many of these arguments have been the
properties of magnetic excitations in '2C. In large part,
this interest may be attributed to the existence of the
unusually strong M1 transition to the 15.11 MeV, T=1
level, which has been studied by many diverse reactions.
Secondly, for !2C there exist relatively sound nuclear
structure models which should aid in distinguishing possi-
ble non-nucleonic processes from more conventional de-
grees of freedom. To help make these distinctions, a
study of the multipole dependence of magnetic excitations
has been advocated.” The nucleus >C again appears as a
good choice for investigation since experimental and
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theoretical®~!! studies have indicated, in addition to the
strong M1 excitation, the existence of concentrated transi-
tion strength belonging to higher magnetic multipoles,
M2, M3, and M4. The relatively low level density of *C
should also facilitate the experimental observation of these
excitations.

Despite extensive efforts, however, the spectroscopy'?
of 12C magnetic transitions is still rather limited. Perhaps
the only magnetic excitations with firmly-established mul-
tipolarities are those to the lowest-lying 1+ (12.71 MeV,
T=0 and 15.11 MeV, T=1) and 2~ (11.83 MeV, T=0
and 16.58 MeV, T=1) levels. Magnetic transitions to
other levels are more speculative in nature. Of particular
interest is a conspicuous peak observed at an excitation of
19.5 MeV in inelastic scattering experiments. However, it
seems that the composition of this peak is in fact quite
complex: broad and overlapped 1~, 1+, 27, 2%, 3—, 3%,
and 4~ states have been proposed to populate this excita-
tion region.'? To further complicate matters, comparisons
of 7+ and 7~ inelastic scattering measurements have in-
dicated appreciable isospin mixing of some of these states
with neighboring states of the same spin and parity.!3—16

Theoretical investigations have long advocated that one
of the strongest contributors to the 19.5 MeV peak is a
“stretched” M4 transition.!®!! Such transitions are of
special interest since, in the lowest-order shell model
space, the shape of the M4 form factor is determined sole-
ly by the (ds/,p 3“/12 )4 matrix element, and hence cannot
be influenced by configuration mixing. This restriction
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has not only made such transitions “benchmarks” for the
comparison of reactions involving different probes,!” but
has also permitted the separation of the different contri-
buting transition densities.'®!°

The higher-excitation region of '2C has been studied in
prior (e,¢’) experiments,'®?°~2* several of which lacked
the resolution to separate the 19.5 MeV complex from a
strongly excited 20.6 MeV peak. In light of recent con-
certed efforts utilizing other probes for inelastic scatter-
ing,'3~1625-27 charge exchange,’®?° photoproduction,®
and radiative capture,>! ~33 it seemed desirable to improve
upon and perhaps reinterpret the (e,e’) data. Most of the
measurements reported here were carried out at backward
scattering angles, where electron scattering represents one
of the most selective tools available for the study of iso-
vector magnetic transitions.!®3*

II. THEORY

A. Shell model

For the momentum transfer region probed in this ex-
periment, simple configuration mixing can result in M1,
M2, and M 3 form factors whose dependence is similar to
that of less model-dependent M4 transitions. Thus, the
measured magnetic form factors cannot, by themselves, be
utilized to assign the spins and parities of levels. Further-
more, our low-g data are inadequate to permit the identi-
fication of low multipoles by model-independent tech-
niques.’> To help overcome these disadvantages and assist
the interpretation of the data, we have therefore referred
to the theoretical description provided by the nuclear shell
model.

Shell-model calculations of magnetic excitations in >C
date back more than three decades, to the work of Inglis.>
More recently, Donnelly'® calculated configuration-mixed
2~ and 4 states while retaining an s} /2p§ ,» ground state.
The same states have been studied by Antony-Spies'! us-
ing a 1p-1h continuum shell model. In the present work
the wave functions of even-parity states were derived from
the Cohen-Kurath’ (CK) (8—16)2BME two-body matrix
elements. The odd-parity states have been calculated in a
1%w space with the Millener-Kurath®” (MK) effective in-

Je27 (251
/
/
/
/I
", /o 20e e 2063 3]
B o AN 20.52 3*
20 |- 5 7 IR 1§ 19 -
4z 3. 1971 1950 amy Ll _ oS .91 |
A== e E rs— 1] 37 1943 4
L 3 T2 2 (o) R 19287921 - 2+
a7 4 A/ - y -
21 3 1821838351, o a 18.30 3
18 2 3 -7 /83 (*,0) 753 -
23 -t _ 1723 [y ]
5 7 :
I /1658 251 16.58 2"
27 /
S e 3T 7
[ 15.11 [ I — +
s L _— 1491 " 4
x 14 n
4
w e 13.35 (2)50
27
N 1271 1* o__ I
Tt
12 \J1.83 27,0 -
I
it NG 10,84 170 T
10 |- - .
O L 37,0
MK I '2c E '’B E ]
xpt. CK xpt

FIG. 1. Partial energy level schemes of '2C and its analog,
2B, In the theoretical spectrum, calculated using the Millener-
Kurath (Ref. 37) and Cohen-Kurath (Ref. 9) interactions,
dashed levels have T=0. The remaining theoretical levels are
T=1 states. The calculated energy levels are fixed to the 2C
ground state and the 2~ level at 16.58 MeV. For the sake of
clarity, 0~, 0%, 2+, and 47 levels have been omitted.

teraction. A comparison of the observed and calculated
level spectra is shown in Fig. 1.

Apart from the transitions to the lowest-lying 7=0 and
T=1 17 states, the best experimental candidate for a
magnetically excited, even-parity state is a proposed
T=1, 3% level at 20.5 MeV. The majority of the trans-
verse strength above 15 MeV appears to arise from mag-
netic excitation of odd-parity levels. As indicated in
Table I, the wave functions of these states can be ex-
pressed in terms of an sd-shell particle, usually s,,, or
ds /., coupled to the odd-parity states of an 4=11 core.
In !'B the important levels are the 3 ground state and
excited states at 2.12 MeV (5 ), 4.45 MeV (37), 5.02

TABLE I. Weak-coupling decompositions of T=1 odd-parity wave functions.

E,*

Jn (MeV) Wave function

2 16.58 —0.443 X ds/,+0.835 X51,,+0.235 Xds 2

1, 17.23 0.233 Xds/2+0.873 X512

3 18.36 —0.925 Xds;+0.215 X512

1, 19.25 0.88%, X512 +0.215  Xds5/2+0.315,Xds ),

2, 19.35 —0.683,Xds/;—0.403, X51,,+0.495 X ds /2

4, 19.59 0.905 X ds;,—0.295,Xds;

3, 20.6 0.84% Xds;;—0.215 X ds; —0.225,Xds 2 +0.335 X512
2 227 —0.575,Xds;,—0.635,Xds2+0.285 X d3

2Energy of observed level with which the shell-model state is identified.
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MeV (37), and 6.75 MeV (5 ). The T=1 wave func-
tions consist of only a few components, but the 7=0
wave functions are considerably more complex. This
feature can be understood in terms of the supermultiplet
classification scheme. The 4=11 wave functions have a
simple LS structure based on the p’ [43] configuration
which accounts for 82% to 95% of the relevant core wave
functions. Coupling an sd-shell particle to p’ [43] leads
to [44] (TS=00) or [431] (TS=01,10,11) symmetries for
A=12 odd-parity states. The [44] symmetry is strongly
favored by the effective interaction so that the lowest
T=0 wave functions have a dominant L =J, S=0 struc-
ture as can be seen from Table II. The intensity of the
[44] symmetry is slightly less than the fraction of S=0,
and is about the same as the [44] component in the >C
ground state. In addition, the intensity of the SU(3) con-
figuration (33) from p’(13)Xsd(20) is high for almost all
the states listed in Table II. The spectrum of low-lying
T=0 states is naturally similar to that obtained from
three a-cluster models. In terms of the weak-coupling
basis, the more complex nature of the T=0 wave func-
tions arises because a weak-coupling basis state, in gen-
eral, contains both S=0 and S=1 components, and hence
an admixture of various basis states is required to purge
the S=1 components. For T=1 both S=0 and S=1
occur in the same supermultiplet and no similar require-
ment exists.

Figure 1 shows some deficiencies in the ability of the
17w calculation to reproduce the experimental level spec-
trum in the region 16—21 MeV. This can be traced main-
ly to the tendency for levels of basically s;,, character,
the 21, 17, and 1,7 T=1 states, to come too high relative
to the remaining states which are primarily of ds/, char-
acter. It is probable that the spectrum could be much im-
proved by relatively minor adjustments to the MK in-
teraction. Such modifications should not greatly change
the wave functions, since only the mixing of the 4, and
43 T=0 states, just 1.1 MeV apart, appears sensitive to

small changes in the interaction. Some of the arguments
for the identifications made in Fig. 1 are presented in Sec.
IV. As shown in Fig. 1, many of the T'=1, unnatural-
parity levels have known analogs in !”B. In the case of
2C 19.5 MeV complex, the existence of 4~, 27, and 1~
analog levels in the corresponding excitation region of '’B
provides an invaluable lead for the interpretation of the
data presented here.

The magnetic form factors have been calculated using
the one-body density matrix elements listed in Table III,
with corrections!® applied for nucleon finite size and the
lack of translational invariance of the shell model wave
functions. For the most part, the form factors have been
determined using harmonic oscillator radial wave func-
tions with an oscillator parameter of b=1.65 fm. Al-
though this value is reasonably consistent with ground-
state properties,'® it may, by no means, be rigidly fixed
since it is unrealistic to restrict all single-particle orbits to
the same bound harmonic oscillator potential well. In ad-
dition, calculations were performed with wave functions
derived from a Woods-Saxon potential well of diffuseness
0.5 fm and radius 1.25(4 —1)'/3 fm. The spin-orbit split-
ting was set to 6 MeV for both the 1p and 1d orbitals, and
the single-particle energies were E(ls;,)=—38 MeV,
E(1p3/2)=—16 MCV, E(1p1/2)=—10 MCV, E(lds/z)
=E(2s,,)=E(ld3,;)=—2 MeV. For the range of
momentum transfer explored in this experiment, the
shapes of the form factors obtained with Woods-Saxon ra-
dial wave functions were very similar to the results of the
harmonic oscillator calculations. However, the relative
magnitudes of the Woods-Saxon and harmonic oscillator
form factors varied from transition to transition. The
largest difference occurred for M2 transitions with a large
(251 2,1p 3_/12) matrix element, where the Woods-Saxon
calculations were found to lie about 20—25 % below the
harmonic oscillator form factors.

In general, the calculated form factors are very similar
to those given in previous theoretical studies. However, in

TABLE II. LS structure of '2C odd-parity states.

E.?* Intensity (%)
Jn T (MeV) L,S=J,0 J—1,1 J,1 J+1,1 (3,3)°
3 0 9.64 88.0 5.5 2.8 3.1 91.0
1, 0 10.84 85.5 3.1 3.2 7.3 76.3
2, 0 11.83 72.1 16.7 6.4 24 81.7
4, 0 13.35 81.8 12.7 2.9 1.5 90.4
2, 0 18.2 44.6 35.5 7.9 8.3 7.7
4, 0 19.25 29.2 52.7 8.6 1.1 67.6
4 0 (20.7) 50.2 41.7 4.0 0.6 82.4
2, 1 16.58 11.6 63.3 17.1 3.2 68.2
1; 1 17.23 31.9 33 33.6 27.6 55.4
3 1 18.36 17.9 56.5 19.0 35 65.4
1, 1 19.25 34.7 0.9 52.6 10.8 74.6
2, 1 19.35 9.2 62.0 19.1 6.4 21.6
4, 1 19.59 8.7 72.3 13.5 1.0 69.7
3, 1 20.6 13.8 334 48.2 3.0 85.2
23 1 22.7 21.0 18.6 4.7 52.5 74.6

*Energy of observed level with which the shell-model state is identified.

®Intensity of the dominant SU(3) representation.
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TABLE III. One-body density matrix elements® for '2C odd-parity transitions.

E.°
Ja T (MeV) 281,2P172 dypp1s2 ds;pin 2s12P3/2 dsp3 ds;pan Pinlsip P3nlsiy
3 0 9.64 0.2645 —0.3145 0.5099
1; 0 10.84 0.2701 0.0999 0.6306 —0.1219 0.3195 0.0543 —0.0436
2 0 11.83 —0.710 —0.1216 —0.3956 0.1639 —0.3875 —0.0199
4, 0 13.35 0.3390
2, 0 18.2 —0.0144 0.0924 0.2783 0.1189 —0.6988 0.0107
4, 0 19.25 —0.6531
4, 0 (20.7) 0.3609
24 1 16.58 —0.0332 0.0047 0.7079 —0.0050 0.3474 0.0133
1, 1 17.23 0.1073 0.0031 —0.7172 0.1199 —0.1773 —0.0842 0.0235
3 1 18.36 —0.0384 —0.1322 —0.7510
1, 1 19.25 —0.5280 0.0021 —0.0947 —0.0150 —0.0652 —0.0283 —0.0216
2, 1 19.35 —0.0678 —0.2973 —0.3213 —0.0904 0.5521 —0.0074
4, 1 19.59 —0.8069
3, 1 20.6 0.5027 0.1497 —0.0613
23 1 22.7 —0.1670 0.3429 —0.1096 —0.4802 0.1957 —0.0063

*The definition of the one-body matrix element, together with the single-particle phase conventions are given in Ref. 38. For '?C these
one-body matrix elements are equal to the transition amplitudes Z defined in Ref. 58.
YEnergy of observed level with which the shell-model state is identified.

some cases there exist notable differences in the magni-
tudes of the expected form factors. For example, Donnel-
1y' finds that the full isovector M4 strength is concen-
trated in a state that he predicts at 20.17 MeV. In our
calculations, the corresponding state carries only 65% of
the full single-particle strength.

As noted by Donnelly,'° transverse electron scattering is
primarily sensitive to isovector AT=1 transitions since
the isovector magnetic moment p, =(u,—u,)/2=—2.353
un is large compared to the isoscalar magnetic moment
ps=(n+p,)/2=0.440 un. The large value of u, also
accounts for the expected dominance of spin-flip terms in
the measured isovector form factors. However, for the
case of isoscalar AT=0 transitions, purely convective
currents can contribute much more equitably. For exam-
ple, the calculations indicate that the first AT=0, M2
form factor is dominated by spin-independent convection
current terms, and that the first diffraction maximum of
the 12.71 MeV isoscalar M1 transition is greatly reduced
by destructive interference between spin-flip and convec-
tion current contributions. The LS-coupling model also
contributes to the understanding of these effects. As can
be observed from Table II, whereas the lowest T=0 states
are mainly S=0 in character, S=1 components predom-
inate in the T=1 wave functions.

B. Isospin mixing

Differences between measured 77 and 7~ inelastic
scattering cross sections identify!*~!6 three pairs of
isospin-mixed levels in >C: the lowest-lying 17 states at
12.71 and 15.11 MeV, a pair of tentative 2~ levels at
18.32 and 19.35 MeV, and a probable 4~ doublet at 19.25
and 19.65 MeV. Under specific model assumptions,
namely that the pure isospin states being mixed have the
same particle-hole structure and spatial distribution,
charge-dependent isospin-mixing matrix elements have

been calculated from observed ratios of 7+ and 7~ cross
sections.!*!* In the following, a simple two-state mixing
formalism is developed which allows for the evaluation of
isospin mixing without the imposition of restrictive model
assumptions.

For magnetic transitions in a J =07, T=0 nucleus, the
plane-wave cross section for inelastic electron or pion
scattering to a state of good isospin T=0 or T=1 can be
written

o¥4q)~GELPLg) +GEPi(q) ,

where PL(g) and Pi(q) are the momentum representa-
tions of the orbital and spin transition densities. Applied
to electron scattering, the orbital and spin g factors
Gi=Gi=%, and Gi=p,, Gj=u,. For (m=),
G)=G!=0, and G} and G} are the Fourier transforms
of the isoscalar and isovector components of the pion-
nucleon spin-orbit potential. In the latter case, it is con-
venient to omit the spin superscript s and replace it with a
+ or — sign to indicate 71 or 7~ scattering. Near the
N*(3,3) resonance, G /Gi{ =-2, Gy /Gi{=2, and
G{ /G{ =—1. For a pair of isospin-mixed states | 4)
and | B),

0.}4/2(q)~ __Bo_i/2+( 1 _32)1/20,(1)/2
and
UlB/z(q)~BO'(I)/2+(1—32)1/20'{/2 ,

where 3 is the mixing parameter. Since the absolute
(7r,7') cross sections are less well understood then the
electromagnetic results, the analysis of the pion data is
usually based on cross section ratios, for example,

[od(q)/o(@)]'"*=[2x +S(¢)]/[2x —S(q)],
[od(q) /05 ()] *=[xS(q)—2]/[xS(9)+2],

and
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[o}(g)/oF ()] *=[2x +S(¢)]/[2—xS(¢)] ,

where x =(1—82)'/2/B, and S(q)=P%(q)/P{(q). Differ-
ences between 7+ and 7~ distortion effects modify these
ratios by only a few percent.’ In principle, therefore, by
solving for any two (,7') cross section ratios one can
determine not only the isospin mixing parameter 8, but
also the density ratio S(q), albeit with a sign ambiguity.
Note that, in contrast with previous analyses which set
S(g)=1, corresponding to Pj(gq)=Pj(q), no explicit
structure assumptions have been imposed in the present
formalism.

In practice, the (7,7') cross section ratios are not usual-
ly determined with sufficient precision to accurately de-
fine B and S(g). Additional information from the abso-
lute (7,7') and (e,e’) cross sections is helpful, not only to
further restrict B and S(gq), but also to give the absolute
densities Pj(q) and Pi(q). For example, whereas the total
(e,e’) cross section for states | 4) and | B) is dominantly
isovector in character, the summed (,7’) cross section is
primarily sensitive to the isoscalar spin-flip density, ac-
cording to

04 +05=05+0i
~GF2[P5 (q)+P5 (q)/4],
~[GEPY I [1+5%g)/4] .

An analysis following these ideas will be developed in Sec.
IVC.

III. EXPERIMENTAL METHOD
AND DATA ANALYSIS

The measurements were performed using the high-
resolution electron scattering facility*® of the Bates Linear
Accelerator Laboratory in Middleton, Massachusetts.
Most of the data were obtained through the use of a 180°
scattering apparatus;41 however, we have also utilized cali-
bration measurements from experiments performed at 90°,
140°, and 160°. Incident beam energies of 50.7—338.0
MeV were employed, with a corresponding range of
0.51—3.28 fm~! in the elastic momentum transfer. The
targets consisted of natural carbon foils with effective
thicknesses varying from 25.9 to 139.6 mgcm™2 Al-
though the thinnest targets gave momentum resolutions as
fine as 80 keV/c, thicker targets were often chosen to im-
prove the counting statistics.

The correct normalization of the 90° form factors was
established using the known '2C elastic cross section.*? At
more backward scattering angles, the >)C data were nor-
malized by comparing measured proton elastic cross sec-
tions with the known values.*> The largest spectrometer
aperture subtended 26.8 X 130.9 mrad at the target, corre-
sponding to an acceptance solid angle of 3.51 msr. Inelas-
tic cross sections were determined using a line-shape fit-
ting procedure and converted into (e,e’) form factors.**
First-order Coulomb distortion corrections were made by
transforming the data to effective momentum transfers,
defined by*®

deff =4 [ 1 +f(q)za/ER] s

where E is the incident electron energy and R=3.16 fm is

the radius of the equivalent nuclear sphere. For the mea-
sured kinematic range in 12C, the function g.¢ can be ap-
proximated by f(g)=0.3 + 0.5q, where ¢ is in units of
fm~!. This dependence was established by comparing
plane-wave Born approximation M4 form factors with
those calculated in the distorted wave Born approxima-
tion. Complete tables of the data have been deposited
with the Physics Auxiliary Publication Service.*

IV. RESULTS

Two scattered electron spectra are shown in Fig. 2. The
arrows denote the known and probable magnetic transi-
tions, now to be discussed.

A. The known 1% states

Although the M1 form factors for the excitation of the
11 states at 12.71 (T=0) and 15.11 MeV (T=1) have
been presented elsewhere,* it is useful to review the per-
tinent facts. The B(M1)1=2.47 u% given by the CK
wave functions for the 15.11 MeV transition is 13%
smaller than the observed value of 2.79 /J,ZN. However,
with the inclusion of one-pion exchange currents,*® the
theoretical prediction is raised to 2.78 uy, and essentially
exact agreement is obtained. Extensive study*® has been
directed to higher momentum transfers, where (e,e’) data
on the second diffraction maximum of the M1 form fac-
tor exceed the CK prediction by about a factor of 10.
This discrepancy has been attributed to various effects,
e.g., core polarization,® or mesonic interactions of shorter
range than one-pion exchange.*> More simply, Dubach
and Haxton®® demonstrated how a relatively small read-
justment of the CK shell model amplitudes is sufficient to
account for much of the high-q discrepancy. The CK
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FIG. 2. Two examples of (e,e’) spectra measured at 180°.
The arrows denote known and probable magnetic transitions
discussed in the text.
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predictions underestimate the first diffraction maximum
of the isoscalar 12.71 MeV form factor by a factor of 3.
However, Flanz et al.*’ have shown that the form factor
is sensitive to isospin mixing with the 15.11 MeV T=1
level. The amount of mixing required to give agreement
with the data corresponds to a charge-dependent isospin-
mixing matrix element of 140135 keV. This is in good
agreement with the 148129 keV recently derived by
Morris et al.¥> from inelastic pion scattering measure-
ments. The ratio of the (7,7') cross sections for the 15.11
and 12.71 MeV transitions varies with incident pion ener-
gy and, in particular, exceeds the expected four-to-one ra-
tio at energies near the N*(3,3) resonance. Morris et al.!
have suggested that this behavior may reflect the excita-
tion of delta particle-nucleon hole configurations in the
T=1 wave function. An earlier proposal,**? based on the
large 15.11 MeV cross sections observed in high-g {(e,e’),
that '>C might be close to the pion-condensation thresh-
old, appears to be inconsistent with the results of more re-
cent inelastic proton scattering experiments.?”>

B. The 11.83 and 16.58 MeV 2~ states

In Fig. 3 the form factors for the transitions to the 2~
states at 11.83 (7=0) and 16.58 MeV (T=1) are com-
pared to the harmonic oscillator shell model predictions.
In both cases the observed g dependence is consistent with
the theory, however, a notable aspect is the extent to
which the shell model calculations overestimate the data
on the 11.83 MeV transition. Although the predicted

T T T T T
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FIG. 3. Comparison of measured and calculated form factors
for the 11.83 and 16.58 MeV M2 transitions. The theoretical
curves were computed using harmonic oscillator radial wave
functions with b=1.65 fm, and have been reduced by the indi-
cated factors. The continuous curves represent the total calcu-
lated form factors, whereas the dashed curves exclude spin-flip
contributions.

16.58 MeV form factor is just 35% too large, the 11.83
MeV calculation must be reduced by a factor of 5.5 in or-
der to agree with the data. A recomputation of the 11.83
MeV form factor using Woods-Saxon radial wave func-
tions leaves the theoretical predictions essentially un-
changed, and consequently does not alleviate the disagree-
ment. [Compared to the 11.83 MeV excitation, the 16.58
MeV transition has a more dominant (2s,,,,1p3,3) char-
acter and the form factor is sensitive to the form of the
radial wave functions. The Woods-Saxon form factor for
the 16.58 MeV transition exceeds the data by only 15%.]
Furthermore, it appears unlikely that the small 11.83
MeV form factor can be attributed to isospin mixing with
the 16.58 MeV, T=1 state, since this would not only
demand an unreasonably large charge-dependent mixing
matrix element, but would also destroy the good theoreti-
cal description of the 11.83 MeV form factor shape.
Indeed, it is remarkable that the AT=0 shell model calcu-
lation can be so far awry in magnitude and yet correctly
describe the shape of the low-multipole form factor,
which is sensitive to the configuration admixture in the
initial and final state wave functions.

Figure 4 shows that the strongest isoscalar M2 transi-
tion is predicted to excite the second T=0, 2~ state, cal-
culated to lie at 16.14 MeV. One might seek to identify
this state with a 375440 keV wide, T=0 unnatural-parity
state observed at 13.35 MeV and tentatively assigned!? as
J =27, although the evidence for such an assignment is
very weak. Such an identification seems to be inconsistent
with the present measurements which show no contribu-
tion from the 13.35 MeV peak. Near g=1 fm~!, where
the theoretical form factor reaches a maximum value of
1.2X 1074, the data set an upper limit of 410~ on the
13.35 MeV form factor. The level of this discrepancy
makes it unlikely that the 13.35 MeV level could corre-
spond to the second calculated T=0, 2™ state. As will be
seen, the next good candidate for a (dominantly) isoscalar
M2 excitation appears to have been found in the vicinity
of 18.2 MeV.

If the 13.35 MeV level is not 27, as suggested by the
present results, can it be identified with the first predicted
T=0, 4~ state, calculated at 13.59 MeV? The calculated
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FIG. 4. Harmopic oscillator form factors calculated for the
three lowest-energy AT=0 and AT=1 M2 excitations.
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M4 form factor peaks near g=1.75 fm~!, reaching a
magnitude of 1.1X10~°. This exceeds by a factor of 7
the upper limit set by the data in this momentum transfer
region.

C. The 4~ states

The form factor deduced for the 19.5 MeV complex is
shown in Fig. 5(a). The dominantly transverse nature of
this peak is proven by the near equivalence of the 90° and
180° data. In the momentum transfer range g=1-2.5
fm~!, an upper limit of | F; |?><10~* may be set on the
corresponding longitudinal form factor. The data have
been combined with the low-g measurements of Goldem-
berg and Barber.® Results obtained by Lightbody?* and
Beer et al.?! lie in general agreement with the data shown
in Fig. 5(a), but have somewhat larger errors. Although
measurements made at Stanford!® extend to ¢=3.67
fm~!, the 19.5 and 20.6 MeV peaks were not satisfactorily
resolved. The experiment of Yamaguchi et al.,?* which
barely resolved these peaks, gave form factors consistent
with the present results, except in the g=1.5—2 fm~! re-
gion, where the data of Yamaguchi et al. are 20% lower.

Figure 5(a) shows a steep low-g rise in the form factor
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FIG. 5. (a) Form factor data for the 19.5 MeV complex. The
curves show the presumed M4 contributions. The continuous
curve has the same g dependence as that observed for M4 tran-
sitions in 3C. The dashed curve represents a harmonic oscilla-
tor M4 fit to the '2C data alone. (b) Residual form factor
remaining after the subtraction of the M4 component. The dia-
monds were derived under the assumption that the M4 form
factor is represented by the dashed curve in (a). Other data
points were obtained by subtracting the continuous curve. Com-
parisons are made with three calculated shell-model transitions.

followed by a more gradual dependence at higher momen-
tum transfers. This lack of a simple diffraction structure
points to the presence of two or more contributing mul-
tipoles. As mentioned earlier, in the corresponding excita-
tion region of the analog nucleus >B, 4=, 2, and 1~ lev-
els have been identified.'> Moreover, various theoretical
studies'®!! insist upon the existence of a very strong
AT=1, M4 excitation in this region. In the present calcu-
lations, the energy of this excitation is 18.35 MeV. The ¢
dependence of the stretched M4 transition strength is
such that it may be expected to dominate the data taken
at high momentum transfers.

Our procedure for analyzing the 19.5 MeV complex is
as follows. Except for the adjacent 20.6 MeV peak, the
cross section of which has been determined by a separate
line shape fitting procedure, it is assumed that the
highest-g data define only the isovector M4 cross section.
Assuming further that the M4 cross section extrapolates
to lower momentum transfers in accordance with model
descriptions, it is then possible to subtract out the M4
component and study explicitly the properties of the resi-
dual cross section.

A critical element in this analysis is the selection of an
appropriate g dependence for the M4 form factor. For-
tunately, because of the strong dominance of the
(dsp,p 3_/12 )ar4 matrix element, the M4 form factor shape
is expected to be largely independent of configuration
mixing effects. Perhaps the soundest assumption that can
be made is that the '2C form factor has the same g depen-
dence as that measured®* for M4 transitions in °C. Al-
though the M4 form factor shape is directly influenced by
radial potential-well parameters, the observed equivalence
of the ?C and 3C root-mean-square charge radii>> sug-
gests, for protons at least, that any well-size differences
should be minimal. Furthermore, possible concern that
continuum effects might make the form factor shape
dependent upon excitation energy seems unwarranted: In
3C, where measurements have been made of three M4
transitions distributed over a 12 MeV excitation range, no
such dependence has been seen.’* 5

The results of this analysis are shown in Figs. 5 and 6.
The solid curve in Fig. 5(a) follows the shape of the !3C
M4 form factor. This is seen to provide a good descrip-
tion of the >C 19.5 MeV data above about g=2 fm~".
Selected experimental spectra are shown on the left-hand
side of Fig. 6 with the continuous curves delineating the
separate contributions of the 20.6 MeV resonance, as-
sumed M4 line shape, and underlying continuum. The
latter curve was determined empirically by fitting to an
extended range of scattered electron energies. As defined
by the highest-g data, the M4 cross section peaks at
19.59+0.04 MeV, and has a half-maximum full-width of
0.55+0.07 MeV. Inelastic pion scattering measurements
at high momentum transfer show a pair of states in this
excitation region,13 one at 19.25+0.05 MeV, and the other
at 19.6510.05 MeV. By virtue of marked asymmetries
observed in the relative 7+ and 7~ cross sections, this
pair of states has been interpreted as an isospin-mixed
doublet. The present analysis does not easily permit any
statement regarding the number of 4~ states in the 19.5
MeV region. It can only be assumed that the high-g (e,e’)
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FIG. 6. Shown on the left-hand side are selected experimen-
tal spectra for data in the region of the 19.5 MeV complex. The
curves delineate the separate contributions of the 20.6 MeV res-
onance, assumed M4 line shape, and underlying continuum.
Two possible choices, represented by continuous and dashed
curves, are given for the M4 differential cross section. These
correspond to the continuous and dashed curves depicted in Fig.
5(a). On the right-hand side of the figure are residual cross sec-
tions remaining after the subtraction of the continuum, M4, and
20.6 MeV contributions. The plain error bars are based on the
assumption that the M4 cross section follows the continuous
curves. The circles employ the dashed curves.

cross sections reflect the distribution of isovector M4
strength.

For a nucleus with a ground state spin of zero, a com-
mon measure of the stretched magnetic transition strength
is in terms of that expected for the leading-order com-
ponent in the extreme-single-particle model.'” In the
plane-wave Born approximation, and with harmonic oscil-
lator radial wave functions, the M4 form factor for the
relevant (ds/5,p3/5) Ma,AT —1 Matrix element is given by*’

| Fara@) | 2=0.031(fm2)y*f 2, fre =202, 1)

where y =(bq /2)?, and f2, and f2, are the center-of-mass
and nucleon finite size terms. The value of the oscillator
parameter which best fits the °C data in the vicinity of
the form factor peak is b=1.53 fm. With this value, the
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Ma4 strength in the '2C 19.5 MeV complex was found to
equal 3414 % of the isovector extreme single-particle lim-
it given by Eq. (1). According to recent calculations by
Plum et al.,' the consideration of one-pion exchange
currents reduces the deduced strength by about 15%;
however, this correction is approximately offset by the ef-
fect of employing more realistic Woods-Saxon wave func-
tions in the analysis.’®

In order to assess the model dependence of the above
analysis, alternative interpretations were explored. One,
for example, did not rely upon the form factor shape mea-
sured for 1*C, but instead was based on directly fitting the
12C high-q data with the harmonic oscillator, M4 form
factor given by Eq. (1). In this case there were two free
parameters, an overall M4 strength factor, and the oscilla-
tor parameter b. The data above g=1.7 fm~! are best fit
with b=1.52+0.01 fm~! and an M4 strength equal to
40+4 9% of the isovector single-particle limit. This fit is
represented in Figs. 5(a) and 6 by the dashed curves.

Neither of the above analyses gives any consideration to
high-g contributions from multipoles other than M4. Ac-
cording to theoretical results to be discussed in Sec. IV D,
the strongest non-M4 contribution is expected to come
from an E1 excitation to the analog of the 4.30 MeV, 1~
state in !2B. If this transition indeed carries the full
strength predicted by the shell model, the deduced M4
strengths will be reduced by not more than 20%.

For the 19.25 MeV peak observed in (7,7'), the cross
section ratio 0§ /o7 has been judged by Morris et al.'® to
be greater than 2. Under the assumptions of two-state
mixing and S(g)=1, they found a rather large lower
bound of 0.32 for the mixing parameter 3. The utilization
of the estimated cross section ratio'> o /o <5 for the
second, 19.65 MeV peak permits the relaxation of the as-
sumption that Pj(g)=Pj(g). Solutions obtained in this
more general analysis extend throughout the hatched area
in the plot of the density ratio S(g) against 8 shown in
Fig. 7. Note that the (,7') cross sections do not uniquely
define the signs of S(g) and B: An identical solution area
exists in the quadrant where both S(g) and 3 are negative.
With the possible exception of o /o7, other (,7’) cross
section ratios do not provide any significant further con-
finement of the solution region. Although neither S(q)
nor 3 are well determined by the more general analysis, an
absolute lower limit of 0.17 may be imposed on |S],
about half the limit deduced by Morris et al. under the
assumption S(g)=1. Even if it was argued, on theoreti-
cal grounds, that S(gq) should be close to unity, Fig. 7
shows that in the vicinity of S'(g)=1, the lower limit that
may be imposed on | 3| varies rapidly.

To better constrain the lower bound on the isospin mix-
ing, a separate determination of S(q) would clearly be
helpful. This may be provided by the absolute (e,e’) and
(m,7') cross sections, summed over states | 4) and | B).
For this interpretation it is convenient to attribute the
one-body M4 transition density solely to the stretched
(ds/p,p 3_/l2 )m 4 single-particle density p(q), writing

PHq)=Zrp7(q) ,

where the transition amplitudes Z; take on the value of
unity for a pure particle-hole excitation.’® In particular,
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FIG. 7. Solution regions for isospin mixing between 4~ states
in 2C. The axes are the isospin mixing parameter 3 and the ra-
tio of the isovector and isoscalar spin transition densities S. The
singly hatched area represents the allowed solution region when
only (m,7') cross section ratios are considered. If the absolute
(m,7') and (e,e’) cross sections are adopted as additional con-
straints, the solution region is confined to the doubly hatched
area.

this assumption simplifies the interpretation of the (e,e’)
cross sections since the corresponding orbital transition
densities ph(q) and p'(g) vanish for the stretched matrix
element. Possible shape differences between the isoscalar
and isovector densities are neglected, and we set
polg)=pi(g). Considering the model uncertainty in the
extraction of the M4 strength, the above analysis of the
(e,e’) data gives

(04+05)/01=2Z%+0.035Z}
=0.34+0.07 , @)

where o, represents the pure single-particle isovector cross
section.

A similar relationship can be derived by comparing the
(w*,71) cross sections measured by Moore et al.?’ with
the distorted-wave, continuum shell model calculations of
Halderson et al.>® Recently, (e,e’) and (p,p’) results have
been employed®>*¢ to test the accuracy of the distorted-
wave (m,7') calculations for M4 transitions in '°0O and
3¢, Although it was found necessary to increase the
predicted '%O(m,7') cross sections by about 30%, data on
the 9.5 MeV M4 transition in *C showed little need for
such a large renormalization. The 162 MeV (mt, 7))
cross sections measured by Moore et al.?> account for
about 37% of the total predicted particle-hole strength,*
ie.,

(o +0F)/(of +01)=0.823+0.2Z3
=0.37. 3

It can be assumed that the error in this result is no better
than that in the (e,e’) analysis. Together, Egs. (2) and (3)
give | Z,|=0.62+0.10, |Z,|=057+007, and
| S | =0.94£0.2. The last result, which is consistent with
the assumption made by Morris et al., sets for |B| a
three standard-deviation lower limit of about 0.22. This
value corresponds to a lower limit of 86 keV for the
charge-dependent isospin mixing matrix element, rather
than the 120 keV obtained by Morris et al.'> As noted by
Halderson et al.,* appreciable mixing between the two
levels is not unexpected. Large Coulomb mixing matrix

_elements result not only from the similarity of the unper-

turbed wave functions, but also from the unbound nature
of the states.

In comparison with the shell-model prediction
(Z,=—0.81), the observed isovector M4 cross section is
only about half as large as anticipated. Since levels of
ds/, character tend to have calculated energies that are
about 1 MeV too low, the isoscalar M4 strength is prob-
ably best identified with the second predicted T'=0, 4~
state at 18.43 which has an expected transition amplitude
of Zy=—0.65. However, as previously noted, the mixing
of this level with the third T=0, 4~ state predicted at
19.58 MeV (Z;,=0.36) is sensitive to the assumed effec-
tive interaction.

D. Residual strength in the 19.5 MeV complex
and the nature of the 18.2 MeV peak

On the right-hand side of Fig. 6 are shown the residual
cross sections remaining after subtraction of the underly-
ing continuum, 20.6 MeV resonance, and M4 line shape.
For the purpose of illustrating the model dependence of
the analysis, two residual cross sections have been calcu-
lated. The first, indicated by the plain error bars, corre-
sponds to the continuous curves on the left-hand side of
the figure which assume that the '2C M4 form factor has
the same ¢ dependence as that observed in '3C. The
second, derived from the dashed curves and indicated by
the circles, is based on the harmonic oscillator M4 fit to
the high-g '2C data alone. At g.;=1.436 fm~!, the resi-
dual strength is seen to be broadly distributed, peaking in
the vicinity of 19.6 MeV. However, for g.;=0.498 fm~!,
the lowest momentum transfer, the residual cross section
concentrates more tightly near 19.35 MeV. Figure 5(b)
shows the form factor for the residual strength between
18.7 and 20.3 MeV. As indicated by this figure, the
model dependence of the M4 subtraction introduces little
uncertainty up to g=1.5 fm™!; however, beyond this
point the residual form factor rapidly becomes ill defined.
Nevertheless, the data that remain still do not follow the
simple diffraction pattern expected from one dominant
transition, but rather suggest the superimposed patterns of
two or more competing transitions.

The simplest interpretation would therefore be that the
residual cross sections consist of two components, a broad
component which is preferentially excited in the region
g=1—1.5 fm~! and lies almost degenerate with the as-
sumed isovector M4 peak at 19.6 MeV, and another peak
centered near 19.35 MeV which prevails at lower momen-
tum transfers. Any attempt to remove the higher-g com-
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ponent by increasing the M4 subtraction results in nega-
tive residual cross sections for g>2 fm~!.

The 19.35 MeV feature has been observed in numerous
prior inelastic scattering measurements. Although its
low-gq character is broadly consistent with either a dipole
or quadrupole assignment, two factors support an M2
identification. Firstly, there is an analog 2~ level near the
corresponding excitation energy in !’B, and secondly,
theoretical studies have predicted appreciable strength for
such a transition, as is observed. In the present calcula-
tions the relevant T=1, 2~ state lies at 18.34 MeV. A
comparison of the observed and theoretical form factors is
shown in Fig. 5(b). As has been seen for other magnetic
form factors, with the exception of the first AT=1, M1
transition, the predicted form factor is much too large. In
order to obtain quantitative agreement with the data, the
calculation must be multiplied by a factor of about 0.26.

Forward-angle, inelastic pion scattering measure-
ments'*1® indicate that the 19.35 MeV peak is strongly
isospin mixed with a state observed at 18.32 MeV. This
lower energy state has also been seen in (p,p’) studies,?6%
where the measured excitation energy is 18.30+0.03 MeV.
Although there exists a slight discrepancy in the measured
excitation energies, a possible counterpart to this level ap-
pears at 18.20+£0.05 MeV in the (e,e’) spectra shown in
Fig. 2. The experimental properties of this (e,e’) peak,
0.3+0.1 MeV wide at half-maximum, are slightly ob-
scured since it abuts onto other broad resonance struc-
tures. Nevertheless, the results shown in Fig. 8 indicate
that the form factor diffraction maximum occurs near
g=1fm~'. Above 1.3 fm~!, only upper limits can be de-
duced.

Current energy-level tables'? suggest several alternatives
to a J =27, predominantly T=0 assignment. For exam-
ple, (p,y) measurements!? have indicated the existence of
a possible 1+, T=0 state at 18.13 MeV. However, not
only is the observed 0.6+£0.1 MeV width incompatible
with the present results, but the (e,e’) form factor calculat-
ed for the likely theoretical counterpart to this level also
underestimates the data by a factor of 50. Although can-
didates have been found!? for 3~ and 4~ states near 18.4
MeV, such states would be expected to have form factors
which peak near g=1.7 fm~!, not at 1 fm~!. Finally, on
the basis of qualitative agreement with calculated E1
form factors, Donnelly'® and Yamaguchi et al.?* suggest-
ed that the peak observed in (e,e’) might have T=1,
J™=1". On the other hand, although analogs for nearby
12C 1- states exist in the low-energy spectrum of >B, no
analog has yet been found for an 18.2 MeV, 1~ level.
Thus the experimental properties of this level cannot be
readily reconciled with any of the proposed alternatives to
a JT=2" assignment. At the same time, the low-g char-
acter of the 18.2 MeV peak in the (e,e’) data can do no
better than indicate likely excitation by means of a dipole
or quadrupole operator.

As indicated in Fig. 1, a possible theoretical counterpart
for a 27, predominantly T=0 state exists at an unper-
turbed energy of 17.68 MeV. However, the calculations
show only weak isoscalar strength for this excitation, and
are therefore inconsistent with measured (7,7') and (p,p’)
spectra where the peak is prominently seen.'®® Instead,

I T .
- 20.6MeV .
1074 | —
M3, 3
2 a1 227
FT Y MeV+ N 3
4 N\ B
o/ pX) ]
/'I\ﬂ23 \ 7
/%0.3 \
1/ \
1o™* £ 18.2MeV \ E
F + \ \ 3
r / ¢ \ ]
- "
i M2, \
10-5 L [ x0.05 \I
E i | |
I 2 3
Qe (fm™1)

FIG. 8. Experimental data for the 20.6, 22.7, and 18.2 MeV
transitions, and comparison with theoretical form factors calcu-
lated using b=1.65 fm. The theory for the transition to the 23,
T=1 state displays some sensitivity to the shell-model assump-
tions, as indicated by the dashed curve, obtained with slight
modifications to the effective interaction and single-particle en-
ergies. Note that the 18.2 MeV form factor is compared to the
g dependence calculated for the transition to the 2,7, T=1 state.

the cross sections and angular distributions of the (m,7')
and (p,p’) data®>®! are in much better agreement with the
shell-model predictions for the second T=0, 2~ state, cal-
culated to lie at 16.14 MeV. Moreover, the observed /=2
stripping strength, S(ds/,)=0.85 is consistent with that
predicted for the 2,7, T=0 level, S(ds,;)=0.70. Thus,
the 18.2 MeV peak is identified with the second T=0, 2~
level which is found about 2 MeV above the predicted ex-
citation energy. A similarity may be noted with 160,
where the shell model also underestimates the splitting of
the lowest T=0, 2~ states.’’

In the limit where the isoscalar contribution is ignored
although, the extent of the isospin mixing between the
18.2 and 19.35 MeV states may be trivially estimated
from (e,e’) alone. Under this assumption, the ratio of the
18.2 and 19.35 MeV form factors will equal 8%/(1—f?),
so that the observed 1:6 ratio near g=1 fm™! gives
| B| =0.38. The neglect of the AT=0 cross section is,
however, questionable in this case. Even though (e,e’) is
inherently less sensitive to isoscalar transitions, such large
AT=0 strength as has been observed in the (,7') and
(p,p’) reactions can be expected to affect significantly the
(e,e') cross section for the 18.2 MeV excitation. Due con-
sideration of this isoscalar contribution could lower appre-
ciably the previously estimated isospin mixing parameter.
Further information on this mixing could, of course, be
derived from a quantitative analysis of (7*,7%) and
(m—,7") results.
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Returning to the residual 19.5 MeV form factor depict-
ed in Fig. 5(b), it appears unlikely that the M2 component
can account for much of the strength remaining in the vi-
cinity of g=1.3 fm~!. Some contribution to this excess
strength can be expected to come from the broad analog
of the T=1, 1~ level identified at 4.30 MeV in ?B. Ac-
cording to the shell model predictions shown in Fig. 5(b),
the E1 form factor is expected to make its main contribu-
tion above g=1.5 fm~!; at lower momentum transfers it
should exert little influence. Thus we are led to seek
another origin for the strength observed near g=1.3 fm ™!
in the residual cross section.

One possibility might be provided by the 1% level seen
at 19.71 MeV in low-energy proton reactions.!? It is not
unreasonable to identify this level with the second T'=1,
1% state found at 19.88 MeV in the (8—16)2BME Cohen-
Kurath calculation.” Although this state is expected to
have little transition strength at small ¢, corresponding to
B(M 1)1 =0.0528 uZ, a sizable M1 form factor is predict-
ed near g=1.3 fm~!. Unfortunately, the calculation still
lies below the data by a factor of 3. A second alternative
exists in a possible broad 2% state observed!? at 19.40
MeV. Although the shell model gives the desired ¢
dependence for E2 transitions to this region, the most
strongly excited 27 state has a form factor which is too
small by a factor of 7.

Thus the shell model seems pressed to account for the
relatively large strength remaining in the ¢g=1.3 fm~! re-
gion after the subtraction of the assumed M4 component.
This is somewhat disturbing since, as has been seen, the
shell model almost invariably tends to overpredict the ob-
served transverse cross sections.

E. The 20.6 MeV resonance

Figure 8 shows the form factor deduced for the
20.56+0.05 MeV resonance which appears in the (e,e’)
spectra with a natural width of 0.30+£0.05 MeV. This
form factor peaks at a slightly lower momentum transfer
than the M4 form factor, and, from a comparison of mea-
surements made at different scattering angles, appears to
be dominantly transverse in nature. In the vicinity of
g=1.5 fm~!, any corresponding longitudinal form factor
must be less than 3X 107>, Energy-level tables!? currently
indicate two states in this excitation region, one at
20.51£0.1 MeV, and the other at 20.6+0.1 MeV. The 20.5
MeV level is thought to have J™=3*, T'=1, and the 20.6
MeV level is tentatively assigned J"=3", T=1. These
two levels find ready counterparts in the shell model spec-
trum, at calculated energies of 19.66 and 19.74 MeV,
respectively. As Fig. 8 indicates, both the 3~ and 3% lev-
els can be expected to make large contributions to the 20.6
MeV peak. The E3 and M3 form factors are reasonably
consistent with the data, although the M3 g dependence
could be improved by reducing the oscillator parameter b
closer to the value suggested by the data on the M4 transi-
tion. In both cases the calculated magnitudes are too
large, the E3 by a factor of 3, and the M3 by greater than
25%. In addition, the electric transition has an associated
longitudinal C3 form factor which, according to the shell
model predictions, should peak near g=1.5 fm~! with a
magnitude of 1.3 10~*. Although this is at least a fac-

tor of 4 larger than the experimental result, it gives little
guidance to the reduction that may be expected for the
transverse E3 form factor. For the only resolved AT=1
electric transition to the 16.11 MeV 27 state, the CK pre-
dictions exceed the measured C2 and E2 form factors by
factors of 4 and 1.5, respectively.5?

F. Evidence for a 2—, T=1 state at 22.7 MeV

The final candidate for a magnetic transition is the
22.7+0.1 MeV peak in the spectra shown in Fig. 2. This
peak has a natural width of 0.45+0.10 MeV, and neigh-
bors a 22.0 MeV resonance which has a low-g character
typical of an energetic E1 transition.!®!! As shown in
Fig. 8, the g dependence of the 22.7 MeV peak is reason-
ably consistent with that predicted for the transition to
the 25, T=1 state, calculated to lie at 20.35 MeV. In
common with the lower-energy M2 transitions, the
predicted (e,e’) form factor is again too large and must be
reduced by about a factor of 3 in order to fit the data.
Previous suggestions of a strongly excited T=1, 2™ state
near this excitation energy have been made on the basis of
radiative pion capture measurements.3!

V. CONCLUDING DISCUSSION

The main results of this work are summarized in Table
IV. In most cases, the shell model predicts to within 1 or
2 MeV the excitation energies of observed magnetic tran-
sitions. Moreover, the measured g dependences are
reasonably described, so that the model does provide use-
ful guidance for the interpretation of the data.

What is remarkable is that the shell model’s successes
seem to exist despite its failure to correctly predict the
magnitudes of the magnetic form factors: The calcula-
tions often exceed the data by factors of 2 or more. Thus,
even though serious omissions from the shell model wave
functions are indicated, the form factor shapes are reliably
given. This situation is reminiscent of the comparison of
theory and experiment for the longitudinal form factors
of electric transitions. In this case the theory is usually a
factor of 2—4 too small, but again the g dependences are
well described. The enhancement of longitudinal form
factors is credited to isoscalar core polarization effects.®®
The influence of polarization effects on magnetic transi-
tions is more poorly understood. As discussed in Sec. II,
magnetic transitions are generally mediated by two dis-
tinct terms, one involving the intrinsic magnetization of
individual nucleons, and the other orbital convection
currents. Whereas the intrinsic magnetization com-
ponents dominate in isovector excitations, for isoscalar
transitions the purely convective terms are often the more
important. Both these contributions appear to be reduced
relative to the shell model predictions. Ample evidence
for the systematic quenching of isovector form factors
may be seen in Table IV. Excluding excitations to the
isospin-mixed, predominantly T=0 levels, the only form
factor not predicted too large is for the 15.11 MeV, M1
transition in the range g<1.5 fm~!. Moreover, Fig. 3
shows that the convection-current-dominated 11.83 MeV
form factor is a factor of 6 smaller than calculated.

To investigate the effects of core polarization in the
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TABLE IV. Summary of results. Except for the 15.11 and 19.59 MeV transitions, the ratio of the
experimental and shell model cross sections, given in the rightmost column, does not include allowance
for meson exchange contributions. In all cases, the ratios were based on comparisons at momentum
transfers where the form factors attained their maximum values. Comparisons are made to both har-
monic oscillator and Woods-Saxon theoretical predictions.

Ex (MeV) FExpt UExpt/ O Theory

JnT Experiment Theory (MeV) HO WS
1+0 12.71 12.42 a a
1+;1 15.11 15.23 1.00 1.00
2750 11.83 13.00 0.18 0.19
2751 16.58 16.58 0.65 0.85
(270 18.20+0.05 16.14 0.3 0.1 a a
2751 19.35+0.10 18.34 0.4 +0.1 0.26° 0.27°
(2751 22.70+0.10 20.35 0.45+0.10 0.30 0.32
3451 20.56+0.05 19.66 0.30+0.05 <0.75 <0.70
4-;1 19.59+0.04 18.35 0.55+0.07 0.43¢ 0.51¢

#Result strongly influenced by isospin mixing.

Inclusion of isovector strength mixed into the 18.2 MeV peak increases the tabulated results by a factor

of 1.2.

“The isospin-mixed 4~ states are analyzed as a doublet, utilizing (7,7') data from Ref. 25. See the text

for details.

shell model would require very large bases, even to extend
by 27w the bases used in our calculation. Nevertheless,
restricted-basis O%iw and 27w calculations show that 2p-2h
correlations in the ground state of '2C give rise to transi-
tion amplitudes which interfere destructively with the
main p—sd amplitudes for the magnetic excitations dis-
cussed in this paper. (For the lowest-energy E2 and E3
transitions the interference is constructive, as expected.)
Whether such correlations, when introduced into both the
initial and final state wave functions, can account quanti-
tatively for the observed quenching of magnetic transi-
tions is an open question.

The experimental determination of isospin mixing ma-
trix elements has been discussed. In particular, it was
demonstrated that structure effects have the capacity to
sensitively influence quantitative evaluations of isospin
mixing based solely on (m,7') cross section ratios. The
consideration of additional data from other reactions,
such as (e,e’), (p,p’), and (p,n), can not only help to mini-
mize these uncertainties, but also to supply information
on the underlying pure AT=0 and AT=1 matrix ele-
ments. For theoretical calculations of charge-dependent
isospin-mixing matrix elements, such information pro-
vides more direct checks than does data on the observed,

mixed transition densities.

It has been proposed that delta isobar-nucleon hole con-
figurations® may play an important role in the quenching
of isovector magnetic transition strength.”%* This mecha-
nism is expected to be more effective for low multipole
transitions in high-Z nuclei. Thus little quenching is anti-
cipated in a nucleus as light as >C, which may therefore
be regarded as a useful null-effect case. The failure of the
shell model to correctly predict the magnetic transition
strengths, even in this relatively favorable instance, sug-
gests that there still remains much to be learned about the
more conventional model descriptions of magnetic form
factors.
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