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Test of Time-Reversal Invariance in the Reactions O(d, n) N and N(n, d) O~
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An experiment to study time-reversal invariance by both absolute and relative tests of de-
tailed balance in the reaction O(d, e) N and its inverse has been performed. Measurements
were made at three different excitation energies in a region where compound-nuclear reso-
nances are resolved but overlapping levels are involved. In all cases the results are consis-
tent with the principle of detailed balance, and our lowest uncertainty was &.5%. By making
reasonable assumptions, an upper limit of 0.2lo was assigned to the time-reversal-noninvari-
ant part of the reaction amplitudes.

I. INTRODUCTION

The quest for broken symmetries has generated
many new experiments in particle and nuclear
physics. Tests of time-reversal invariance are
particularly interesting because of the violation of
CP symmetry in the decay of the K,' meson ob-
served in 1964 by Christenson, Cronin, Fitch,
and Turlay. ' CPT invariance links the observed
CP violation with T violation. Although strong
theoretical arguments can be made for assuming
CPT invariance, the experimental uncertainty for
CPT invariance in weak interactions is about the
same order of magnitude as the observed CP viola-
tion. Therefore, direct experimental studies of
time-reversal invariance are of great fundamental
importance.

It is not possible to determine from the E,' de-
cay experiments alone whether the CP asymmetry
is due to the weak, the electromagnetic, or the
strong component of the interaction. ' A new super-
weak interaction proposed by Wolfenstein' and by
Lee and Wolfenstein4 has been put in doubt, but
not definitely excluded, by recent experiments. "
Suggestions "' have also been made that there
might be a small C and/or T asymmetry in the
strong interaction, or that the electromagnetic
interaction strongly violates both C and T symme-
try. The experimental sensitivity for detecting
these asymmetries is expected to vary greatly de-
pending upon the interaction responsible and the
type of experiment.

We shall briefly review the experiments that
specifically test time-reversal invariance. Such
experiments began about the time that parity non-
conservation was discovered. Burgy et al. ,

'
Clark and Robson, "and Erozolimsky et a/. "have
measured the electron-neutrino correlation from
the P decay of polarized neutrons. Erozolimsky
et al."found that the phase angle between the
vector and axial-vector amplitudes (which must
be 0 or 180", if the interaction is T invariant and

if final-state interactions can be neglected) is
178.7+1.3'. Similar measurements by Calaprice
et al."on the P decay of polarized "Ne nuclei
give 180.2+ 1.6' for this phase angle. Thus, in
these examples of leptonic weak interactions,
time-reversal invariance holds to better than a
few percent in amplitude.

Tests of T invariance in the electromagnetic in-
teraction can be made by measuring the relative
phase of multipole amplitudes of the nuclear ma-
trix elements in mixed y-ray transitions (again 0,
or 180, is expected under time-reversal invari-
ance). Fuschini et al."report sinC = (3+4) x 10 '
for the 1045-keV transition of '"Rh. Kajfosz,
Kopeck/, and Honzdtko" obtain the value (-1.6
+2.0) x 10 ' for the 340-kev transition in 4'Ti.
Employing the Mossbauer effect on the 90-keV
transition in "Ru, Kistner" increased the sensi-
tivity to find the result sinC = (-1.0 + 1.7) x 10 '.
In a similar experiment with "'Ir, Atac, Chris-
man, Debrunner, and Frauenfelder" find sin@
= (1.1+3.8) x 10 '. Zech, Wagner, Korner, and
Kienle" obtain the limit 5 && 10 ' for ' 'Ir. Per-
kins and Ritter" have observed a value of (4 + 18)
x 10 ' for the decay of ' 'Rh.

Nuclear reactions also furnish fruitful methods
of testing time-reversal invariance, since this
symmetry is a sufficient, but not necessary, condi-
tion for reciprocity. The unitarity of the scatter-
ing matrix alone often implies reciprocity. More-
over, as pointed out by Lee, ' it is virtually impos-
sible to experimentally produce the exact coher-
ent time-reversed state for a particular reaction.
Nonetheless, tests of reciprocity in nuclear reac-
tions can be sensitive to small violations of T in
the strong interaction and large violations of T in
the electromagnetic interaction. Precision experi-
ments in the range of 0.1 to 1/p are therefore of
considerable interest. However, the relationship
between experimental results and upper limits for
T-odd (noninvariant) terms in the interaction Ham-
iltonian is subject to theoretical interpretation
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which is often model dependent and therefore sub-
ject to ambiguous interpretation.

The polarization-asymmetry equality follows di-
rect],y from the necessary and sufficient condition
of time-reversal invariance. Early experimental
tests of this equality by Qxley et a/. ,

"Hillman,
Johansson, and Tibell, "Abashian and Hafner, 22

Rosen and Brolley, "and Hwang„Qphel, Thorn-
dike, and Wilson'4 set limits of +2 to +6% for the
polarization-asymmetry diff erence. McDonald,
Haeberli, and Morrow" have obtained the more
precise value of +1.3'Po for p-'He scattering at 10
MeV and 60' (c.m. ), where the polarization is
about 10%%u~. Gross, Malanify, van de Woude, and
Zucker" have set a limit of +2. 5/0 by scattering
33-MeV protons from "C at 60 (c.m. ). A test of
T invariance in p-p triple scattering at 430 MeV
by Handler et al."gives a polarization difference
of 0.2+0.9%%u~. This places an upper limit of 0.5%
for the T-nonconserving amplitude.

Detailed-balance experiments have played an im-
portant role in time-reversal studies. Again, the
early experiments by Hosen and Brolley, "(abso-
lute data) and Bodansky et al." (relative data)
were of the order +6% for the ratio of forward-to-
inverse cross -section measurements. Precision
relative cross-section measurements have been
reported by Weitkamp et a/. ""for the "Mg(d, p)-
"Mg I"eaction and its inverse. This reaction,
which is predominantly a direct process at their
bombarding energies of 10 to 15 MeV, is found to
satisfy detailed balance to about +0.5%%uo. Similarly,
von Witsch, Richter, and von Bretano" have stud-
ied the "Al(p, o.)24Mg reaction at bombarding en-
ergies of 10 to 15 MeV, where the reaction pro-
ceeds predominantly by compound-nucleus forma-
tion with a statistical fluctuation of the many over-
lapping energy levels. Their results agree with
detailed balance to within +0.6%%uo.

Barshay" has pointed out that a violation of time-
reversal invariance in the electromagnetic inter-
action may be observed by deviations from reci-
procity by the reaction D(y, n)p and its inverse.
Measurements have been made at photon energies
from 240 to 320 MeV by Sober et al."and Ander-
son, Prepost, and%'iik. '4 These are to be com-
pared with neutron measurements at 600 MeV by
Bartlett et ai."and Longo. ~ Although prelimi-
nary results showed deviations of at least 20%%uq

from detailed balance, it is now thought that in-
strumental errors are responsible. Thus, no vio-
lations of detailed balance have yet to be observed.

Some of the most fundamental tests of time-re-
versal symmetry are the studies of possible elec-
tric-dipole moments of elementary particles.
Earlier me,"..surements have recently undergone
considerable refinement. Thus, upper limits of

~d/ e~ - 5 && 10 "cm for the dipole moment of the
neutron have been set by Baird, Miller, Dress,
and Ramsey. " Harrison, Sandars, and Wright
have found ~d/e~ = (7+9) && 10 "cm for the proton.
Weisskopf et al."have obtained a value of ~d/e~
«3 x 10 "cm for the electron by a study of the
cesium atom. A somewhat poorer value of Id/el
«2&& 10 "cm for the muon has been established
by Berley and Gidal. " All measurements are con-
sistent with time-reversal invariance and the lim-
its in the range 10 ~ to 10 4 cm are gradually
eliminating many of the possible theoretical ex-
planations for the observed violation of CP.

There have been a number of other experiments4'
in particle physics searching for deviations from
T symmetry. Subject to the ambiguities of inter-
pretation, no experimental violation has yet been
observed.

Our experiment has been reported in summary4'
form. It was designed to detect a possible nonin-
variance of time reversal by precision measure-
ments of detailed balance in a nuclear reaction
which proceeds through a compound-nucleus reac-
tion in an excitation region where the energy lev-
els are still somewhat resolved but overlapping.
A study indicated that the reaction "O(d, n)"N and
its inverse was a good choice. The following sec-
tion is devoted to theoretical and experimental
considerations of the problem. In Sec. IG we dis-
cuss the apparatus and in Sec. IV the experimental
procedure 18 described. Corrections and uncer-
tainties for these data are discussed separately in
Sec. V. The final experimental results are pre-
sented in Sec. VI, and the detailed-balance com-
parisons are presented in Sec. VII. The inter-
pretation and conclusions are discussed in the
final section.

II. THEORETICAL AND EXPERIMENTAL
CONSIDERATIONS

The principle of detailed balance (or more pre-
cisely "semidetailed" balance as used in the pres-
ent context") relates the differential cross sec-
tions for a reaction, a+A- b+B, and its inverse.
If o'(8) represents the c.m. differential cross sec-
tion for unpolarized beams and targets at a c.m.
scattering angle 0, then detailed balance can be
represented by the equality

o,', (8) P,' (2S,+1)(2Se+I)
&x,', (8) P,' (2S, + 1)(2S„+1)

where I' is the c.m. momentum of the projectile
particle, and 8 is the intrinsic particle spin. The
inverse differential cross sections must be com-
pared at the same c.m. angle and excitation energy.

A difficult task in testing T by detailed balance
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is choosing a reaction that is both sensitive to a
violation of T and experimentally practical. Sev-
eral theoretical papers have been published con-
cerning the sensitivity of detailed balance to T
violation. ~ " Criteria suggested in these theo-
retical works were followed in choosing our re-
action.

The first criteria for a detailed balance reac-
tion were presented several years ago by Henley
and Jacobsohn. 4' They suggested that one should
choose a reaction with a complicated reaction
mechanism and with many competing open chan-
nels. In some special cases they concluded that
the unitarity of the scattering matrix alone im-
plies detailed balance. Time-reversal invariance
implies detailed balance, but detailed balance
does not necessarily imply T symmetry.

There has recently been much discussion con-
cerning the sensitivity of detailed balance to T
violation in direct reactions and in compound sta-
tistical or "Ericson" fluctuating reactions. Sev-
eral authors""'" have indicated that direct reac-
tions may not be suitable for investigating T vio-
lation by the detailed-balance method, although
numerical calculations by Henley and Huffman
indicate that this may not be true. " Mahaux and
Weidenmuller" showed that a single-level-reso-
nance compound-nucleus reaction is not suitable
for T investigation, since detailed balance always
holds in that case. They indicated that the two-
overlapping-level-resonance case might be a good
situation to investigate. Krieger" concluded that
detailed balance is obeyed on the average, even if
T is violated, in the region of many strongly over-
lapping resonances or "Ericson" fluctuations. On
the other hand, Ericson, "Mahaux and Weiden-
muller, "and Moldauer' '" concluded that the re-
gion of statistical fluctuations would be a good re-
gion in which to detect T violation.

Ericson4' has also pointed out that one should
choose a reaction in which a single amplitude dom-
inates. Then detailed balance will most closely
resemble the reciprocity relation. If there are
many interfering amplitudes, then the sensitivity
for observing a T-violation effect may be sub-
stantially reduced.

Experimental criteria are dictated by a number
of factors. Absolute differential cross-section
measurements might be expected to have greater
sensitivity to T violation than relative data. In the
latter case the effect must be a function of either
energy or angle in order to be detected. High-pre-
cision absolute cross sections require stable gase-
ous targets of high isotopic and chemical purity.
The ground states of the residual nuclei should be
easily resolved experimentally from their first ex-
cited states. A low Q value is helpful in perform-

ing both the forward and inverse reactions under
similar conditions.

The above criteria were used in selecting the
reaction "O(d, n)"N and its inverse to study. It
is interesting to note that the same reaction was
independently chosen at the University of Wiscon-
sin. " The experiment at Wisconsin was original-
ly studied near the same energy and angle as the
present experiment.

At the bombarding energies available with the
Oak Ridge National Laboratory (ORNL) 6-MV and
tandem Van de Graaff accelerators, there are a
large number of open channels in the "O(d, n)"N
reaction. At about 11.4-MeV excitation the reac-
tion proceeds primarily by compound-nucleus for-
mation, rather than by direct reaction. This re-
gion of the compound nucleus is one of a few inter-
fering levels.

There are nine reaction amplitudes possible for
this reaction, only five of which are independent
under the assumption of parity conservation. Fur-
thermore, three of these five contain angular fac-
tors which approach zero at least as fast as sin8
as the scattering angle 8 approaches 0 or 180'.
In order to minimize any possible destructive-
interference effects of these three amplitudes,
our measurements were made at the most back-
ward angle experimentally available, approximate-
ly 162.2' in the c.m. system.

Both targets for this experiment are gases
which can be obtained with high isotopic and chem-
ical purity.

III. APPARATUS

In this section we will describe briefly the ex-
perimental apparatus. A more complete discus-
sion of those aspects most relevant to our mea-
surements will be given in Sec. V. A complete
description of the gaseous-target scattering cham-
ber used for the experiment has been published. '4

The scattering chamber was operated in the dif-
ferential pumping mode" with a 0.000 25-cm
Havar" foil separating the target gas from the
Faraday-cup vacuum system. All of the detailed-
balance cross-section data were measured with
the 0.317 && 1.587-cm movable-slit system. ' Since
the same detector slit system was used for both
forward and inverse cross-section measurements,
uncertainties in the slit-system dimensions cancel
out in the detailed-balance comparisons. Also the
same detector (Nuclear Diodes, Inc. , serial No.
S50) was used throughout the experiment. Its
properties have been described in detail. " For
monitoring purposes, data were also recorded for
detectors located at other fixed angles. Spectra
for the movable and fixed detectors were recorded
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in 512-channel groups of a multichannel analyzer
which was gated by single-channel analyzers.
Pulses from the single-channel analyzers were al-
so counted in 10- and 100-MHz scalers.

n-particle beams required for the experiment
were produced by accelerating doubly-charged
helium ions in the ORNL 6-MV Van de Graaff ac-
celerator. This accelerator also generated deuter-
on beams for the preliminary measurements. How-
ever, the final "0(d, n)"N cross sections obtained
for the precision detailed-balance comparisons
were measured with the ORNL tandem accelerator
(because of scheduling considerations).

IV. PROCEDURE

Excitation functions for the "0(d, o)"N reaction
in the deuteron bombarding energy range 3.6 to
5.3 Me V and for the "N(n, d)"0 reaction in the @-

particle bombarding energy range 8.5 to 10.0 MeV
were measured at several angles in order to lo-
cate optimum conditions for performing the tests
of detailed balance. We particularly sought an

energy region which included a sharp resonance
(peak) to serve as a precise energy intercalibra-
tion for the forward and inverse reactions. An

energy region in which the cross section would
not vary appreciably with bombarding particle
energy was also desired.

Satisfactory energy regions were found in the
"0(d, o.)"N reaction in the deuteron bombarding
energy range 4.3 to 4.8 MeV at a laboratory angle
of 160' as shown in Fig. 1. Precision cross sec-
tions were measured at three energies and 0„b
= 160' for the "0(d, n) "N reaction: (1) 4.40 MeV
(peak), (2) 4. 58 MeV (valley), and (3) 4.71 MeV
(plateau). Measurements were made at the cor-
responding inverse energies and angles for the
' N(o. , d)' 0 reaction. Angular distributions for
the ' 0(d, n)' N reaction measured for laboratory

scattering angles of 20 to 160 over the peak, val-
ley, and plateau are shown in Figs. 2-4.

In the "0(d, o.)"N reaction, differential cross
sections were measured over the peak, valley,
and plateau regions with small energy steps and
several target-gas pressures. In the peak region,
measurements were made in 2. 5-keV steps at
pressures of 0.007, 0.015, and 0.024 atm. In the
valley region, measurements were made in 2. 5-
keV steps at pressures of 0.007 and 0.024 atm.
Measurements in the plateau region were made in
5-keV steps at pressures of 0.007 and 0.024 atm.

In the "N(o., d)"0 reaction, measurements were
made at only one energy each for the peak, valley,
and plateau. The proper laboratory scattering
angle for detailed-balance comparisons changed
slightly with energy, but was about 157'. Counting
rates were much lower than in the "0(d, n)"N re-
action and a number of runs at each energy were
made to collect a statistically significant number
of counts. The target-gas pressure was about
0.008 atm for the peak and valley and about 0.016
atm for the plateau.

While recording the precision data, the current
integrator was calibrated about every 2 h. The
chamber gas pressure and temperatures were
measured about every 25 min. Dead times in the
analyzer were typically 2%%up while recording the
"0(d, n)'~N data, and 1% while recording the "N-
(n, d)"0 data.

In addition to the detailed-balance data several
other measurements were made. The 90 analyz-
ing magnet was calibrated and the energy loss of
the beam particles traveling through the gas was
measured in order to determine the target energy
of the bombarding particles. Several experiments
pertaining to data corrections were performed.
These measurements included slit-edge scatter-
ing, detector inefficiency, gas heating by the
beam, detector-spectrum shape, and "0, "0,
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FIG. 1. Laboratory excitation function for the 60(d, o') N reaction at e~~b =160 .
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80
A. Number of Incident Beam particles

1. Current Integv'ation70

The number of incident beam particles was de-
termined by measuring the integrated beam cur-
rent through the Faraday cup by means of a cur-
rent integrator. The leakage of the current inte-
grator was measured with no beam and was found
to be negligible. There was a small dependence
of the current-integrator calibration associated
with the room temperature. The uncertainty in
the current-integrator calibration was estimated
to be +0.I3% in the "N(o, , d)"0 reaction and

+0.05% in the "O(d, n)"N.reaction.
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E
XI 400
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Two main problems were associated with the

Faraday cup: suppression of secondary electrons
and ionization of the residual gas by the beam. '4

The beam passing through the foil separating
the high-vacuum Faraday-cup region from the .

chamber produced secondary electrons. Later
when the beam struck the rear of the Faraday
cup additional secondary electrons were produced.
A net transfer of electrons, either to or from the
Faraday cup, resulted in an error in the current
integration. Therefore, a suppressor electrode
maintained at a potential of -1000 V was located
between the foil and the Faraday cup to prevent a
net transfer of electrons to or from the Faraday
cup.

A test of the effectiveness of the suppression
voltage was performed by varying the voltage and

comparing it with the number of current-integra-
tor counts normalized to the number of reaction
counts in a detector in the chamber. At low sup-
pression voltages the number of normalized cur-
rent-integrator counts was high indicating that
electrons were leaving the Faraday cup and, in
effect, causing a more positive charge to be mea-
sured. From -300 to -1500 V, however, the num-
ber of normalized current-integrator counts was
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FIG. 2. Laboratory angular distribution for the
~ O(d, n) ~ N reaction at E)~b (deuteron) = 4.405 MeV (peak).
The different data symbols indicate measurements made
at various times.

and "N isotopic corrections. These measure-
ments are discussed separately in the next section.

V. CORRECTIONS AND UNCERTAINTIES

Several of the corrections that were considered
in the present experiment have been discussed
elsewhere. " Each correction, either measured
or calculated, was assumed to be the mean value
of a normal distribution. All uncertainties quoted
are standard deviations. Corrections &0.01%
were generally neglected and uncertainties &0.03%
were considered negligible. Typical corrections
and uncertainties for the various effects are given
in Tables I and II for the reactions '60(d, o)'4N
and '~N(n, d)'60, respectively.
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FIG. 3. Laboratory angular distribution for the
~6O(d, n)~4N reaction at E~~b(deuteron) =4.578 MeV

(valley). The different data symbols indicate measure-
ments made at various times.

FIG. 4. Laboratory angular distribution for the
O(d, e) N reaction at E~~b (deuteron) = 4.710 MeV

(plateau). The different data symbols indicate measure-
ments made at various times.
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TABLE I. Typical data correction factors + uncertainties for the ~60(d, o,')~4N reaction. Correction (in percent) + un-
certainty (in percent) to (do/d~) ~,b.

Effect
Peak

0.008 atm
Peak

0.024 atm
Valley Valley Plateau

0.008 atm 0.024 atm 0.008 atm
Plateau
0.024 atm

Faraday-cup ionization
Compensation
Beam-aperture scattering
Beam-current dependence
Beam-scattering loss
Natural gas
Slit-edge scattering
Detector inefficiency
Typical analyzer dead time
Unideal gas
~~O and ~80 peaks
Spectrum background
Current integration
Secondary-electron suppression
Pressure reading
Manometer oil density

-0.01+ 0.01
0.02 + 0.05
0.05 + 0.05
0.15+0.16

-0.85 + 0.05
0.24 + 0.
0. + 0.04
0.11+ 0.05
2.1 + 0.05
0.01+0.
0. + 0.03

-0.28 + 0.04
G. + 0.05
0. & 0.05
0.01 + 0.17
0. + 0.04

-0.01+ 0.01
0.06+ 0.10
0.05 + 0.05
0.50+ 0.06

-0.38+ 0.05
0.24+ 0.
0. + 0.04
0.11+ 0.05
4.0 + 0.10
0.02 + 0.
0. + 0.06

-0.22 + 0.04
0. + 0.05
0. + 0.05
0.04 + 0.12
0. + 0.04

-0.01+0.01
0.02 + 0.05
0.05 + 0.05
0.15+ 0.16

-0.32 ~ 0.05
0.24+ 0.
0. + 0.04
0.11+0.05
1.3 +0.05
0.01+ 0.

-0.08+ 0.03
-0.62+ 0.08

0. + 0.05
0. + 0.05

-0.01+0.17
0. 6 0.04

-0.01 + 0.01
0.06 + 0.10
0.05 + 0.05
0.50 + 0.06

-0.35 + 0.05
0.24+ 0.
0. + 0.04
0.11+0.05
2.0 +0.05
0.02 + 0.

-0.03 + 0.06
-0.62 + 0.11

0. + 0.05
0. + 0.05
0.08 + 0.12
0. + 0.04

-0.01 + 0.01
0.02 + 0.05
0.05+ 0.05
0.15+ 0.16

-0.81 + 0.05
0.24 + 0.
0. + 0.04
0.11+0.05
1.2 +0.05
0.01 + 0.

-0.01 + 0.08
-0.47 + 0.07

0. + 0.05
0. + 0.05
0.01 + 0.17
0. + 0.04

-0.01+ 0.01
0.06 + 0.10
0.05 + 0.05
0.50+ 0.06

-0.84 + 0.05
0.24 + 0.
0. + 0.04
0.11+ 0.05
1.9 + 0.05
0.02 + 0.

-0.01+0.06
-0.55+ 0.09

0. + 0.05
0. + 0.05

+0.11+.0.12
0. + 0.04

statistically constant. No loss due to secondary
electrons was assumed and an uncertainty of
+0.05% was assigned to the current integration at
a suppression voltage of -1000 V.

If a beam particle ionizes a gas particle in the
Faraday cup, a spurious result may occur in the
current integration due to the presence of the high
suppression voltage. For this reason a high vacu-
um was needed in the Faraday-cup region. An es-
timate of the error due to this ionization was made
for the e beam particles by measuring the current
through the suppressor electrode as a function of
the pressure in the Faraday cup. The correction

made to the beam-current integration was
+0.025% per 10 ' Torr pressure in the Faraday
cup for the n beam and was calculated to be
+0.006% per 10 ' Torr pressure for the deuteron
beam. The pressure in the Faraday cup varied
from (1 to 3) && 10 6 Torr during the experiment.
The uncertainty assigned to this correction was
equal to the correction applied.

3'. Beam Impurities

In order to search for beam impurities, the re-
action-product spectra were examined for reac-
tions that impurities may produce. There were

TABLE II. Typical data correction factors + uncertainties for the ~4N{&,d) 60 reaction. Correction (in percent) +
uncertainty (in percent) to (do./dQ) )~b.

Effect

Faraday-cup ionization
Charge state of beam particle
Beam-aperture scattering
Beam-current dependence
Pressure reading
"N peaks
Natural gas
Slit-edge scattering
Detector inefficiency
Typical analyzer dead time
Beam-scattering loss
Spectrum background
Unideal gas
Compensation
Current integration
Secondary-electron suppression
Beam impurities
Manometer oil density

Peak
0.008 atm

-0.05 + 0.05
-0,23 + 0.02

0.14 + 0.07
0.06 + 0.02
0.18+ 0.23

-0.01+ 0.01
0.36+0.

-0.07+ 0.11
0.02 + 0.05
1.0 + 0.05

-0.34 + 0.06
-0.87 + 0.08

0.01+0.
0.02 + 0.05
0. + 0.18
0. +0.05
0. + 0.05
0. + 0.04

Valley
0.008 atm

-0.05+ 0.05
-0.23 + 0.02

0.14+ 0.07
0.05+ 0.02
0.18+0.23

-0.80+ 0.05
0.36+ 0.

-0.07+ 0.11
0.02 + 0.05
1.0 ~0.05

-0.33+ 0.06
-2.13+ 0.15

0.01+0.
0.02 + 0.05
0. + 0.13
0. + 0.05
0. + 0.05
0. + 0.04

Plateau
0.016 atm

-0.05+ 0.05
-0.28 + 0.02

0.14 + 0.07
0.06 + 0.02
0.09 + 0.13

-0.05 + 0.02
0.36 + 0.

-0.07 + 0.11
0.02 + 0.05
1.0 + 0.05

-0.33+ 0.06
-2.45 + 0.15

0.02 + 0.
0.04 + 0.08
0. + 0.13
0. +0.05
0. + 0.05
0. +0.04
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no detectable reactions due to impurities in either
the deuteron or 0, beam. A negligible uncertainty
was assigned for the deuteron beam and an uncer-
tainty of +0.05$p was assigned for the n beam.

4. Charge State of the o/-I'article Beam

When the a beam particles passed through the
Havar foil into the Faraday cup, a small fraction
of the e particles emerged as singly charged.
The resultant effective charge of the 0. particles
must be known in order to determine the number
of incident beam particles from the current inte-
gration. The effective charge of the e particles
at 8.2 MeV was taken to be +1.9954e from the
work of Allison. " An uncertainty of +0.02%%uo was
assigned to this value for the present experimen-
tal conditions.

S. Seattenng Loss of Beam

The number of incident beam particles passing
through the gaseous target volume must be known
in order to calculate the absolute differential
cross section. Since the beam charge was actual-
ly measured in the Faraday cup, the possibility of
a loss of beam particles between the target vol-
ume and Faraday cup was examined. The loss of
beam due to scattering by the gas between the tar-
get volume and the Havar foil was calculated to be
negligible. The loss of beam by xnultiple scatter-
ing in the Havar foil was also calculated to be neg-
ligible, but the loss due to single Rutherford scat-
tering in the foil was not negligible. This loss
VRx'led w1th the pressux'8 Rnd beRm enex'gy Rnd wRs
calculated to be about -0.35%%uo for the deuteron
beam and about -0.34/0 for the o. beam for mea-
surements at the peak. Uncertainties of +0.05%
and +0.06%%uo were assigned to this correction for
the deuteron and n beams, respectively.

6. Beam-Apertgre Scattering

The beam-defining and differential-pumping
apertures in front of the scattering chamber were
designed so that a minimal number of beam parti-
cles scattered from these apertures mould reach
the target volume. '4 Beam particles scattered
from apertures have lower energies and should be
excluded from the cross-section measurement.
In an associated experiment, "a determination
was made of the energy degradation of the beam
due to aperture scattering. A correction for this
effect was made in the diffexential cross-section
measurements by excluding such particles in de-
termining the total number of counts in the peak
and by a corresponding correction to the current-
integration result. The correction to the current

integration was (-0.14 + 0.07)%% for the n beam and
(-0.05+ 0.05)%%uo for the deuteron beam.

B. Target Nuclei Density

The number of target nuclei per unit volume, X,
was determined to first order by measuring the
pressure and temperature of the gas. In an ideal
gas these are related by the equation,

N = 2LO(P/Po) (To/T), (2)

where I, is I oschmidt's number, the number of
molecules per unit volume for an ideal gas at tem-
perature T, (O'C) and pressure Po (760-mm Hg).
P and T are the pressure and temperatuxe, re-
spectively, of the gas in the chamber. The factor
2 arises from the diatomic gases 0, and N, used
in this experiment. Corrections to the above equa-
tion are discussed below.

Temperature Measurement

The temperature of the gas was measured near
the chamber wall, but this was not the tempera-
ture of the gas in the target volume because of
local heating of the gas by the beam. Heat is car-
ried away from the target by both conduction and
convection. Since the flow pattern of the gas is
unknown inside the chamber, the convection heat
loss is very difficult to calculate. Since the beam-
heating temperature effect could not be calculated,
the effect was measured experimentally.

The beam-heating effect was determined by mea-
suring the reaction-product yield as a function of
beam current. As the beam current is increased,
the target gas is heated, and the yield is de-
creased. If there are electronic losses due to
high counting rates, the yield will be affected by
the beam current in a similar manner. Therefore,
the co1x'ection xQeRsux'ed 1S reRlly R beam-current-
dependent correction. Considerable effort was
made to keep the beam current from fluctuating,
even over very short periods, so that the beam-
heating and electronic effects would remain con-
stant.

The dependence of the yield on beam current was
measured in different ways for the "O(d, u)"N and
"N(n, d)"0data. The current dependence of the
yield was a relatively large effect, especially for
the pA deuteron beams. For the "O(d, ct)"N data,
the dependence of the yield on beam current was
measured directly by measuring the yield as a
function of beam current. A linear least-mean-
squares fit was made to these data and the yield
intercept at zero beam current was taken as the
true yieM. This measurement was made at sever-
al energies and all pressures used for the "O(d, n).
"N measurement. The over -all beam-current-de-
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pendent effect for the '6O(d, o)' N reaction is listed
in Table I.

In order to separate the relative magnitudes of
the beam-heating and electronic effects in the "O-
(d, o)"N data the following experiment was per-
formed. At a given pressure the yield versus
beam current was measured for several electron-
ic counting rates by varying the scattering angle.
Since the beam heating, but not the electronic loss,
was constant at each angle, the electronic 1.oss
could be determined from the change with angle of
the over-all beam current dependence.

In the "N(o., d}"0case we could not make a di-
rect measurement of the beam-current depen-
dence of the yield due to the small available beam
current. In this case a singly-charged helium
beam was used at an energy of -5 MeV. The yield
versus beam current was again measured and the
dependence was then obtained from the slope.
This result was extrapolated to -9 MeV by the use
of energy-loss curves" under the assumption that
the beam-heating dependence is directly propor-
tional to the ionization energy loss of the beam
traveling through the gas. This effect was mea-
sured for both pressures employed in the "N-
(n, d)"0 cross-section measurements.

The total beam-current-dependence correction
for the "'N(n, d)"0 reaction was determined from
the sum of the beam-heating and electronic-count-
rate effects. The electronic-effect correction was
that determined from the "O(d, o)"N data. The
total correction to the cross section was deter-
mined to be typically (0.06+0.02}% for the "N-
(n, d) "0 reaction.

2. Pressure Measurement

The chamber gas pressure was determined by
reading the differences in height of the oil columns
in a U-shaped manometer. The pressure is relat-
ed to the difference in height H by

P =pgH,

where p is the density of the manometer oil and g
is the local acceleration of gravity.

A correction, which should be zero for perfect
alignment of the cathetometer, was made to H
arising from the column-level difference mea-
sured at zero pressure. The zero correction was
never more than 0.025 cm, and the total uncertain-
ty assigned to the measurement of H varied be-
tween 0.12 and 0.23%. This uncertainty resulted
from uncertainties in reading each individual mea-
surement of H and the zero-level reading.

The manometer oil density was measured as a
function of temperature by the ORNL Analytical
Chemistry Division and the result compared favor-
ably with that reported by Thomas and Cross. "

There is a small temperature dependence of the
oil density, so a thermometer was placed between
the manometer tubes to indicate the oil tempera-
ture. The difference between the measured tem-
perature and the actual oil temperature introduced
a small uncertainty in the oil density. The density
of the Dow Corning 704 manometer oil, p, was
taken to be

p = 1.0615[1+68x 10 '(25 —T)] g/cm', (4)

where T is the temperature ('C} measured at the
manometer. The uncertainty in p was estimated
to be +0.04%%up.

The local acceleration of gravity g was taken"
to be

g = 979.74 cm/sec'

with an uncertainty which was considered to be
negligible.

3. Imperfect-Gas Correction

Since relatively low pressures were used for the
measurements, the ideal-gas assumption is a
good one. Calculations showed that the correction
~L to be made to Loschmidt's number for oxygen
and nitrogen gases was (per atmosphere of cham-
ber pressure) nJ = -1%/atm.

4. Gas Irnpm'i ties

Ultra-high-purity nitrogen and oxygen gases
were used in order to eliminate gas impurities.
The reaction spectra were closely examined for
peaks due to impurity-gas reactions, but none
were found. It was concluded that no measurable
chemical impurities existed and the uncertainty
due to gas impurities was negligible.

C. Energy

Beam-Energy Calibration and Resolution

The energy of the deuteron beam used for the
final "O(d, o.)"N measurements was defined by the
90' analyzing magnet of the tandem accelerator
which was calibrated by the "Al(p, n)27Si threshold
reaction. " These measurements resulted in an
absolute uncertainty of the mean deuteron beam
energy of +0.13%%uo.

The peak at a deuteron bombarding energy of
4.40 MeV and angle of 160 in the "O(d, o)"N re-
action served as an energy reference in the in-
verse reaction. Good agreement was obtained for
the energy determination of the peak between the
final measurements on the tandem accelerator and
a preliminary measurement on the 5.5-MV accel-
erator. Since the energy of the inverse-reaction
n-particle beam may be calculated from the Q val-



TEST QF TT IME - RE VERSA I INVAHIANC E IN ~ ~ ~

ue of the reacti
beRm mRS

tion, the absolute energy f th
%as not required for detailed-balance com-

parisons. Ho%ever, the ' M 'n '"S
at 3.1998 MeV" m6V %'Rs measured Rs R calibration

N reactioncheck. The Q value of the 'BO(d )'~

mas taken to be 3.11022+0.00038 Me

The resolution of the beam particle energy %as
primarily determined b th

er the 90 analyzing magnet. The resolution

+0.0 f
was estimated to be +0.04%%u for deuterons and

5% for the o. beam. The distribut
gies about the

18 rl u 1On of ener-
a ou he mean value mas assumed t

mRte R Qox'

XQe 0 Rppx'oxl-
normal distribution, so that the quoted

resolutions represent stand d dRl evlRtlons.

2, Beam-Energy Loss in Gas

In order to detdetermine the incident particle enex'-

rge, e ionizationgy at the center of the gas target the i

the Rs %'Rs
energy oss of the beam particles travelin th6 ing x'ough

g %as experimentally measured. . This %as
accomplished for both the deuteron and a beams

eml eOf
e c amber. Spectra mere measured for very

lorn beam currents at several diff teren pressures
he shifts of the enex'gy peRk

in the spectra indicated the beam-energy loss, En-

Typical ener l
by extrapolation from standardr energy-loss curves.

0
yplcal energy losses at a target pressure f
.008 atm mere 29 keV for the deut

re o
e eu eron beam and

1Q this enex'
e or the a-particle beam. The uncerta t

energy loss was estimated to be all@.
aln y

The total uncertainty of the deuteron b
ue o he combined uncertainties in the

beam enex'gy and energy los th
ical value at 0.008 atm mas +6.7 k

8 lIl 6 gasy RQd R ty
mmas + .7keV.

p

3 St aggling

In order to corn arep the lnvex'86 cross sectlon8
the energy distribution of the beam particles in the
target region must be knomn Th t6 8 raggling of

the beam particles through the as mas

by means of the si
e gas mas calculated

ns o e simple Gaussian theory and By-
mon's more exact theory, '~ T icalypical standard devi-

o e straggling energy spread due to the

0.008-atm
beam particles traveling to the tar targe region at

-a m gas pressure mere +4.1 keV for d
ons and+86k Vfe or & particles.

e or deuter-

a~get Region Energy Th

Pa.rticles enteri t'ng he detectox axe scattered
fron1 R finite re 1OIig'on of target gas along mhich the
beam particles are losing ener . This

omn ln Fig. 5 as a plane vie% of the
beam and slit-s stem r- y m region. The actual intens't

istribution'on of particles entering the detector slit
system from the tar et
s ape. Thus theh

g region hRS R tl RpezoldRl
he energy distribution due to th

ener loss agy along the target region miLL b t
ue o 6

the intensity distribution. En
mere cacalculated from the energy-1

' n. nergy losses

aha»n "a nergy- oss curves of
a lng and are given in Tables III and IV.

The total ran ege of beam energy across the tar-
get region is determined by the beam-ener

gg 1Qg of beRQ1 pRx'tlcles through the
chamber as an
beRDl Rx'

g, d ionization energy losse f th

p rticles traveling through the tar et re '

Qex'gy resolution~ straggllngq Rnd tRx'-

get energy loss mere convolved to det
rge ickness, Typical total target thick-

nesses (standard deviations) at 0.008-atm pres-
sure were +5 keV for the '60(d )'~ '

and
+10 keV for the '4N( d " N reaction Rnd

0 reaction.

D. Number of Scattered Particles

Sccattemng Compensation I'xocesses

As the sc t
the tar et

cattered reaction products t l frRV6 10m
rge volume through the gas tomard the

tector as mucuch as 5/o of the particles that
O%'Rx' 6 de-

originall oiy going omard the detector may b
R %el 6

tered b the
XQRy 6 scRt-

Fortunatel
y e gas particles and miss the d t

ely, there are processes mhich compen-

FI . 5. Horizontal Section of4

beam and alit-system region.



1074 THORNTON, JONES, HAIR, MANCUSI, AND WILI ARD

TABLE ID. Experimental parameters for ~4N(m, d)~60 cross sections.

Quantity Peak Valley

Approximate laboratory bombarding energy (MeV)
Corresponding bombarding energy in the d+ ~~0

system (MeV)
I aboratory scattering angle b

Laboratory cross section (mb/sr}
Statistical uncertainty in cross section
Systematic uncertainty in cross section
Target-gas pressure (atm)
Energy dispersion of beam entering

scattering chamber (keV) C

%'idth of straggling distribution (keV) c

Target thickness (F%HM in keV)

4.405+ 0.002
157'6.5' + 1.0'

15.882
+0.33%
~0.32%

0.008

5.1+ 2.5
8,6+ 0.4
7.2+ 0.2

9.23

4.578 + 0.003
157'11.5' + 1.0'

3.7382
+0.41%
+0.35%
0.008

5.1+2.5
8.6 + 0.4
7.2 + 0.2

4.710+ 0.007
157 15 5'+1 0'

5.5126
+ 0.28%
+ 0.30%
0.016

5.3+ 2.6
12.1+ 0.6
14.7+ 0.4

~The quoted uncertainty is relative to the energy scale established for the 60(d, e) N reaction.
The quoted uncertainty is the uncertainty relative to the angle setting for the inverse reaction.
%'e assume the energy dispersion and straggling to be normal distributions. Quoted values for the widths are the

standard deviations of those distributions. Uncertainties quoted are the uncertainties in the standard deviations. These
uncertainty distributions are also assumed to be normal distributions.

sate for this scattering loss. These compensation
processes have to be studied in great detail in or-
der to make corrections when the compensation
processes do not cancel.

The compensation processes and their effective-
ness, have been discussed in detail by Worthing-
ton." His analysis has been followed in the evalu-
ation of error corrections and uncertainties result-
ing from the compensation processes. These cal-
culations showed that the corrections for the pres-
ent experiment were very small. The uncertainty
assigned to these calculations was typically +0.0+.

Z. Slit-Edge Scattering

The gaseous target region was defined by the
slit edges of the front and rear slits. Ideally, par-
ticles hitting the slit edges should be completely
stopped. In practice, however, particles hitting

the slit edges ean be scattered into the detector
causing spurious counts in the energy spectrum.
Particles which lose only a small amount of ener-
gy in the slit edge can produce counts near the
spectral peak.

Slit-edge scattering was investigated in some de-
tail for the present experiment. " These measure-
ments indicated that the slit-edge scattering cor-
rection for "N(n, d)"0 was (-0.07+0.11@~ and for
"0(d, )"oN was 0 + 0.04/q.

8. Detector Efficiency

Solid-state-detector efficiencies may not be ex-
actly 100%. Therefore, the efficiency of the sur-
face-barrier detector mas measured for both n
particles and deuterons. Measurements mere per-
formed by scattering a particles from a deuterat-
ed polyethylene (CD, ) foil." The efficiency /oss

TABLE IV. Experimental parameter's for ~60(d, n)~4N cross sections.

Quantity
Peak

0.008 atm 0.024 atm
Valley

0.008 atm 0.024 atm
Plateau

0.008 atm 0.024 atm

Approximate laboratory bombarding
energy (MeV)

Systematic uncertainty in cx'0ss
section '

Energy dispersion of beam entering
scattering chamber (keV) b

%'idth of straggling distribution (keV) b

Target thickness (FWHM in keV)

+0.28%

2.0+ 0.5
4,1+0.1
2.1+ 0.1

+0.24%

2.0 + 0.5
7.2 + 0.4
6.6 + 0.2

2.0+ 0.5
4.1+0.1
2.1+0.1

2.0+ 0,5
7.2+ 0.4
6.6 + 0.2

+0.28% +0.25% +0.28%

2.0+ 0.5
4.1+0.1
2.1+0.1

+0.24%

2.0+ 0.5
7.2+ 0.4
6.6 +0.2

~To a good approximation, this is the systematic uncertainty in each data point.
%'e assume the energy dispersion and straggling to be normal distributions. Quoted values for the widths are the

standard deviations of those distributions. Uncertainties quoted are the uncertainties in the standard deviations. These
uncertainty distributions are also assumed to be normal distributions.
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was found to be (0.02 + 0.05)% for -4.4-MeV deu-
terons and (0.11+0.05)% for -9-MeV o. particles.

4. Electronic Effects

The electronic-count rates in this experiment
were purposely kept low to avoid count-rate ef-
fects. An estimate of the electronic-count-rate
losses external to the analyzer was determined
in the beam-current-dependence correction and
has already been discussed in Sec. V 8.1.

There was a possible error due to the system
used to route pulses from different detectors into
the analyzer. The routing error was checked by
looking for counts in the spectrum of one detector
where a large peak occurred in the spectrum of
another detector. The result indicated that the cor-
rection and uncertainty were negligible.

5. Analyze~ Dead 1Vme

Two methods were used to determine analyzer
dead times. In the first method, the ratio of cur-
rent-integrator pulses fed directly into a sealer,
and current-integrator pulses counted in channel
zero of the multichannel analyzer was determined.
In the second method, gate pulses from the de-
tectors counted by scalers were compared with the
total number of spectrum counts for each detector
in the analyzer. This ratio can be determined for
all detectors. It is believed that the second meth-
od is more reliable as a determination of the ana-
lyzer dead time.

The dead time of the analyzer was typically 2%%up

for the "O(d, n)"N reaction and 1% for the "N-
(o., d)'"0 reaction. The difference between the
dead times measured by the two methods dis-
cussed above was typically 10%%ug of the dead time.

Dead times measured for each detector by the
second method agreed to within +0.05% when there
was not apparent noise in the electronics. Noisy
electronics was evidenced by an excess of counts
in the 100-MHz scalers above the 10-MHz scalers.
This noise was usually due to the preamplifiers.
If there was any doubt as to whether the dead time
could be properly determined for a particular run,
or if the electronics were too noisy, that run was
arbitrarily omitted from the final data. Three de-
tectors (different angles) were used in the "'N-

(n, d)"0 reaction measurements and two were
used in the "O(d, n)'4N reaction measurements.
The uncertainty assigned to the dead-time correc-
tion was typically +0.05%.

6. Isotopic Gas Impurities

Natural oxygen gas contains 99.76% "0, 0.04%
"0, and 0.2(P/~ "0. Natural nitrogen gas contains
99.64%%uq

' N and 0.36%%uo "N. The target densities

were corrected for the percentages of "0 and "N,
but there is a possibility that reactions due to "0,
"0, and "N will produce counts in the spectra in
the same energy region as the "O(d, o)'~N and '~N-

(n, d)"0 reactions. It was necessary, therefore,
to measure these isotopic cross sections and cor-
rect for them. Cross sections for reactions in-
duced by d+'"0, d+ "0, and a+ "N were mea-
sured by using separated isotopic gaseous targets
contained within the scattering chamber by an en-
trance foil. The corrections based on these mea-
surements are given in Tables I and II. The only
significant correction was for the "N(n, d)"0 val-
ley region.

7. Spectrum Peak Stripping

The stripping of peaks from the spectra is re-
lated to a number of corrections already consid-
ered. Several of the scattering processes caused
reaction particles to be degraded in energy: for
example, slit-edge scattering, scattering in the
gas, and beam-aperture scattering. Some of these
energy-degraded counts should be counted, while
others should not. An indication that the ideal de-
tector peak energy distribution was nearly Gauss-
ian in shape was obtained in the detector-efficiency
experiment. " On the other hand, experimental
peak shapes actually observed in the cross-sec-
tion measurements were Gaussian on the upper
side and asymmetric on the lower side with a low-
energy tail.

Each process affecting the peak shape was stud-
ied in detail. An effort was made to predict and fit
the observed peak shape, but this approach was
found to be impractical because of the complexities
of the different scattering processes. A sufficient
number of channels around the spectrum peak was
considered so that all true counts should have been
included. Background subtraction and corrections
were applied to the counts in the region and are
given in Tables I and II.

E. Geometry

&. G I"actor

The geometry factor G has been derived by Sil-
verstein. " This relation includes the effects of the
finite angular opening of the detector-slit system
and the finite size of the beam. The angular distri-
butions of the differential cross sections were
carefully measured near 160 for the "O(d, o)"N
reaction in order to determine the first and second
derivatives of the differential cross sections which
appear in Silverstein's equation.

Z. Angular Uncertainty

The angle of the movable-slit system was read
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from a precision angle circle with an estimated
absolute uncertainty of +3 min. The correspond-
ing uncertainty in sin8 at 160' was +0.24%. How-

ever, the uncertainty in the relative angle between
the inverse reactions was estimated to be only +1
min.

The angular uncertainty affects the detailed-bal-
ance comparison through the cross-section depen-
dence. This problem is considered in Sec. VII.

VI. SUMMARY OF EXPERIMENTAL RESULTS

In this section we wish to present a brief sum-
mary of the experimental cross-section measure-
ments. Unless otherwise stated, the quoted uncer-
tainties are the standard deviations of assumed
normal distributions. The cross sections pre-
sented in this section should be understood as inte-
grals of the true cross section weighted by the ex-
perimental energy-resolution functions. They
have been corrected for all other experimental ef-
fects discussed in Sec. V.

Experimental parameters which have been mea-
sured, or estimated, for the '~N(n, d)"0 reaction
are given in Table III. It should be repeated here
that we have not established the absolute energy
scale for our measurements of this reaction (see
Sec. V C) to the same accuracy as in the inverse
reaction.

Experimental cross sections for the '~O(d, o.)'4N

reaction are shown in Figs. 6-8, where we have
plotted excitation functions measured for target-
gas pressures of 0.008 and 0.024 atm. Differences
in cross sections measured at different target-gas
pressures are due to different energy-resolution
functions. Other experimental parameters for
these data are given in Table IV. The laboratory
scattering angle for these data was 160'0' with an
absolute uncertainty of +3'. The uncertainty in the
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FIG. 7. Laboratory excitation functions over valley
region for ~60(d, n) ~4N reaction for chamber gas pres-
sures of 0.008 atm (7 cm) and 0.024 atm (23 cm). Note
suppressed zero.

absolute energy scale of these measurements was
+6.7 keV. It was necessary to shift the 0.024-atm
"O(d, o)"N energy scale down 7 keV to agree with
the 0.008-atm "O(d, n) "N energy scale. This
shift is consistent with the larger energy uncer-
tainty associated with the greater energy loss in
the higher-pressure measurements.

VII. DETAILED-BALANCE COMPARISON
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how our measured cross sections may be com-

22.5

—~ 7 cm PRESSURE
' 23 cm PPESSURE

J3
E

56
O
I—o
N 51 d'

N 0
O
o 46

0 O0 0

0 ~
0

E

O
I—

21.5
V)

(R
V)
O
K

CO

21.0

41
4.36 4.37 4.38 4.39 4.40 4.41 4.42 4.43 4.44

LAB ENERGY (MeV)

20.5
4.65 4.67 4.69 4.7&

LAB ENERGY (MeV)

I

4.73 4.75

FIG. 6. Laboratory excitation functions over peak
region for the ~60(d, o.)~4N reaction for chamber gas
pressures of 0.008 atm (7 cm) and 0.024 atm (23 cm).
Note suppressed zero.

FIG. 8. Excitation functions over plateau region. for
~~O(d, 0.)~4N reaction for chamber gas pressures of 0.008
atm (7 cm) and 0.024 atm (23 cm). The shaded region is
the result predicted for the 0.024-atm data from the
0.008-atm data. Note suppressed zero.
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pared to test detailed balance. The essential dif-
ficulty is that detailed balanoe [Eq. (1)] relates
cross sections evaluated at exact angles and ener-
gies while our measurements are weighted aver-
ages over finite intervals in both the angle and
ener gy variables.

Let o(E, Q) be the exact differential cross sec-
tion. Then in general, we measure an average
cross section

r(Z„n,) =]I
' o(z, n)R(z —Z,)S(n- n, )dZd Q,

(6)

where R(E —E,) and S(n- Qo) are energy and angu-
lar resolution functions centered at Ep and Qp,

respectively.
The effect of the angular integration on the ob-

served cross section has been treated in Sec.
V E.l. This correction was made when we com-
puted the "effective" G factor as a function of the
slit-system dimensions and the angular distribu-
tion of the observed cross section. Implicit in
this calculation was the assumption that the angu-
lar dependence of g(E, Q) did not vary significantly
over the energy interval represented by R(E E,). -
This is equivalent to the assumption that Eq. (6)
may be separated into two parts,

F(z„n,) = r(z„e,)

Our set of typical measurements can then be writ-
ten as

F.(E,.) = o.(E.)R.(Z. Z,.—)dz.

F~(zo~) =
J o~(E~)Rl(E~ —Eo„)dz~ .

Our problem is to use these measured va, lues,
F (E„)and F,(E,'~), to test detailed balance,
which relates o' (E ) and o,'(E,).

Two general techniques have been used to treat
this problem. Before we discuss these in detail,
we wish to discuss the assumptions which are com-
mon to both. We will consider first the absolute-
comparison proble. Noting that for our case the
spin factors cancel, we have from Eq. (1)

o'.(E„)/o,'(E,}= P„'/Z. ',
where P~ and P are the c.m. momenta of the inci-
dent deuteron and n particle and E and E„corre-
spond to the same excitation energy in the com-
pound system.

Let v,'(E„)= C„cr~(z~); i.e. , C„ is the factor which
converts from the laboratory to c.m. system. The
quantity X which we compare with unity may
then be written

oEO RE —E dE (6)

&~' &u ou(zu)
O'C o(E„)

=A
o„(E) ' (10)

o(z, e,) = jl o(z, n)S(n- n, )dn,

and that the operation represented by Kq. (9) is
equivalent to the G-factor calculation previously
performed.

We shall use the subscripts d and e to denote the
incident particle, and primes to denote c.m. quanti-
ties. A typica, l set of measurements then consists
of a single '~N(n, d) "0cross section,

.(z„., e,.) Je.(z., )( e (z(,.e) z. , e

and a series of "O(d, o)"N cross sections mea-
sured as a function of the energy,

,(z,'„e„,) J,(z„e„)((,'(z, z,,)ez, , — '

Since we did not make an accurate absolute mea-
surement of the e-particle energy, -we have in-
ferred E from E„and the reaction Q value. Thus,
the factor A is considered to be a function of E„,
Q, and 8„. In this work, we have calculated A and

all other kinematic quantities with relativistically
correct formulas. "

Equation (10) will be our starting point for abso-
lute comparisons. For relative comparisons, we

may write Eq. (10) for two different conditions.

o(((zld e 6 l(l)
X(zw ~l~)=&(EM Ow) +a~ Ict~ 1m~

&s(z.u 02a)
X(E2u 6aa) =&(E2~ 62') 0a~fE2ej e2cji

We shall assume that the resolution function R„' is
independent of i and thus drop the superscript on
this variable. We also note that 8«and 0, have
been chosen so that the corresponding c.m. angles
are equal. Therefore we will not express the angu-
lar dependence of cross sections unless necessary.

Thus the quantity to be compared with unity, g, is

X( 1(( e 1(() ( l(le 61(l) (l( lee e 61(l) (2(xeee2(e)

X(E2u 62~) &(E2u 62~) &a(z.a 62') & (El, sl )
'
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A. Weighted-Resolution-Function Method

We will now describe the first technique used
for the actual cross-section comparison. Since
E and E, are related in a specific way, Eq. (10)
can be written

X(Ea)v (Ea) =A(Ea)va(E&), (12)

for any value of E„. For any well-behaved weight-
ing function R(E,) we have

fg (P)(B)R(,Z)dE, = fA(E )v, (E)R (E)dE

(13)
Now we identify R(E„)with the energy-resolution
function for the '4N(o, d)"0 reaction, R„(E ), ex-
cept that we write it here as a function of E~. Fur-
thermore, we note that to a good approximation
we may form a weighted sum of the deuteron ener-
gy-resolution functions, which are equivalent to
R.(E„).

R ~(E~) = Q w,R~(E~) .
j= 1

Now let E„be the center energy of R (E,). We
note that A(E~) has only a small linear energy de-
pendence. Since v (E,) and R (E„) are approxi-
mately symmetric with respect to E« for each of
the cases studied, it is a good approximation to
remove A(E~) from the integration and replace it
by A(E,„). Thus we may rewrite Eq. (13) as

X(E.)v.(E,)R.(E.)dE,
n

=A(E«) Q w, v~(E,)R,(E,')dE, .
i=1 4

Now we define li(E«) by the relation

fX(E,)v (E,)R„(E„)dE~

fv (E,)R (E,)dE,
(16)

Then from Eqs. (8}, (15), and (16) we have

n

lt(E„)= A(E„)Q sj,v„(EO,)/v „(E„). (17)

This is the fundamental relation which we will use
for our cross-section comparison. It should be
particularly noted that X(E„) is an average value
of X(E,) weighted by both R (E,) and v„(E,).

In order to use Eq. (17) it is necessary to know

the coefficients zo, , which in turn requires a knowl-
edge of the resolution functions R and R„. We
will assume that R and R„are the convolution of
three factors: energy loss by the beam in the tar-
get volume, beam energy straggling in the gas pre-
ceding the target volume, and the "intrinsic" ener-

gy resolution of the beam as it enters the scatter-
ing chamber. As stated above, we will assume
that the intrinsic energy resolution of the beam
and the beam-energy straggling are normal dis-
tributions with widths as given in Tables III and

IV. To a good approximation the energy loss func-
tion, considered as a function of position along the
beam axis, is a symmetric trapezoidal function
whose full width at half maximum is also given in
Tables III and IV. It should be noted that these
widths are not known exactly and that the uncertain-
ty in these widths contributes substantially to the
uncertainty in some of the final detailed-balance
comparisons. We will discuss this problem in de-
tail below.

Given specific values of the various resolution-
function widths, the coefficients co, were calculat-
ed in a straightforward way. Specifically, we cal-
culated the convolved functions R „(E„)and R~(E,)
numerically and then used a least-squares com-
puter program to find zv; by minimizing the sum

g [R.(E,') —Q u, R,(E,'}]',

where E,' were the arguments (typically 100) for
which R has been numerically evaluated. In this
calculation R„was approximated by a normal dis-
tribution. In order to minimize. statistical uncer-
tainty in the sum Q, , w;v, (E«), and thus in

lt(E«) we imposed the additional constraint w; -0.
In general, the fit of Q;, xo, R~(E,) to R„(E„)was
very good and we believe that a negligible uncer-
tainty is introduced into/(E«) by the fitting pro-
cedure.

In a more general sense, there are uncertain-
ties in w, because of uncertainties in R~(E~) and

R (E,) and in E,„(the energy at which v„was mea-
sured with respect to the set E,',). However,
these uncertainties are correlated and we calcu-
lated the effect of these uncertainties by consider-
ing their effect directly on X(E„)

Once the set w, had been determined y(E«) was
calculated easily, since the other quantities in

Eq. (17) were known (e.g. , Tables III and IV, Figs.
6-8). Estimating the uncertainty in X(E«) was a
more difficult problem. To show how these esti-
mates were made, we will now discuss our as-
sumptions in detail. Table V is a tabulation of
the results of these assumptions.

1. Statistical uncertainties. We assumed that the
statistical uncertainties hv, associated with v, (E«}
were uncorrelated. Since zv,. are assumed to have

negligible associated uncertainty, the statistical
uncertainty in the sum g; po;o, (E,',) is just
(L, ,xo,' , nv)"'. This is the quantity given in

Table V under the heading (d, n) statistics.
2. Systematic uncertainties. We assumed that the
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TABLE V. Summary of uncertainties (in percent) for absolute comparison of (d, o.') and (o.', d) cross sections.

Source Peak
(d, e) pressure= 0.008 atm

Valley Plateau
(d, e) pressure=0. 024 atm

Peak Valley Plateau

(n, d) statistics
(d, e) statistics
(e,d) systematic
(d, e) systematic
A(E~, 0~, Q}
Belative energy
Belative angle
(d, e) energy-

resolution function
{n,d) energy-
re solution function

Combined uncertainty

+0.327 +0.411
+0.082 +0.133
+0.325 +0.353
+0.277 +0.285
+0.098 +0.093

-0.175,-0.194 +0.260, +0.212
+0.061 +0.038

+0.278
~0.130
+0.300
+0.283
+0.089

+0.345, -0.224
+0.011

+0,327
+0.086
+0.325
+0.224
+0.098

-0.169,-0.174
+0.061

+0.411
+0.130
+0.353
+0.247
+0.093

+0.243, +0.335
+0.038

+0.278
+0.113
+0.300
+0.238
+0.089

+0.279, -0.138
+0.011

+0.126,-0.097 +0.057, -0.073 +0.002, -0.003 +0.377, -0.294 +0.225, -0.297 +O.OG9, -0.010

+0.806, -1.129 +0.676, -0.441 +0.031,-0.021 +0.758, -1.051 +0.815,-0.551 +0.037, -0.026
+0.987,-1.276 +0.958, -0.776 +0.626, -0.568 +1.000, -1.226 +1.075, -0.879 +0.569, -0.514

systematic uncertainties in P„(Eoe) were complete-
ly correlated. (This is the most conservative as-
sumption. ) Then the systematic uncertainty in

g;,w,o (Es~) owill be equal to the systematic un-
certainty in a single measurement o, (Eoe).

3. Unce&uinties in energy and cngze. Two kinds of
uncertainties may occur. First, there are uncer-
tainties in the absolute deuteron bombarding ener-
gy and (d, a) scattering angle. These affect the de-
tailed-balance comparison [Eq. (17)] only through
the factor A(Eo~). Second, there are uncertainties
in the correspondence of the (d, n) and (o., d) bom-
barding energies and angles. %'e will consider
these problems separately.

As we have noted above, A(E«) is a function of

E«, 8„, and Q. For our absolute comparisons,
we took Q =3.1j.022+0.00038 MeV, 0~= 160'0'+3',
and

~4.4052+0.0067 MeV (peak)

E«q . 4577+5.0006M7eV (valley)
i4.7100 + 0.0067 MeV (plateau) .

The uncertainty in A caused by each of these fac-
tors was determined numerically. The total un-

TABLE VI. Besults of detailed-balance comparisons
by two methods for absolute ratio.

certainty in A was determined by combining these
individual contributions in quadrature with the re-
sults tabulated in Table V under the heading

a(E„,6„q).
The effect of uncertainties in the relative bom-

barding energy was estimated by repeating the de-
termination of so,. for different assumed values of
E«and then calculating y(E«) with these w;.
These uncertainties [in X(E«)] are listed in Table
V under Relative Energy. They represent the ef-
fect of the uncertainties in E« listed in Table III.
For the peak and valley regions an attempt was
made to experimentally make E«correspond to
the maximum and minimum cross section, re-
spectively. Any deviation of the true E« from the
intended E«makes lt(E«) go down for the peak
arid up for the valley. This is the reason, for ex-
ample, that two negative values are quoted in Ta, -
ble V for the peak region. These two values cor-
respond to changes in E«of +2 keV and -2 keV,
respectively.

As stated above we have assumed that the angu-
lar dependence of the cross section does not vary
significantly over the energy interval represented
by R~(E,). Under this assumption, uncertainties
in X(EO„) due to uncertainties in the relative scat-
tering angle +b,o are given by

Comparison

I eak (0.008 atm)
Peak (0.024 atm)

Valley (0.008 atm)
Valley {0.024 atm)

Plateau (0.008 atm)
Plateau (0.024 atm)
Peak (combined)

Valley {combined)
Plateau (combined)

Weighted
resolution

function

0 9914+onoo88
0

o ss5s'[.Pf
53'-o oo&88

0.9994", ('„",',

0 9991+oo o057

0 9886+0 oo86

1.0082'o.oo',8

0 9992+0~00m

Likelihood
function

0.9901~0.0115
0.9904 + 0.0115
1.0055 + 0.0076
1.0065 + 0.0084

[sr,(E,„)/se](+~e) .

This was determined in our case by measuring
angular distributions at 1 intervals at the appro-
priate bombarding energies. The effect on X(E,„)
due to relative-angle uncertainties of +I min are
given in Table V under Relative angle.

4. Uncertainties in R„(E„)and R~(E~). Uncertain-
ties in jt„and R„cause uncertainties in g(E«) by
introducing correlated uncertainties into the de-
termination of m, . Estimates of uncertainties in
the individual components of R~ and g, „are given
in Tables III and IV. Their effect on X(E«) was



1080 THORNTON, JONES, HAIR, MANCUSI, AND WILLARD

estimated by repeating the sequence of calcula-
tions which has been described. That is, R or R„
was recalculated using different parameters for
the functions to be convolved, zo, were determined
using the new resolution function, and X(Eod} was
calculated using Eq. (17). Changes in X(Eod) cor-
responding approximately to changes of one stan-
dard deviation in the individual components of R„
and R„are given in Table V under the headings
(d, o.) Energy-resolution function and (n, d} Energy-
resolution function.

Combined uncertainty. What one would like to
have as the result of an experiment of this type is
the so-called likelihood function, i.e. , the prob-
ability that a given X(E,d) is the correct X(E«) giv-
en as a function of X(E«). The problem in the
present analysis is that X(E«) is a nonlinear func-
tion of the measured quantities; for example, the
relative bombarding energy. The essential as-
sumptions of this first method are that we may
estimate the standard deviation of the likelihood
function for a given comparison by combining the
positive and negative individual contributions in
quadrature and that the standard deviations calcu-
lated in this way correspond to a confidence inter-
val of 68%. For example, in Table V the value of
-1.276% given as one limit of the combined uncer-
tainty in the first column is the root-mean-square
of all the negative values in that column, includ-
ing an average uncertainty of -0.185% for rela-
tive energy. This assumption is based on the idea
that the individual sources of uncertainty are un-
correlated and are reasonably well approximated
by normal distributions.

A summary of the absolute-comparison results
is given in Table VI for (d, n) pressures of 0.008-,
0.024-, and for the 0.008- and 0.024-atm data com-
bined. By the latter, we mean

X(Eod} Icombined eX(Eott}Io.ooa atm ~X(Eod} lo.o24 eon .

In the uncertainty calculations for the combined
data, we assumed that 0.008- and 0.024-atm un-
certainties for the (d, n) energy-resolution func-
tion, relative bombarding energy (valley region),
(d, a) statistics, and (d, a) systematic effects
were uncorrelated. Since there is no reason to
believe that the high- or low-pressure data are
more accurate, we will use as our final answer
the combined comparison.

A sensitive test of the comparison procedure we
have just described is a comparison of the 0.008-
and 0.024-atm (d, n) data. In particular, .the
0.008- and 0.024-atm (d, o.}cross sections have
substantially different energy-resolution functions
(see Table IV). Thus we can consider a problem
analogous to Eq. (17) where tJ (E,„) and y (Et'd)aorde

replaced by the 0.024- and the 0.008-atm (d, n)

66
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FIG. 9. Excitation function over the peak region fm'

the ~60(d, e) ~ N reaction showing 0.024-atm (23 cm)
data points and the 0.024-atm data predictions (shaded
region) calculated from the 0.008-atm data. Note sup-
pressed zero.

cross sections, respectively. In this case, A(Eod)
= 1, but in all other respects the problem is simi-
lar except that we know the desired answer; i.e.,
X(Eod) = 1.

We have performed such a comparison with the
results shown in Figs. 8-10. Rather than calcu-
late a ratio of cross sections, we have calculated
the 0.024-atm cross section as predicted from the
0.008-atm cross sections. These are shown in
Figs. 8-10 as crosshatched bands. The center
line of these bands is the predicted value and the
edges represent a 68%%up confidence interval calcu-
lated in the same way as for the detailed-balance
comparison. In this uncertainty calculation no
relative-angle uncertainty was assumed (since the
detector was not moved) and no relative-energy
uncertainty was assumed, since the comparisons
are made as a function of relative energy. Al-
though these comparisons are. not perfect for the
peak (Fig. 9) and valley (Fig. 10), they are con-
sistent with the estimated uncertainties. As can
be seen in Fig. 8, the comparison for the plateau
region is quite good. This is gratifying, since it
is the plateau region which provides our most
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V(Eld I E2d) X (Eld)/X (E2d) s (18)

where X(E,„) and X(E„)are defined by Eq. (16) and
calculated by Eq. (17). We have dropped the angu-
lar dependence of Eq. (11), since for our data 8,~

y(E„) and X(E„)are the absolute ratios we have
previously calculated (Table VI) and the calcula-
tion of ttI(E„, E,~) proceeds directly. Calculation
of the uncertainty in $(E,~, E„) is more compli-
cated, since some sources of uncertainty for the
two (o, d) and two (d, o) measurements in a rela-
tive ratio will be correlated. For example,
g(E„,E,„) contains the ratio F„(E„)/&7 (E,„), and
systematic uncertainties which are common to

sensitive detailed-balance comparison.
Since our data consist of cross-section measure-

ments at three different compound-nucleus ener-
gies, they can also be combined to form three rela-
tive-energy comparisons of detailed balance. The
quantity which we wish to compare with unity, g,
is defined in Eq. (11). However, we again have the
problem that our measured cross sections are in-
tegrals of the true cross section weighted by ex-
perimental energy-resolution functions. The reso-
lution of this problem proceeds just as before.
Rather than repeat the entire development we will
define our average $ by

both c (E,„) and r7„(E,~) will tend to cancel. In or-
der to estimate uncertainties in the values of
g(E„,E„)to be reported, we have made the ap-
proximation that the following sources of syste-
matic uncertainty (see Tables I and II) cancel com-
pletely for both pairs of (n, d) and (d, n) measure-
ments: Faraday-cup ionization, beam-current de-
pendence, slit-edge scattering, detector ineffi-
ciency, beam-scattering loss, compensation, and
secondary-electron suppression. In addition, un-
certainties introduced in the determination of zv;

for the measurements centered at the peak and
valley are correlated, but in a way which in-
creases the total uncertainty. In particular, a
change in either R„or R causes the sum

Q, ,w;a, (E„) to change in opposite directions
at the peak and valley. Thus, uncertainty contri-
butions due to R~ and R must be added for the
peak/valley comparison.

Table VII summarizes the results of relative-
energy comparisons calculated with the combined
0.008- and 0.024-atm (d, o.) cross-section data.
The uncertainties quoted in this table were calcu-
lated in the same way as those for the absolute
comparisons, with the additional changes noted
above.

B. Likelihood-Function Method

&6.0

t 5.5

E

O
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tLI )50
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25 cm PRESSURE

Another approach to the comparison problem
was made employing the technique of likelihood in-
ference. " Given the data measured in the experi-
ment and a set of assumptions, this method of an-
alysis computes a likelihood or "probability" for
every value of the parameter X

= (o, /o „)&&A.

detailed balance holds, this likelihood function,
L(X), would be a peak centered about 1.0 with a
width which is a measure of the uncertainty in the
experiment. In general, this peak is non-Gaussian.

If a series of n measurements are made of a
quantity y, and if the probability distribution (or
probability density) of measuring a particular val-
ue of y is given by f (y, p), where p is a mean val-
ue of an infinite number of measurements of y (p,
is not known), then the likelihood function is de-
fined as

) 4.0
4.56 4.57 4.58

LAB ENERGY (MeVj

4.59 4.60
TABLE VII. Summary of relative energy-comparison

results. Values of g(E&z, E2&) as defined in text.

FIG. 10. Excitation function over the valley region
for the 60(d, ) N reaction showing 0.024-atm (23 cm)
data points and the 0.024-atm data predictions (shaded
region) calculated from the 0.008-atm data. Note sup-
pressed zero.

(E &, Eval&e ):0.9806-0 0202
+0.0152

+0~ Oi08
4' (E va&],ey ~ &plateau ):1.0090 0 0086
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$(p) is a probability or creditability calculated
from the data points and is dependent on the as-
sumed form of the probability density. Except for
arbitrary normalization, likelihood functions can
be treated much like probability functions, i.e.,
they can be multiplied to form joint likelihoods,
and they can be integrated over variables that are
to be eliminated.

We will be concerned first with the (d, o.) mea-
surements. The likelihood of inferring a particu-
lar functional form of an averaged cross section
(7, (E) from a series of cross-section measure-
ments [oz(E„),o,(E, ), . . . , (7„(E,,), . . . , o(E„)],
where the distribution of cross-section measure-
ments is assumed to be normal with uncorrelated
standard deviations of [s„s„.. . , s;, . . . , s„]and a
correlated uncertainty of y„, can be written as the
integral over all values of systematic error K~ of
the likelihood of inferring (7, (E) from the set of

0
data points (assuming a Kz) multiplied by the
probability of a particular K„,

),(,, (z)) = az, ~ aaa — ",
I

(K, —f)'
yff

z l ( [Kz&7, (Ez ) —(7„(Ez )] J

(2D)

where K„ is assumed to be normally distributed
with a standard deviation y~.

This integration has the effect of including the un-
certainty of Kz into l, ((7z (E)) in terms of the set of
datR Rnd yg . This technique) l.e.y of lntegl Rtlng R

likeli, hood function over a variable weighted by a
probability density of that variable; will be used
frequently in this development.

At this point we will make Rn assumption about
the functional form of oz(E) and therefore about
(7„(E). We will assume that o„(E) can be repre-
sented in the region of the set of data as a power
series in E up to E' of the form:

cr2(E) = a„(l + C,zE+ CzzE + CzzE ) .

The consequences of this assumption will be dis-
cussed later. Then

z, (z)=f z(z-a).,(a)aa

= a{1+C„E+C,„[E'+M„,] + C22[E2+ 3EMz2]),

(22)

where M„,= f E(x)xzdx, the second moment of
the resolution function, and it is necessary to use
the assumption that E(x) is symmetric about x=O
and that f E(x)dx= i. The above expression
gives us the means of parametrizing (7, (E), the

integrated cross section, in terms of parameters
of the discrete cross section o,(E) (i.e.: a„C„,
Czz, and Czz) and a single parameter, M„„ofthe
resolution function. This functional form has two
advantages. First of all we are not forced to as-
sume very much about E(x), and secondly, we are
able to obtain R particularly simple expression for
the detailed-balance parameter X if we assume,
as previously discussed, that a violation of de-
tailed balance would not change the shape of the
discrete cross section, only its amplitude; i.e.,

)(
= Aoz ~/0 c z

= A(lg/9 c . (23)

f(+z) Clz) 22) 3z)Mz2) a

where P„ is the probability of having a particular
42

M~, and we have assumed this to be a normal dis-
tribution about the calculated second moment of
the resolution function.

As mentioned previously, we decided to convert
the (o., d) measurements into the (d, n) laboratory
frame of reference. Consequently, the (o(, d) mea-
surement should be represented as c7 (E+E,),
where E, is the systematic error in the energy of
the (o., d) measurement relative to the (d, n) mea-
surements. The experiment has been performed
in such a way as to make Eo=0, but uncertainties
in all energy measurements contribute to a prob-
ability, which we will assume to be Gaussian, of
E, being any value around zero.

Except for the additional parameter E, we can
construct f ((2, C„C„C„E,) in the same way as
we constructed the (d, n) likelihood function. Then
the likelihood Z(y) that a given detailed-balance
parameter X can be inferred from the (n, d) and
(d, n) sets of data is given by

a(, ) =faz~fa. fac,fac f, ac,
x lz((2z, C„C„C2)l (A(2z/g, C„C2, C,),

(25)
where I'~ is the probability density of E„which
was assumed to be a Gaussian with a mean of Eo
= 0 and a standard deviation equal to the uncertain-
ty in the relative-energy measurements.

The integration over C, can be done in closed

Putting the expression for o„ into l,((7, (E)) we
0 0

obtain an expression for l,(a„C„,C,„,C„,M„).
In order to include the uncertainty in M„, we inte-
grate the likelihood function over all possible val-
ues of the second moment of the resolution func-
tion

)(„c„,c„c,) faa=a, ~„
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form, but the remaining four integrals must be
done numerically. The limits of the range of
numerical integration for the integrals over C„
C„and a„were determined by doing a least-
squares fit of each set of the (d, o.) data to Eq. (22)
and then choosing the limits to be one standard
deviation on either side of the best-fit values.
This procedure also tested the assumption that the
data could be parametrized in the functional form
of Eq. (22), which is equivalent to the assumption
that the cross section over the region of a set of
data can be expressed as a power series in the en-
ergy up to E' [Eq. (21)]. For every set of data,
the cross-section measurements near the edges of
the energy range were neglected so as to restrict
the energy region to be analyzed in order to make
the assumption of the cubic form of the cross sec-
tion more valid. In general the y' values for these
fits normalized to the number of degrees of free-
dom were good; however, the results for the 0.024-
atm sets of data were not as good as those for the
0.008-atm sets of data.

A computer program was written to calculate
Z(y) for the comparison of two sets of data. In

order to check the program, the mathematical de-

).0

velopment of Z(li), and the internal consistency of
the (d, o) data, this program was used to deter-
mine g(o„(0.008 atm)/o„(0. 024 atm)) for the
peak and valley regions. The likelihood function
calculated in this manner for a comparison of the
two sets of (d, o) data measured on the "peak" ap-
pears in Fig. 11. This likelihood function, as with
the others calculated, tends to peak about 1.0; the
width of the peak is an indication of the uncertainty
of the comparison. The secondary peak that ap-
pears in Fig. 11 is the only one that was observed
during the analysis of this experiment. Figure 12
shows the likelihood function g(o„(0.008 atm)/
o „)calculated for the comparison between the
0.008-atm (d, o) data and the (n, d) data in the val-
ley.

Attempts to analyze the plateau data with the
same computer program proved unsuccessful be-
cause of computational difficulties which resulted
in computer underflows. It was decided to limit
the likelihood-function analysis to the peak and
valley rather than to try to develop new numerical
techniques.

The uncertainties quoted in the likelihood are all
symmetric about the most likely value and are as
a whole slightly smaller than those derived by the
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FIG. 11. Comparison of absolute ratio of 0& for the
0.008- and 0.024-atm peak data calculated using the
likelihood-function method.

FIG. 12. Comparison of absolute ratio of 0& (0.008 atm)
with the a„valley data using the likelihood-function
method.
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other analysis. The likelihood uncertainties are
symmetric because the formalism that was devel-
oped assumed that all contributing uncertainties
were in the form of variances of assumed normal
distributions, when in fact we do not know, nor do
we have any way of knowing, the distribution of
many uncertainties in the experiment. Perhaps
the likelihood uncertainties are smaller because
in general the energy range over which (d, o.) data
was analyzed for each set was smaller; however,
the difference between the two sets of uncertain-
ties can hardly be called significant.

These results of the likelihood analysis provided
us with an independent check on the comparison of
the (o, d) and (d, n) measurements. This type of
approach to the analysis of a precision experiment
should be encouraged.

VIII. CONCLUSION

As shown in Table VI, detailed balance is satis-
fied to within our experimental uncertainty, which
ranges from +0.4 to +1.2/z. Our best results of
+0.4 to +0.F/p are obtained for the plateau region.

In general, we would like to use these results to
place a limit on the fraction of the Hamiltonian
which is T noninvariant. Several authors" "have
attempted to relate limits on detailed balance to
the properties of the corresponding Hamiltonians,
but their results are model dependent and in some
cases do not agree. Since our reaction is not a
direct reaction and since we probably are not in
the statistical-fluctuation region, we have not at-
tempted to use the presently available theoretical
results to calculate the T-noninvariant fraction of
the Hamiltonian. Our reaction is probably in the

region of a few overlapping levels, and the calcula-
tion by Mahaux and Weidenmuller4' for the two-
level case may be appropriate. They conclude that
a T violation could be greatly enhanced in this
case. Moldauer" has calculated the T-odd part of
the Hamiltonian H for three recent detailed-bal-
ance experiments. He calculates (Hzd) less than
27 keV for the experiment of Weitkamp et al."and
at most 50 eV for the experiments of von Witsch,
Richter, and von Brentano" and the present one.
The reaction studied by Weitkamp et al. , 2~Mg-

(d, P)"Mg, proceeds primarily as a direct reac-
tion and the von Witsch, Richter, and von Bren-
tano" reaction, "Mg(n, p)27Al, was measured in
the region of fluctuating cross sections.

A more modest goal is the idea of relating a vio-
lation in detailed balance to the fractions of the re-
action amplitudes which are T noninvariant. Again,
this is a model-dependent procedure and depends
sensitively on the phase angles 4, between the T-
even, f;, and T-odd, f;, parts of the amplitudes.
In the absence of specific information, we have
adopted what has become a standard technique in
experiments of this type. That is, we assume for
each amplitude that f;«f', and C. ; is unknown. By
allowing 4,. to assume random values, we can then
calculate an average relation between the limit on
detailed balance and the fractional values of f;.

In the present case, two independent amplitudes
may make substantial contributions to the reaction
cross section. For various reasonable assump-
tions about the relative value of f; and f;, we esti-
mate that the limit placed on the T-odd part of the
amplitudes is about twice as good as the limit
placed on detailed balance. Thus our best upper
limit for the T-odd fraction of the reaction ampli-
tudes is 0.2%.
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States of "'C were studied with the ' B( He, d)' C reaction at a bombarding energy of 21 MeV.
The data were found to favor the assignments J~=-+ and 2+ to the levels at 8.65 and 8.69
Me V, respectively. A distorted-wave analysis of the angular distributions for negative-parity
states in "C yielded spectroscopic factors whose relative values agreed well with the predic-
tions of Cohen and Kurath, even though the excited-state energies were found to be in better
agreement with the predictions of the unified rotational model.

I, INTRODUCTION

The mirror nuclei "Band "C have been exten-
sively studied and many of their properties are
known. ' Not so well known, however, are the sin-
gle-particle strengths of the states as observed in
the reactions 'OB(d, P)"B and 'oB('He, d)"C. These
are of considerable interest, since they may be
compared directly with the predictions of the nu-
clear shell-model calculations of Cohen and Ku-
rath ' and Goldhammer et al. ''

In previous work, the spectroscopic strengths
for (d, P) reactions, "(d, n) reactions, ' and ('He, d)
reactions"" on "Bhave generally been derived
from analyses with plane-wave Born-approxima-
tion (PWBA) stripping codes. The absolute values
of the strengths thus obtained are seldom accurate,
and even the relative strengths are uncertain.

It has been shown"" that distorted-wave Born
approximation (DWBA) analyses are reasonably
capable of fitting the angular distributions for sin-
gle-particle transfer reactions on targets in the 1P
shell and that the spectroscopic factors obtained
are in reasonable agreement with shell-model
calculations. However, for the 'OB(d, P)"B reac-
tion, such analyses have been carried out" only
for transitions to the three strongest states below
7-MeV excitation. Other DWBA analyses were
confined to the ground-state transition. "'" For
the "B('He, d)"C reaction, a DWBA analysis has
been reported" only for the ground-state transi-
tion at bombarding energies less than 10 MeV.

The reaction "B('He, d)"C was studied here at a
bombarding energy of 21 MeV. Some of these data
have been discussed in a previous report" in which
J"= 2 was assigned to the 8.11-MeV state of "C.

In the present study, we consider a DWBA analysis
of all states below the proton breakup threshold
at 8.693 MeV. Absolute spectroscopic factors
have been extracted and they are compared with
the predictions of shell-model calculations. ' '
The angula. r distribution of a broad (f'= 200 kev)
level at 10.68 MeV is presented and fitted with a
distorted-wave calculation. The ground- state
transition from the '2C('He, d)"N reaction is also
discussed.

II. EXPERIMENTAL PROCEDURE

The Argonne FN tandem accelerator produced a
beam of 'He ions with an energy of about 20.9 MeV.
The 'He beam was incident on self-supporting "C
and "Btargets placed in the center of an 18-in.
remotely controlled scattering chamber. " The
"C target was approximately 60 y.g/cm' thick and
the "Btarget, enriched to about 96% "B, was
about 100 yg/cm2 thick. Each was oriented with
its normal at about 30' to the beam direction. The
data revealed the presence of oxygen in both tar-
gets, and traces of "B, "C, and "Si in the "B
target.

A vertical beam profile on the targets was es-
tablished by two beam-defining slits whose dimen-
sions were yg+]g in. and which were spaced about
12 in. apart, with the second slit placed about 8 in.
before the target. The solid angle subtended by
the detector was also defined by a rectangular col-
limator of the same dimensions placed about 4 in.
from the target.

The detector telescope was composed of silicon
surface-barrier derectors. The bE detector was
500 p, thick, which was sufficient to stop the elas-
tically scattered 'He particles, and the E detector


