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Accurate differential-cross-section data for proton-proton elastic scattering are presented
at 9.690, 9.918, and 13.600 MeV. These data agree with current energy-dependent phase-
shift ana1yses and resolve discrepancies between previous sets of data and between those data
and the phenomenological analysis.

I. INTRODUCTION

The importance of nucleon-nucleon scattering
information to the understanding of the strong nu-
clear force can hardly be overestimated. Not only
is it the most accessible process concerning the
strong interaction between simple noncomposite
nuclear particles, but it is greatly benefited by
the large energy region free from strongly inter-
acting inelastic channels. A detailed theoretical
description of the scattering does not now exist,
although there has been progress in the one-boson-
exchange model. ' A unique and complete phenom-
enological description is very desirable as a basis
for a theoretical description and for the correla-
tion of experiments, and, to a given accuracy,
should eliminate the necessity for performing fur-
ther experiments in the region of interest. In pro-
ton-proton scattering several energy-dependent
phase-shift analyses" that give a good fit to all
data up to 400 MeV have been published. Some of
the remaining difficulty has been in the region be-
low 10 MeV, where involved electromagnetic cor-
rections~ are necessary, partly because of the ac-
curacy of the data. There has also been disagree-
ment between sets of experimental data and diffi-
culty in fitting some of the data without serious

problems in the phenomenological method.
In particular, near 10 MeV the cross-section da-

ta of Johnston and Young' (Minnesota) at 9.69 MeV
disagree markedly with the data at 9.918 MeV of
Slobodrian et al. ' (Berkeley) in both shape and ab-
solute magnitude. Sher, Signell, and Heller' show
that the central phase parameter, 9+c =5,0+3&&,
+ 55» where the 5«'s are the I'-wave phases, ex-
tracted from the Berkeley and Minnesota data dis-
agree by several standard deviations. MacGregor,
Amdt, and %right, ' using an energy-dependent
phase-shift analysis, have shown the Berkeley
9.918-MeV data to be inconsistent with the Berke-
ley data at 6.141 and 8.097 MeV when combined
with other data at nearby energies. In addition,
Holdeman, Signell, and Sher' (HSS) found the 'S,
phase and the Ac parameter extracted from the
Berkeley data incompatible with a reasonable phe-
nomenological prediction, and that in order to
make a fit, serious readjustment of fits to a num-
ber of well-accepted data at other energies would
be necessary (see Figs. 2 and 8 of Ref. 8).

To help resolve these inconsistencies, we mea-
sured accurate differential cross sections at 9.690
and 9.918 MeV. These results were reported in an
earlier Letter' and analyzed by HSS. They found
that the angular shape of our data agreed with their
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prediction and with the Minnesota data, but that our
absolute values were such that the 'S, phase from
our data was also difficult to fit, in agreement with
the Berkeley data.

To help resolve this discrepancy we undertook
two courses of action. First, since the '$, phase
is strongly affected by the absolute values of the
data, we planned a thorough examination and re-
calibration of all experimental parameters that
affect the absolute normalization in our previous
measurements at 9.690 and 9.918 MeV. We also
restudied the assumptions and approximations
made in the reduction of the data, especially at
small angles. Secondly, we measured an accurate
angular distribution at a nearby energy, 13,600
MeV, to help tie down the absolute value and
search for possible energy-dependent systematic
errors.

With one exception, the recalibrations and remea-
surements produced no significant results outside
expected errors. We did find a gross systematic
error in the device used to measure the width of
the slits in the detector; and the value of the G
factor and the cross sections are directly affected.
The correction increases our 9.690- and 9.918-
MeV absolute values about 2%, and brings the ab-
solute values close to the predictions of the multi-
energy analysis of Sher, Signell, and Belier. 4

The 13.600-MeV data also agree with the phenome-
nological analysis. In brief, the present work
claims to have resolved the inconsistencies in
proton-proton scattering in the 10-MeV region. A
preliminary report of this later work and a discus-
sion of its significance has been published. 'o The
present paper will present the experiment in de-
tail and summarize the final results. An even
more detailed account of the apparatus and meth-
ods will be found in the thesis of Detch. "

II. EXPERIMENTAL EQUIPMENT

A. Scattering Chamber

As shown schematically in Fig. 1, the scattering
chamber used was an evacuated 76.2-cm-i. d. cylin-
drical chamber equipped with digital encoding of
the moving components. The detector mount with
included collimating system was positioned in a
precisely machined groove in the rotating turn-
table floor of the chamber and aligned by optical
telescope relative to the beam direction. Optical
tests provided a measure of the chamber turntable
eccentricity. The displacement of the turntable
axis from the beam line was about 280 p.m, and
this improper motion was taken into account in the
calculation of the G factor and proper angle in the
cross-section calculations. Variation of the G fac-
tor due to this effect was smaller than 0.4% and the

correction to the angle was 0.03'. (See Sec. IV on
errors. )

The chamber was electrically isolated from
ground, and was in electrical contact with the last
beam collimating aperture to allow measurement
of this current. Chamber vacuum was provided by
a liquid-nitrogen-trapped oil diffusion pump which
usually maintained chamber vacuum at 5x10 '
Torr.

B. Beam and Beam Optics
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FIG. l. Simplified drawing of the scattering chamber,
final beam-defining apertures, target, Faraday cup,
and detector telescope with collimators.

Negative hydrogen ions were accelerated by the
Los Alamos electrostatic accelerator (one stage)
and injected into the tandem Van de Graaff accel-
erator (two stage). "Three-stage" operation was
used to permit the increased beam stability
achieved by operating the accelerating heads at
relatively low voltages. The proton beam emerged
from the accelerator and was momentum-analyzed
in a 90' double-focusing bending magnet whose
field was stabilized by a nuclear magnetic reso-
nance device, and passed through several small-
angle steering magnets, strong-focusing magnetic
quadrupole lenses, and appropriate collimators.

The positioning of the various collimating slits
and active elements in the beam-optics system
was optimized using a computer optics program to
obtain a long narrow waist in the beam profile in
the vicinity of the gas target to assure a nearly
divergence-free beam at the entrance to the target.
The phase-space emittance at the gas target was
less than 0.13 mrad cm in either plane.

Current monitoring was provided at each colli-
mating aperture in the beam tube and permitted
the focusing and steering to be optimized to ob-
tain nearly 100% transmission through the pre-
chamber slits for low background and good defini-
tion of the geometry. The final collimating aper-
ture, a rectangle measuring 1.0 mm horizontally
by 1.5 mm vertically, was located approximately
2 mm from the target entrance foil and was fabri-
cated from tantalum. Slit parameters were chosen
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so as to be able to stop 25-MeV protons and to
minimize the effect of slit-edge scattering. This
aperture Rnd a slightly larger aperture located ap-
proximately 1.2 m upstream defined the beam di-
rection with a maximum possible angular uncer-
tainty for R line beam of +0.13 . However, minor
adjustments of either steering or focusing elements
shomed that the beam very nearly filled both of
these apertures, and the maximum deviation from
the central direction mas less than 0.06'. Wander
of the beam during a given left-right run mas less
than +0.02'. (See Sec. IV on errors. ) In general,
it mas not possible to adjust any element in the
beam-optics system without showing a current on

one or both of these tmo final collimators, Rnd

these currents mere observed throughout the ex-
periment to assure proper beam-optics character-
istics.

C. Target and Gas-HancBing System

The gas target mas machined from a solid brass
cylinder 9,3 cm in diameter to provide R target
volume of this diameter and an internal height of
about 1.6 cm, The upper and lower brass surfaces
were supported in a cantilever manner by a single
internal post mhere the beam enters the target vol-
ume, allowing an operating data range of +168'.
This post has a pre-target snout approximately V.6
em. long which supports the entrance foil and con-
tains an internal scraper slit to suppress angular
divergence of the beam caused by multiple scatter-
ing in the entrance foil. The target foil was made
of Havar, "a cobalt "superalloy, " and measured
about 1.9 cm by 26.'f cm, being 2.3 pm (0.09 mil)
thick. The foil mas attached to the target body us-
ing Armstrong A-6 epoxy, a process guaranteed to
occupy several entertaining hours. The target mas
normally operated at a pressure of 175 Torr. Pro-
ton beam currents of as much as 2 p, A have been
used with this target, with the only failure being
the decomposition of the epoxy around the entrance
foil caused by inadvertantly alloming 2 p, A of 13.6-
MeV protons to strike the epoxy.

A gas manifold was attached to the target in such
a manner as to allow the entire system to be evac-
uated at high vacuum and to permit various spec-
troscopic-grade gasses to be introduced into the
target in Rn easily controllable manner. Stainless-
steel needle valves were incorporated, with a min-
imal amount of organic materials, such as O-rings,
in the system because of its occasional use with
tritium and to minimize eontaminants.

The target body mas electrically isolated from
the remainder of the system and provided a means
for measuring any beam current intercepted by the
target.

D. Temperature and Pressure Measurements

Target temperature mas measured by the attach-
ment to the target body of a Chromel-Alumel ther-
moeouple mhich mas read and recorded on a Brown
chart recorder. This system was frequently cali-
brated with a precision temperature bath. Tem-
perature information mas interfaced to the on-line
computer Rnd mas read automatically and manual-

ly into the data records.
Pressure measurements mere provided by an

electronic pressure tr'ansducer" of a diaphram
capacitance-bridge type. This instrument wRs cRl-
ibrated with a precision fused-quartz pressure
gauge accurate to +0.02 Torr. Long-term drift of
the transducer calibration mas found to obey a prop-
er linear relation to its reading at zero pressure,
and this is included in the pressure correction
terms for the given run. The voltage output from
this pressure transducer was measured on digital
voltmeters, one of which permitted manual record-
ing of the pressure and the other of which mas in-
terfaced into the computer to provide automatic
pressure recording. As a cross check a Wallace-
Tiernan" mechanical diaphram-type pressure
gauge was included in the system. The mechanical
gauge readings mere consistent with the transduc-
er's measurements to within its accuracy (0.3
Torr). The accuracy of the pressure transducer
mas +0.2 Torr, limited primarily by the reproduci-
bility of the instrument.

E. Detectors and Collimators

Three silicon surface-barrier detectors of ap-
proximate thicknesses of 40, 250, and 2000 p, m

and areas of 100, 150, and 150 mm', respectively,
were combined into a telescope to provide partiele-
mass identification and background reduction with
coincidence requirements. These detectors were
cooled below room temperature by a thermoelec-
tric cooler to reduce noise and improve energy
resolution, though the thinness of the first detec-
tor prevented cooling below 0 C.

The detector collimating system mas composed
of an entrance slit located approximately 3 cm
from the gas target foil and 8 cm from the target
center, and a rear slit system located 30 cm from
the target center, with the detector stack immedi-
ately behind the rear slits. This collimating sys-
tem was then enclosed in a shield to prevent stray
particles from reaching the detectors. A scraper
slit mas placed midmay between the two defining
collimating apertures to prevent scattering from
the collimator mails. A small bar magnet mas
placed midway between the tmo defining apertures
to prevent low-energy electrons from reaching the
detectors.
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The scattering full width at half maximum
(FWHM) angular range seen by the detectors var-
ied from 0.4 at forward angles to 0.7' at back-
ward angles. This angular width includes contri-
butions from foil multiple scattering, the 0.3' ac-
ceptance of the detector slits, and the primary-
beam divergence. The data analysis program cal-
culated the energy of the detected particles and
corrected the detector efficiency to account for nu-
clear reactions occurring in the silicon detectors. "
The largest correction at the energies involved
was 0.3%.

The slit edges of the detector system were ma-
chined from nickel and hand lapped to a mirror
surface. The slits were approximately 1 mm wide

and 6 mm high, and their dimensions were mea-
sured with a Leitz split-image optical comparitor
to +0.001 mm, and the effective width and area
were calculated from these measurements. The
separation between slit holders was established by
the use of polished blocks of known length and was
determined to +0.03 mm. The thickness of the
slits is taken into account in the calculation of the
G factor, along with making allowance for the fact
that the horizontal and vertical defining rear slits
were not coplanar, being separated by the thick-
ness of one set of slits. The G factor was of the
order of 1.2@10 ' cm.

Design of the slit and detector size was conserva-
tive to insure that there would be no possibility of
loss of particles due to missing a slightly dis-
placed detector or to multiple scattering in the
first detectors. Except for considerations already
mentioned, detector efficiency was deemed to be
100%. The count rate was insensitive to variation
in detector voltage over a wide range of operating
voltage, and runs measuring the same cross sec-
tion were made over a period of many months and

with different detectors and proved to be identical
to within the 0.5% statistical accuracy of the test
runs.

An additional shield and scraper slit was pla, ced
between the first collimating slit and the target
foil to allow use of the detector system at small
forward and backward angles. This shield prevent-
ed multiply-scattered particles from the portion of
the target foil illuminated by the primary beam
from being scattered by the first collimating slit
and reaching the detectors. The inclusion of this
slit shield greatly reduced the background shen at
small angles without disturbing the detection of the
desired particles.

F. Electronics and Computer

The output from each detector was fed to a
charge-sensitive preamplifier with the-output from

each of the preamplifiers going into linear ampli-
fiers having dual outputs to provide analog signals
for energy information and pulses for consumption
by coincidence circuitry, The analog signals were
summed and bE and E signals were sent to analog-
to-digital converters (ADC) for interfacing to an
SDS 930 on-line computer. The computer calcu-
lated the mass of the detected particle according
to the formula"

X„=a [(E + AE)" —E"],
where N„~M" 'Z' and a is a constant. In our ex-
periment a value of n =1.73 was used. An arbitrar-
ily set mass gate provided a mostly redundant co-
incidence to further eliminate background. In all
cases very wide mass-gate limits were set to
avoid possible losses. The signals entering the
ADC's were gated by the coincidence circuit.
Crossover timing was employed to time logic puls-
es for the coincidence circuitry, which had a reso-
lution time of 1 p. sec. Accidental coincidence
rates, looked for with one pulse delayed, were so
low that they were never observed with the count-
ing rates used in this experiment.

An extensive effort was made to eliminate ground-
loop problems between the various elements in the
circuitry. Detailed studies of the effects of count-
ing rates, timing jitter, pulse distortion, pileup,
and dead times were made with the conclusion that
the system could accurately handle, to the accura-
cy desired, 1000 detected particles/sec without
unaccountably losing pulses. We normally limited
the data rate to a conservative rate of 100 counts/
sec and in all cases kept the rate less than 200
counts/sec. Twelve scalers with rate capacity of
50 MHz were utilized to monitor the various pulse
functions and provide knowledge of possible pulse
losses in the event of equipment malfunction.
These scalers were interfaced to the computer for
automatic data recording.

G. Faraday Cup and Charge Collection

A tantalum-backed water-cooled Faraday cup of
large geometry was employed to measure the beam
current. Leakage resistances for the cup were
measured at the beginning of each experiment and
in all cases were found to be in excess of 20 MQ.
The cup was equipped with devices to suppress
electron currents, both electrostatic and magnetic
for the secondary electrons emitted, and magnetic
for delta rays ejected from the exit foil of the tar-
get. The delta rays may have 1000 times the en-
ergy of the secondary electrons and must be care-
fully suppressed,

The beam current was integrated and digitized
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by a current integrator" incorporating a fast-re-
sponse amplifier feedback to provide very low in-
put impedance. The pulse output of the current in-
tegrator was recorded by a sealer and entered into
the computer records.

It was found that greater accuracy in the determi-
nation of the target-gas purity could be made by
analyzing the scattering spectra, although the
mass-spectrographic analysis remained useful as
an over-all check.

III. EXPERIMENTAL PROCEDURE

A typical experiment proceeded as follows: Af-
ter mechanically setting up and aligning the cham-
ber, gains in the E and ~ systems were equalized
so that the sum signal properly represented the de-
tected particle energy. Various electronic adjust-
ments and tests were made and the acceptable
mass limits were set on the computer, which per-
mitted simultaneous acquisition of energy spectra
for two independent sets of mass limits. The cur-
rent integrator was calibrated and zeroed, and the
calibration of the temperature and pressure sens-
ing devices was established. With the aid of exten-
sive check lists the proper functioning of various
meters and scalers was determined, and the prop-
er connection and continuity of various electrical
connections was verified. The proton beam was
steered and focused through the beam-optics sys-
tem and the correct target position was verified
by measuring beam transmission as a function of
target angular position. A pulser spectrum which
simulated the detected particle both in apparent
mass and energy was made for future comparison
in the event of suspected electronics difficulty, un-
usual noise levels, or gain changes. The target
was filled and a gas sample was taken for later
mass- spectroscopic analysis.

For each run at a given polar angle, the accep-
tance levels for the pulses entering the coincidence
circuit were observed to assure that significant
counts would not be cut from the tails of the vari-
ous pulse-height distributions. Temperature and

pressure were recorded at the beginning and end

of each run so that an average target density could
be calculated. In general, the variations in the
pressure and temperature were small. When a
sufficient number of counts were accumulated, two
800-channel spectra were printed, plotted, and
written along with the other run parameters on
magnetic tape for later computer analysis. A va-
riety of functions were monitored during each run

including detector bias, chamber pressure, beam
optics, current-integrator zero, and operation of
the electronics.

At each energy additional cross sections were
measured at selected angles for D„C (as CH,), N„
and O (as CO2) so that the fractional contamina-
tion of each of these components in the target
could be determined from the original data and
thus yield the purity of the principle target gas.

IV. ERRORS

The errors in a measured cross section will be
discussed with reference to the formula

o = (F sin9) jN~ NrG,

which gives the cross section in terms of the indi-
vidually measured quantities. At the scattering
angle 8, the yield Y is the number of elastically
scattered particles, N~ is the number of beam par-
ticles traversing the scattering cell, N~ is the
number of scattering centers per cm', and G, the
well-known "geometry factor, " contains the solid
angle as defined by the detector collimating slits. "
Known sources of systematic error which have
been corrected for, as well as those which were
found to have a negligible contribution, will be
discussed. All errors quoted are standard devia-
tions.

The error in the knowledge of N~, the number of
scattering centers per cm', came from several
sources. The perfect-gas law was used to calcu-
late the number of nuclei/cm'. The error made
in using the perfect-gas law as compared with us-
ing higher-order virial expansions with Van der
Waals constants was less than 0.02% for the pres-
sures and temperatures used in this experiment.

The pressure of the gas in the target cell was
measured to +0.2 Torr or about 0.1% of the nor-
mal operating pressure of 175 Torr. This included
the effects of drifts in the electronics and uncer-
tainty iri the zero pressure reading. The limita-
tion was due to the reproducibility of the pressure
measuring instrument.

The error in the temperature measurement was
+0.2'C or 0.07% of the typical operating tempera-
ture of 298'K. This error includes the effects of
beam heating on the target gas. An experimental
verification of the negligible effects of beam heat-
ing was made by measuring a particular cross sec-
tion at various beam currents from 120 to 400 nA.
The results agreed to within 0.16%, which was the
statistical uncertainty in the data. Calculations
also indicated that beam-heating effects should be
small (less than 10 ' deg). The response time of
the thermocouple mounted on top of the target to
temperature changes in the gas due to beam heat-
ing was calculated and found to have a time con-
stant of less than a second. This effect was insig-
nificant for our data runs which were always more
than 5-min duration.
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The purity of the target gas was measured for
each target filling. With the gas filling system
properly evacuated and the high-purity hydrogen
used, the target gas was typically 99.V% pure.
The impurities mere determined by measuring the
yieM of protons elastically scattered from the
heavier contaminants and comparing the effective
cross section with previously measured cross sec-
tions for the contaminants such as oxygen and ni-
trogen. The error in the knowledge of the purity
is typically 0.1-0.2%.

The resulting uncertainty in the calculated num-
ber of scattering centers was +0.2-0.3%.

The integrated beam-current measurement was
correct to +0.2% down to an energy of 10 MeV and
a detector angle of 10'. The current integrator
itself was calibrated for each run with a precision
current source (0.05%). The calibration stayed
within +0.1% over a period of a year. In order to
be sure that the time constants of the integrator
and switching errors did not affect the results, the
data eolleetion was started and stopped mith a
steady beam. An overscale cutoff device stopped
the data accumulation if the beam current fluctuat-
ed above 95/o of full scale.

Other considerations had to be made to insure
that the desired accuxacy mas attained. The first
consideration mas whether the Faraday cup mas col-
lecting all of the beam that passed through the scat-
tering cell. To insure that it was, the opening into
the eup was designed to be six times the rms mul-
tiple-scattering angle for 10-MeV protons. An ex-
perimental verification that the Faraday cup mas
not IQ1881ng scattered beaIQ mas IQade by doubling
the target exit foil thickness and measuring a par-
ticular cross section for comparison with one pre-
viously measured with a single foil thickness. The
two results agreed to +0.5%, which was the statis-
tical accuracy of the data. A further test was made
to insure that the detector and slit assembly mas
not interfering with the beam collection at low de-
tector angles by measuring a cross section with a
IQonitor detector at 45' in the laboratory. Domn to
10' there mas no change in the cross section mea-
sured with the monitor detector to within +0.4%,
mhigh again-mas the stastitical accuracy of the da-
ta. The effect of the chamber pressure on the
beam collection was tested up to 10 ' Torr with no
discernible effect. The chamber pressure during
data acquisition mas typically 5&10 ' Torr. Loss-
es of the direct beam due to nucleax scattering in
the target are less than 0.02%.

The 6 factor was calculated in the manner of
Silverstein. " The error in the value of the C fac-
tor is +0.2%. The primary limitation on the knowl-
edge of the value is the accuracy mith mhich the
width of the slits can be measured (see Sec. II E).

In addition, determination of exactly where the
slits act added less than 0.1% uncertainty. Since
the center of the turntable is not at the center of
rotation, a small correction (0.4% at most), which
depends on the detector angle, was made to corn™
pensate for this effect.

In calculating the 6 factor, only the first-order
term was used; i.e.,

where 53 18 the half-width of the fx'ont slit~ A 18
the area of the rear slit, R, is the distance from
the beam line to the rear slit, and h is the inter-
slit distance. In the Silverstein calculations"
there are higher-order terms which can have an
important contribution in some cases, The maxi-
mum contribution for our apparatus from the first
three correction terms is less than one part in 10'.
This includes the term due to the derivative of the
cross section, which shouM be most important at
forward angles {the contribution is 2 parts in 10'
at 10' lab angle for 13.6-MeV p+ p scattering).

The effects of deviations from a line beam on the
G factor were considered. The contributions due
to a beam mith a finite cross section but a parallel
beam have been calculated by Silverstein. For our
geometry this gave a correction of 5 parts in 10'
IQaxlmuIQ.

In the scattering cell the beam is not a parallel
beam but has some divergence. This divergence
depends on the beam optics and multiple scattering
in the entrance foil and target gas. The magnitude
of this effect has been calculated by Kan." For
the geoIQetry used in this experiment, the magni-
tude of the correction is 0.15/0 at 10' in the labora-
tory and decreases rapidly with g.

The accuracy with which the yield F of elastical-
ly scattered protons is known is determined pri-
marily by statistical uncertainties. The proton
spectra at each angle were analyzed to subtract
the background under the elastic peak due to slit-
edge scattering and scattering from heavier con-
taminants. The background was typically 0.7% of
the peak total with an estimated error in the back-
ground of 10/o due to statistics and judgement.
The background undex the peak, due primarily to
slit-edge penetration, mas small because of the
good energy resolution of the detector system.
Qnce the background was subtracted, several other
corrections mere made to the yieM. Dead-time
corrections, mostly due to the ADC's, mere on the
order of 1/o.

Data were taken at left and right angles and av-
eraged to give the yield. This was done, since
the included angle between two detector positions
was known better (+0.02') than the angle between
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the beam center line and a single detector position
(+0.06' maximum). This method also eliminates
geometric errors due to any detector-system mis-
alignment which may be present. The digital dis-
plays were readable to 0.01'. The final accuracy
of the scattering angle including turntable position,
beam direction, and slit position was +0.03 .

In addition to these corrections, several other
effects were considered and determined to contrib-
ute a negligible error (less than 0.1%). The detec-
tors were assumed to have no dead areas. This
was assured by making the detector slits small
compared with the advertised active areas and by
measuring a particular cross section repeatedly
over a period of several months with different de-
tectors and obtaining results consistent with no
dead areas in the detectors.

Pileup effects were reduced by keeping the data
rate to 100 counts jsec which was estimated to be
a factor of 10 below the 0.5% loss rate. The effects
of pileup, timing jitter, and other electronic dis-
tortions were tested with a random pulser, a dou-
ble pulser, and different beam rates. Counts due
to excited states of target contaminants were con-
sidered and determined to be negligible. For P-p
scattering the elastically scattered protons from
contaminants are separated by kinematic effects
and correction did not have to be made for this
even at the smallest angle.

There is a subtle question concerning the effects
of multiple scattering of the scattered protons in
the target exit foil. This multiple scattering could
conceivably falsely increase or decrease the yield.
However, it was found to have a negligible effect.
The compensation by multiple scattering of pro-
tons in and out of the detector system was found

to be essentially complete by a theoretical treat-
ment. ' We also experimentally verified complete
compensation by measuring the p-T cross section
at 160 where for 13.6-MeV incident protons, the
scattered protons have an energy of approximately
3.5 MeV. The cross section was first measured
with the standard target foil thickness and then
with a doubly thick exit foil. The resulting cross
sections were consistent within the statistics
(0.4%). Thus, multiple scattering in the target ex-
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it foil was found to be self-compensating.
The largest error in the sin8 term was 0.1% at

the lowest angles.
Another source of error which was not included

above was due to the uncertainty with which the
scattering angle is known and the derivative of the
cross section with p..ogle. At 10' (the worst case)
and with an angular uncertainty of 0.03, this con-
tribution to the error is 0.5%. At 12.5' the error
contribution is down to 0.1%.

The central energy of the proton beams used
was known to +15 keV and has an energy spread of
20-keV FWHM, including the effects of foil and
target-gas straggling and machine energy resolu-
tion. The beam was purified by magnetic analysis
and, further, there was no experimental evidence
of impurities in the beam.

In the previous discussion all errors contributing
to the final value were discussed without regard to
whether they contribute to the relative or scale
error. The contributions to the scale error, i.e.,

TABLE I. Errors.

Relative
Source % Error

I

20
I

40 60 80 I 00
c.m. ANGLE (deg)

Pressure
Temperature

Purity
G

N~

0.1
0.07
0.1-0.2
0.2
0.2

Scale
Source % Error

Yield 1/WN

Background 0.1
Dead time 0.0-0.06

FIG. 2. Comparison of the Los Alamos and Berkeley
(BGS) proton-proton elastic scattering data at 9.918-
MeV lab bombarding energy. The errors shown for the
Los Alamos data are the relative and absolute errors.
Systematic absolute errors for the Berkeley data were
reported to be negligible so that the error bars on their
data indicate independent absolute errors (relative and
absolute errors equal).
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the normalization, include errors in Nr (due to
pressure, temperature, and purity uncertainties),
N„and G. Contributions to the relative error are
primarily from the yield and the dead time. The
relative and scale errors are combined to give
the absolute error according to:

(rel error)'+(scale error)'= (abs error)'.

Table I is a summary of the various sources of
error which are not negligible.

V. DATA

The data are presented graphically in Figs. 2-4.
In Fig. 4 the data of Kikuchi et al."was multiplied

by the ratio of the beam energies for comparison
purposes. The measured cross sections are tabu-
lated in Tables II and III. In the tables are listed
the lab angle (known to +0.03') for each datum, the
lab cross section in mb jsr, the equivalent c.m.
angle and cross section along with the relative and

absolute errors in standard deviations. The pri-
mary contribution to the relative errors is the
statistics, with other sources of relative error
contributing less than 0.2% in quadrature. The

scale error for the 13.600-MeV data is 0.33% and

is 0.3't/p for the other data. The beam energy was
known to +15 keU with a spread of 20-keV FWHM.

VI. DISCUSSION AND CONCLUSIONS

Comparisons with the Berkeley and Minnesota
data are shown in Figs. 2 and 3. [We use' the
Berkeley "BGS"data; see pp. 1124-1125 of Ref. 6.j
The data may be compared with respect to both ab-
solute normalization and shape. The Minnesota
data at 9.69 MeV agree as well as can be seen by
eye in both shape and normalization. There is a
distinct disagreement between our data and the
Berkeley data in normalization and some indica-
tion of a difference in shape. These observations
are borne out in the calculations of Signell et al.
in Refs. 4 and 8, and by our analysis in Ref. 10.
Signell and Holdeman have analyzed" the 9.918-
MeV data of Table II [omitting the 10' (lab) datum

as it contributed an unusually high g'] and com-
puted a value for '6, of 55.23+0.13 in good agree-
ment with their prediction of Ref. 8. The value of
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14.16 MeV DATA

OF KIKUCHI, et al
SCALED 8Y 1.04

0

20 40 60 80 100
c.m. ANGLE (deg)

FIG. 3. Comparison of the Los Alamos and Minnesota
proton-proton elastic scattering data at 9.690-MeV lab
bombarding energy. The error bars indicate both the
relative and absolute errors.

34
0

I I I I I I I I I

20 40 60 80 100
c.m. ANGLE (deg}

120

FIG. 4. Comparison of Los Alamos 13.6-MeV and
Kikuchi et al. (see Ref. 21) 14.16-MeV proton-proton
elastic scattering data. The data of Kikuchi et al. were
scaled by the ratio of the energies (approximately 4%)
to make the comparison. Their error bars are absolute.
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TABLE II. Differential cross sections for P+P elas-
tic scattering.

Belative Abso1ute
8& b 0 (0)& b 8 0 (0) error error
(deg) (mb/sr) (deg) (mb/sr) (%) (%)

TABI E III. Differential cross sections for p+p
elastic scattering.

Helative Absolute
~~nb 0(~ )tab 0~m 0(0)~m
(deg) (mb/sr) (deg) (mb/sr) (%) (%)

13.600 MeV

10.00
12.50
15.00
17.50
20.00
25.00
30.00
35.00
40.00
45.00
50.00

296.22
212.58
194.83
191.72
189.03
185.92
180.31
172.44
161.56
148.87
135.58

20.05
25.06
30.08
35.09
40.10
50.12
60.13
70.14
80.15
90.15

100.15

74.83
54.18
50.20
50.04
50.09
51.11
51.91
M.53
52.69
M.46
52.78

0.80
0.41
0.89
0.87
0.37
0.41
0.84
0.84
0.34
0.86
0.36

0.90
0.56
0.54
0.52
0.52
0.55
0.50
0.50
0.50
O. M
0,51

10.00
12.50
15.00
17,50
20.00
25.00
30.00
35.00
40.00
50.00
55.00

180.44
141.88
137.18
135.37
136.02
134.00
130.12
123.15
115.29
96.24
85.15

20.07
25.09
80.10
35.12
40.13
50.16
60.18
70.19
80.20

100.20
110.19

45.50
36.09
35.28
35.28
35.99
36.79
37.43
37.49
37.58
87.48
37.20

0.94
0,57
0.51
0.58
0.31
0.35
0.51
0.35
0.36
0.88
0.88

1,00
0.66
0.61
0.67
0.45
0,48
0.61
0.48
0.48
0.50
0.51

13.00
15.00
20.00
25.00
80.00

215.29
201.79
196.07
192.56
186.90

26.06
80.07
40.09
50.11
60.13

54.98
51.99
51.96
52.94
53.82

0.41
0.89
0.36
0.40
0.41

0.55
0.53
O.M
0.54
0.55

'h„which is more sensitive to the shape of the
angular distribution, was -0.033 + 0.030 . They
calculate a X' per point of 0.8 comparing our 9.918-
MeV data with their prediction.

e ~o poHlt ls shown ln Flg 5. The conf llc

between the phase shifts obtained from present da-
ta, the Minnesota data, the phenomenological pre-
diction, and the phase shift derived from the Berke-
ley data is clearly evident. The situation with the
I'-wave parameter '6, is similar, as shown in
Fig. 2 of Ref. 8.

In Fig. 4, we have taken the data of Kikuchi et
al."and multiplied their results by the ratio of the
energies for a rough interpolation to compare with
our 13.600-MeV data. The comparison by eye is

56.0

55.0

ipE
0

55.5
8

EL~e~ MeV

FIG. 5. Values of the 80 electric-nuclear phase shift (see Bef. 4). The multienergy-analysis band is that of Hefs. 2
and 4 (SSH), while the single&ata-set error bars are from Befs. 4, 8, and 22. The data used in obtaining phase
shifts are from Berkeley (see Bef. 6), Minnesota (see Bef. 5), and Los Alamos (see Bef. 10).
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good in both normalization and shape. Further
analysis of these data sets is in progress. "

Our over-all conclusion is that our P+P scatter-
ing data in the region of 10 MeV now agrees with
the detailed analysis of HSS'; and disagrees with
the Berkeley data in both shape and absolute value.
We anticipate that further analysis will continue to
show that the present work has resolved the dis-
crepancies in the phenomenological description of
proton-proton scattering in the 10-MeV region.
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