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Elastic and ine1astic scattering of 100 Mev protons
from the even-even titanium isotopes
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The differential cross sections for elastic and inelastic scattering to the first excited (2+) states of
100 MeV protons from 6 Ss Ti were measured. The angular ranges covered were 9 to 110' for
46' Ti and 9 to 168' for ~'Ti. The elastic scattering data were analyzed with a local optical model
potential. The quality of fits to the data covering the smaller angular range (& 110') is good for all
three isotopes, with g /%-1. 5; whereas the fit to the large angle data of Ti (& 168') is not as sa-
tisfactory + /X-3. 75). Various modifications to the Woods-Saxon shape of the real central po-
tential showed no real improvement. Nevertheless, the large angle data appear to favor a slightly
sharper falloff in the real central potential near the surface, such as the Woods-Saxon-squared po-
tential. Systematics of the phenomenological optical model potential of 100 MeV protons were
studied. The derived volume integrals and rms radii seem to follow the usual 3 dependence. The
isospin dependence of the real potential was also extracted. The mean free paths computed directly
from the imaginary potential strength have large uncertainties due to the insensitivity of the data to
the central region of the imaginary potential. Distorted-wave Born approximation and coupled-
channels Born approximation calculations for the collective excitation of the target nuclei to the
first 2 states provided deformation parameters, P2, in agreement with those from other proton and
alpha scattering data and electromagnetic measurements.

I. INTRODUCTION

The central feature of the optical model (OM) is the
representation of the complicated interaction between a
bombarding particle and a nucleus by a one-body complex
potential, which is of short range, depends only on the rel-
ative spatial coordinate, and varies rather smoothly with
the incident energy. Thus, the tremendously complicated
description of the many-body projectile-target system is
reduced to the solution of the Schrodinger equation with a
single complex potential.

Since its introduction the OM has been employed very
successfully in the analysis of extensive neutron and pro-
ton elastic scattering data. Feshbach, Porter, and
Weisskopf' successfully used the one-body potential for
neutrons impinging on a wide range of targets. The
phenomenological work of Percy, and Percy and Buck on
the elastic scattering and polarization of protons of 9—22
MeV from several nuclei showed that the best fit form
factor parameters are strikingly similar, suggesting that
the elastic scattering to a large extent reflects the nuclear
density distribution. Furthermore, they found that the
depth of the real potential depends linearly on the incident
energy and on the neutron excess or symmetry parameters,
(X —Z)/A, of the target. These findings are not particu-
larly surprising, since essentially all formal theories show
the optical potential to be inherently nonlocal. A smooth
energy dependence in the strength of a local potential
arises rather naturally from a Fourier transform of a non-
local potential to an equivalent local potential. Similarly,
in any theoretical treatment of proton-nucleus collisions in
an isospin formalism, the dependence on the symmetry
parameter arises automatically from a tp T, operator,

where t„and T, are the proton and nucleus isospins,
respectively. The early successes paved the way for global
OM analyses of large sets of data by Becchetti and Green-
lees, Van Oers and others. Generally, the OM seems to
be a quite adequate description for nucleon-nucleus elastic
scattering up to about 200 MeV, as long as reasonable
flexibility in the shape of the potential is allowed, for ex-
ample, the use of sums of Woods-Saxon potentials.

Theoretical development in the OM has also enjoyed re-
cent prominence. For example, the use of an effective
nucleon-nucleon interaction in the calculation of the real
part of the optical potential from the convolution of the
nuclear density and the effective interaction (the folding
model) has been investigated extensively. Also, the rela-
tivistic formulation of the optical model potential (OMP)
was studied quite exhaustively by Arnold et al. ' More
recently, advances have been made in the application of
nuclear matter techniques to the calculation of the OMP
with a realistic nucleon-nucleon interaction by Jeukenne,
Lejeune, and Mahaux, " and Brieva and Rook. ' The en-

ergy dependence of the strengths of the various com-
ponents of the potential, the isospin dependence, and the
shape and energy dependence of the form factor derived
from these theoretical treatments can be tested by compar-
ison with phenomenological analyses.

In spite of these theoretical advances and empirical
successes we nevertheless still often encounter a great deal
of uncertainty in the understanding of the nucleon-nucleus
interaction. VA'th this view in mind we decided to make
extensive measurements of elastic scattering of 100 MeV
protons from the even-even Ti nuclei. The aim of the pro-
ject is to:

(1) Obtain OMP parameters for comparison with exist-
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ing proton elastic scattering analyses at other energies.
(2) Make isotopic size comparisons among the even-

even titanium isotopes and to compare our results with
those of electron, alpha, and other proton scattering.

(3) Study the isospin dependence of the OMP for pro-
tons at 100 MeV.

(4) Investigate the validity of the OMP in its conven-
tional form to describe large angle elastic scattering data.

(5) Evaluate the various distorted wave treatments of in-
elastic scattering data.

Brief descriptions of the experiment, data reduction,
and error analysis are given in Sec. II, and the experimen-
tal results are given in Sec. III. In Sec. IV we discuss the
OM analysis of our data, isotopic size comparison, and
the systematics of the OMP. In Sec. V, we present analy-
ses of the inelastic scattering data based on DWBA and
the CCBA formalism. Finally, the results are summa-
rized in Sec. VI.

II. EXPERIMENT

The experiment was carried out using a 101.3 MeV
momentum analyzed proton beam from the University of
Maryland Sectored Isochronous Cyclotron. The energy
resolution of the beam was 0.04%, and the beam spot on
target was typically 2.5 mm high by 1.5 rnm wide.

The small angle (8&60 ) and large angle (8&100')
measurements were made in a 1.5 m diam high precision
scattering chamber, equipped with two remotely con-
trolled arms. A stack of two 2.5 cm diam and 1.36 cm
deep high purity Germanium crystals mounted on one
arm were used for detecting protons. The system provid-
ed an energy resolution ranging from 130 to 250 keV. A
3.175 cm diam and 6.35 cm deep NaI(T1) detector mount-
ed on the other arm served as a beam monitor. The angu-
lar position of the arms could be measured to an accuracy
of 0.02'.

The intermediate angles (50'—120') were measured with
a QDS magnetic spectrometer coupled to a 43 cm diam
scattering chamber. The spectrometer consisted of an en-
trance quadrupole, a n = —,

' 180 dipole and an exit sextu-

pole. A resistive wire proportional counter placed at the
focal plane was used for position measurement. This was
followed by two plastic scintillators which served as hE
detectors for particle identification. The resolution ob-
tained was —100 keV.

The angular offset of the beam about the geometrical
zero angle was determined by the crossover method using
a CH target as well as by measuring elastic scattering
cross sections of the Ti targets on both sides of the beam.
The beam current was monitored with an internal Faraday
cup in the spectrometer and an external Faraday cup for
the large scattering chamber.

Signals from all detectors were fed into charge sensitive
preamplifiers. The fast outputs from the preamplifiers
were used for the fast coincidence and pileup rejection cir-
cuits in order to reduce background events. The slow sig-
nals after being suitably amplified and gated by the ap-
propriate coincidence requirements were fed to 4096 chan-
nel ADC's interfaced to an IBM 360/44 computer. Pro-
ton energy spectra were generated for each measurement

and stored on magnetic tapes. Electronic dead time was
measured by generating pulses at a rate proportional to
the beam current, feeding them to all preamplifiers and
processing them together with the real data. The comput-
er dead time was automatically corrected for by gating off
the events and the current integrator with the busy signal
from the interface unit.

Two sets of isotopically enriched 6 ' Ti targets were
used. The thinner targets (-5 mg/cm ) were used for the
forward angle measurements while the thicker targets
( —16 mg/cm ) were used for the large angle data. At
each angle data were accumulated until the elastic or first
excited state (2+) had &2% statistics for 8&60' and
&10% for 60 &8&110'. For 8&110' the runs were lim-
ited to six hours per data point. To optimize on resolu-
tion, the target angle was usually maintained at half the
detector angle. To check for systematic errors, data were
taken in larger steps with increasing angle. Then the an-
gles were decreased to fill in the intermediate points. Due
to limitations of beam time, large angle data were ob-
tained for only the Ti target.

The magnetic tapes were later replayed and the areas
under the elastic, 2+, and pulser peaks were obtained.
The error in peak extraction was generally 1%. Since

Ti target contained & 10% of Ti contamination, iso-
topic corrections were made for the forward angle data
where the various isotopes could not be separated. The
relative error resulting from this procedure was estimated
to be less than 1%.

The statistical uncertainties were —1—2%%uo' for 8 & 60',
—5% for 8&90', and —10% for 8& 110'. Because of the
low cross sections the errors were much larger ( &20%)
for the large angle data.

The angle uncertainty in the detector setting (+0.02')
and beam zero angle (+0.05') gave a total uncertainty of
+0.07'. The relative error due to this uncertainty depends
on the rate of change of cross section with angle, and
varied from zero to a few percent. The uncertainty in the
dead time correction contributed less than 0.5% to the to-
tal relative error.

The uncertainty in the absolute normalization of the
cross sections came mainly from measurements of solid
angle ( —1—3 %), target thickness ( —5%), integrated
beam current ( —1%), and correction for the reaction tail
of Ge (-3%). Adding these in quadrature gives a total
uncertainty in the normalization of the data of approxi-
mately 7%.

The differential cross sections for elastic scattering and
the 2+ state were measured over angular ranges of
9'&0, (110' for ' Ti and 9'&0, &168' for Ti.

Ti was chosen for the large angle data because of its
high degree of isotopic purity. The results are shown in
Figs. 1 and 2.

The general features of the angular distributions are as
follows:

(1) From 9' to 110' for all three isotopes, o,&
changes

from —10 to —10 mb/sr and o. + from —10' to
—10 " mb/sr. The oscillatory patterns for od and cr +
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FIG. 1. 100 MeV p+ ' ' Ti elastic differential cross sec-
tions plotted as ratio to Rutherford. The solid lines are optical
model fits to the 9 —110' data using a WS form factor. The
dashed line is obtained by fitting the 9 —168' data of 'Ti. The
dotted-dashed line is obtained ~ith a WS potential.

are quite similar and seem to follow the Blair phase rule.
o2+ becomes comparable to o,~

at -70' and falls more

slowly with angle than o,&. This behavior continues all the
way to the backward angles. In the case of Ti at 0=160'
o + is almost 2.5 times o.,l.

(2) After the first maximum, the oscillations become
rather damped until 8, =70' beyond which the oscilla-
tions again become quite pronounced. The peak in o.,t

near 0-80' is most pronounced for ' Ti and is relative-
ly weak for Ti. This is very likely due to some interfer-
ence between the spin-orbit and the central potentials,
since this region is most sensitive to the spin-orbit term.

(3) For Ti, beyond 110', the slopes of both 0,~
and o2+

become less steep. In fact, o.,~ lies completely within one
decade for the next 60'. This less-steep slope of o',

~
at

backward angles is normally attributed to exchange ef-
fects. However, the introduction of a simple exchange
term of the "Majorana-type" does not adequately repro-
duce the large angle data of Ti.

(4) o,~ shows the usual dependence on the nuclear ra-
dius, -roA', i.e., the first minimum shifts toward
smaller 9 as 2 increases.

(5) Finally, o,~
is largest for Ti and smallest for Ti,

whereas the reverse trend is observed in o. +. This feature

is also observed in the scattering of 140 MeV alpha parti-
cles from the same Ti isotopes. ' This result is consistent
with other experiments which indicate that in a collective
model treatment the deformation (PR) of Ti is largest
and that of Ti is smallest.

IV. OPTICAL MODEL ANALYSIS

The optical model analysis of the elastic scattering data
was carried out with a modified version of the Oak Ridge
optical model code JIB III. The nonrelativistic local
Schrodinger equation was solved using the Cowell numeri-
cal method, ' with an optical model potential consisting of
complex central and spin-orbit terms and a Coulomb
term:
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FIG. 2. Differential cross sections for the first 2+ states in
48465 Ti. Also shown are DWBA calculations which scale as

(Pq) (solid lines) and (P2R)2 (dashed 1ines).

where f(r,r, a ) is the Woods-Saxon form

r —r W'~' —1

1

and Uc(r) is the Coulomb potential due to a uniform
sphere of charge.

The code simultaneously searches oI1 up to ten parame-
ters~ namely Ug ~ P g ~ ag ~ 8 y'~ PI~ QI~ Vso~ 8 so~ rso~ and aso
The quantity to be minimized was defined as

JIB(g ) expt(0 ) O.J&a o.e"pt

&o'(&; ) b,cry

where X is the number of differential cross section data
points, a(0;) is the differential cross section, oz is the to-
tal reaction cross section, and Ao. is the experin1ental er-
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rors in the data. The value of 674 mb with an uncertainty
of 3%, obtained experimentally by Kirky and Link, ' was
used for oz.

The stability of the numerical computation was deter-
mined by repeating "one-shot" calculations using different
matching radii (R ) and integration step sizes (h). R
was varied from 10 to 20 fm, and h from 0.12 to 0.06 fm.
In all the calculations, the maximum number of partial
wave scattering amplitudes computed was (28. For
8 & 110', d o /d 0 remained essentially unchanged for
values of R and h within the ranges stated. At larger an-

gles, the calculated cross section do/dQ seemed to reach
a plateau, as a function of R and h, centered around

=15 fm and h=0.08 fm. Therefore, 8 =10 fm and
h=0. 10 fm were used in all calculations covering the an-
gular range from 9' to 110' and R =15 fm and h=0.08
fm for the large angle data of Ti.

A. OMP parameter search procedure

Since the data of ' Ti covered only the angular range
of 9' to 110', while that of Ti was from 9' to 168', the
analysis was divided into two parts: 9'&8&110' for

Ti in order to make isotopic comparisons and
9'& 8 & 168' for Ti.

The starting parameters for the OMP were those of 100
MeV p+ Ni, and full ten-parameter searches were car-
ried out. Besides minimum X, the "best fit parameters"
were required to give reasonable values for the volume in-
tegrals of the real and imaginary central potentials (-260
and —100 MeV fm, respectively) and to reproduce the ex-
perimental total reaction cross section, oz, to within two
experimental standard deviations. The best-fit parameters
are presented in Table I and the fits to the experimental
data shown in Fig. 1 (solid lines).

The Ti data gave results that were slightly different
from expectations based on the work of Kwiatkowski and
Wall and Nadasen and co-workers: the real volume in-
tegral J~/A and the spin orbit strength U„being some-
what smaller and the imaginary volume integral JI/&
larger. Attempts to obtain fits with more consistent pa-
rameters were unsuccessful.

8

5

B. Parameter sensitivity to change
in absolute normalization

In view of the 7% uncertainty in the absolute normali-
zation of the data, the effects of a change in normalization
on the OMP parameters for all three sets of data were in-
vestigated. The dependence of the chi-square per data
point, X /X, on the normalization was relatively weak and
almost parabolic, with the minimum centered around
—4% change in normalization.

The parameters of the real central potential varied
monotonically with change in normalization. The poten-
tial strength, Uz, changed by about +0.2 MCV, the ra-
dius paraxneters, rz, by about —0.003 to —0.001 fm, and
the volume integral, J~/2, by about + 1.5 MeVfm per
1% change in normalization. The imaginary central po-
tential parameters, 8'~, rI, and aI, exhibited a rather
unexpected dependence on the normalization change. All
thlcc parameters Icachcd either a maximum OI minimum
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at about —5% normalization.
The spin-orbit potential paraIneters and, as a result, the

predicted polarizations, were also very sensitive to changes
in absolute normalization. Even though the quality of fit
to the elastic cross section remained virtually unaffected,
the polarization changed significantly. This fact was also
observed by Ingermarsson and Tibell at 180 MCV. ' This,
of course, stresses the importance of having both polariza-
tion and differential cross section data in OM analyses. It
must be noted that the calculated polarization of Ti is
quite different from those of Ti and Ti. This seems to
be a reflection of the rather small real spin-orbit strength
of 4'Ti.

C. Analysis of the large angle data of 'Ti:
9 &8, &168'

I. Fit with 8"oods-Saxon potential

The fit to the large angle da'ta of Tl was ln1ftated by
starting with the best-fit Woods-Saxon parameters ob-
tained for smaller angular range data. There was no signi-
ficant change in the parameters except for a reduction in
the spin-orbit strength U„. The resulting parameters are
also listed in Table I. A comparison of the two fits is
shown in Fig. 1. The two calculations are visually indis-
tinguishable from each other at more forward angles, and
little improvement is obtained for the large angle data.

The simple Woods-Saxon potentials predict that the
elastic cross section would continue to fall with about the
same average slope all the way out to 180', whereas the
data fall at a slower rate for 8, ~ 130.

2. Exchange effect

It has been shown' that the antisymmetrization of the
nucleon-target system can be approximated by an effective
OMP consisting of both direct and exchange terms.
Greenlees et al'. ' have studied the exchange potential re-
sulting from the "target exchange" or "heavy particle
pickup" in the elastic scattering of 30 MeV protons from

Ca, and showed clearly that such a term strongly affects
the elastic scattering cross section and the polarization at
angles greater than 100'. Also, the OM analysis of
p+ He elastic scattering at various energies' showed
unambiguously the importance of a Majorana exchange
potential in satisfactorily fitting the large angle differen-
tial cross section data.

Since the WS potential failed to reproduce our data at
angles larger than I30', it was of interest to study whether
the inclusion of Majorana exchange terms in both the real
and the imaginary central potentials would provide a
bcttcr dcscllptloIl of thc large aIlglc data. To this cIld, an
attempt was made with potentials of the form:

&z(1+CttI")f(r re att )

Wt,(1+CtP')f (r, vt, at ),
where Uz/8't is the real/imaginary central potential

strength, Ctt/Cl the scaling factor for the real/imaginary
exchange potential, and I'" the space exchange operator.
Except fo1 aIl enhancement of thc back angle CI'oss scctlon
beyond 150', the calculations fail to provide any signifi-
cant improvement over the standard Woods-Saxon fits.

3. Potential with mine bottle shape

For our energy range, microscopic theories of the
proton-nucleus potential have predicted a depression at
the center of the real central potential due to increased nu-
clear density in this region, resulting in a wine bottle (WB)
shape. It is not clear whether the origin of this WB shape
is microscopic or related to relativistic treatments. In the
analysis of the elastic scattering of 180 MeV protons from

Fe, Elton found that the best fit real central potential
had a WB shape. It was also found to reproduce large an-
gle data of the elastic scattering of 200 MeV p+' C.
Thus, we added a Gaussian term to the real central poten-
tial of the form:

Cxp ]/3PA

where a and P are the WB parameters.
Compared to the fit using a simple WS potential, the

WB potential reproduced the minimum at 97', and the fit
to the shoulder at —150' is also greatly impmved. How-

ever, it incorrectly predicts a very deep minimum at 162'.
Thus, it can be concluded that one obtains only very mod-

est improvement at the largest angles.
The volume integral, J~ /3, and the rms radius (Rz ) '

of the real central potential are much smaller than those
of the Woods-Saxon potential. While the two potentials
are similar at the center, the simple Woods-Saxon poten-
tial is attractive for all values of r and the wine bottle po-
tential becomes and stays repulsive for r) 9 fm. This very

long, albeit small, repulsive tail is responsible for reducing
both Jtt/3 and (R~ )'

4. Woods Saxon s-quared (WS ) potential

The OMP calculated from microscopic theories often
has a shape quite different from a WS shape. For exam-

ple, von Geramb et Ol. , based on their calculations of
the internucleon interaction in nuclear matter, found that
the potential shape differs increasingly from WS as the
bombarding energy increases.

In our analysis, the real WS shape was chosen in
another attempt to fit our large angle data. This choice
was prompted by the slightly improved fit obtained with
the WB potential which fell off more rapidly than the WS
potential in the surface region. This is very similar to the
behavior of a WS potential.

The best fit WS parameters from a ten-parameter
search are shown in Table I and the fit to the data in Fig.
1 (dotted-dashed line). Up to —115', the WB and the WS
fits arc not very different. Beyond that angle, the WS
seems to better reproduce the overall trend of the data.

A comparison of thc WS~ volume integral and rms ra-
dius with those of the WS potcntlal shows a difference of
about 3%. This small difference indeed confirms the gen-
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eral belief that these two quantities can be rather unambi-
guously determined. On the other hand, the imaginary
central potential strength is about 25% smaller, while the
rad1Us parameter 1s almost 10% larger. Th1s 1s cqu1valcnt
to a more transparent nucleus, but with a larger scattering
surface.

D. Isotopic size comparison for 46 s 5 Ti

From Table I, it is clear that our results do not show
any simple isotopic size dependence. The uncertainty of
7% in absolute normalization and 0.07' in the angle read-
ings resulted in an error of about 1% in (R )z . If we
assume a simple A'~3 dependence, a change of two units
in A would result in a change of —1% in (R )~ . We
therefore, must expect the accuracy of any isotopic size
comparison, based on our data, to be marred by the exper-
imental error in the determination of (R )~

From the folding model, we have

&R,'&=(R.'&+&«&,

where (Rz ) is the mean square radius of the potential,
and («) the effective two-body interaction range. Using
(R~ )'~ =4.580 fm (Table I) and (R )'~ =3.55 fm
(based on Hartree-Fock calculations ) for Ti, («) was
determined to be 8.37+0.13 fm .

Then using this value of («), the (R ) for " ' Ti
were obtained. Table II shows the results for the relative
isotopic size extracted from our work. These are com-
pared to similar results from proton scattering at 65
MeV, alpha scattering at 140 MeV, ' and electron scatter-
1Qg

It is clear that the proton data produce very similar re-
sults which are quite different from those of alpha scatter-
ing, and the different electron scattering experiments. The
isotopic shift between Ti and Ti is about twice as large
as that expected from an A' dependence; whereas the
shift between Ti and Ti appears to be roughly follow-
ing an A'~ dependence. We can naively offer a qualita-
tive explanation for the negative sign of
((R~),'oT. —(R~)48T. j. In Ti, the If7~1 neutron shell is

completely filled and the neutrons are more tightly bound,
resulting in a smaller size. However, we are still unable to

explain the abnormally large shift in h(R~ )'~ between
Ti and Ti extracted from our data.

E. Systematics of the OMP parameters

The best fit OMP parameters for all three Ti isotopes
are presented in Table I. It is clear that the parameters
for ' Ti are very similar; the volume integrals and the
rms radii of both real and imaginary potentials, and the
calculated total reaction cross sections, differ by less than
1%. On the other hand, the parameters for "Ti do not
seem to follow the same trend as those of ' Ti. The
volume integrals and the rms radii differ by —10% from
those of ' Ti. It is not clear why the real spin-orbit
strength of Ti is about —,

' as large as those of Ti.
OIlc coUld spccUlatc that this 1cduct1on 1Q sp1Il olbit 1s

needed to reproduce the correct damping of the diffractive
pattern of the data from -35' to 70', which seems to be
more pronounced in Ti than in ' Ti. It has been clear-
ly demonstrated that the spin-orbit term is most sensitive
to the data in this angular range, and that the destructive
interference between the spin-flip and non-spin-flip
scattering amplitudes results in the damping of the dif-
fractive pattern. Clearly, analyzing power data would be
most helpful in resolving this problem.

F. Isospin dependence

Vhth the Lane form the isospin dependence of the pro-
ton optical potential can be written as

X—Z
V, =V, +V, +Vc,

w11crc V( ls tllc stlcllgtll of tllc syl11Inctry potcl1tlal. Tllc
potential Vc is the Coulomb correction term.

The symmetry potential has been studied in great detail
by many authors. Patterson et al. showed that V&-17.7
MeV for 25 ~EI ~45 MCV over a wide range of nuclei.
Jeukenne et al. 2' obtained the energy dependent form

V1—11.5 —0.1EP for proton energies up to 80 MCV. The
relativistic calculation by Arnold and Clark reported a
complex symmetry potential, -(18—i) MeV, for p+ Ca
at 26 MCV.

TABLE II. rms radii isotopic shift. (A(R )' is the change in (R )' from isotope A to isotope B. m stands for matter distri-
bution and c change distribution. A11 values are in 10 fm. )

a(R')'"
65 MeV p 140 MeV a

b c

S(R')'"
65 MeV p 140 MeV n Theor

b c

48—46 85
50—4@ —14
50—46 71

'From this work.
"From Ref. 7.
'From Ref. 13.
See Ref. 13.

'From Ref. 24.
From Ref. 25.

38'
—24

14

29
32
61

100+44
—20+50

90+62

45
—45

0

37+ 16
40+16
78+16

33
32
65

—15+10 3+15
—20+ 10 —16+15
—30+15 —13+15
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TABLE III. Isospin dependence of the real equivalent potential, VE~, calculated from volume in-
tegrals.

28Si

46Ti

48T1

"Ti
58Ni

"Zr
120sn

280Pb

0
0.0435
0.083
0.1200
0.0345
0.1111
0.1667
0.2115

243
237
260
259
253
256
262
276

21.40 (5.0)
22.67 (4.4)
25.02 (4,0)
25.07 (4.2)
24.99 (2.0)
27.22 (5.0)
27.96 (3.4)
30.67 (6.0)

'VE~ calculated from the volume integrals. The number enclosed in
error in VE~, based on that of the corresponding J~ /A.
~Using the relation VER =19.5+19.2(E —Z/A)+0. 53Z/A '~'.

'Using the relation VEq ——20. 1+24.3(X—Z/A)+0. 4Z/A '/ .

22.02
23.68
24.40
25.06
24.10
26.48
28.20
31.06

21.94
23.61
24.55
25.40
28.83
26.37
28.21
30.78

the parentheses is the percentage

The results of all available optical model analyses of
100 MeV data were used to extract the isospin dependence
of the real central potentials. Because of the continuous
ambiguities ln thc optical IIlodcl parameters, lnstcRd of Us-

ing the strengths determined in the analyses for V~ lt
would be more consistent to use a VE~ derived from the
volume integrals. The volume integral can be written as

2 2K@0
JR /A = , pro VEq 1—+

2/3

where ro and ao are determined by fitting the mean square
radius, (rs ), with a linear dependence on A / and as-
sUIDlng

Table III. This value of Vz is consistent
with the average value of 0.48+0.1 obtained in Ref. 30.
The fits are similar to those using 0.4 for the coefficient of
the Coulomb correction term but the value of V2 seems
consistent with the predictions of Jeukenne et al. Using
Vc ——1.38pZ/A ', one obtains p=0.39+0.07 for the
linear energy dependence of the proton OM potential.

Giannim et al." calculated the isospin dependence of
the OM potential due to nonlocality. For 100 MeV pro-
tons, they obtained 21 MeV for the isoscalar term, 18.4
MeV for the symmetry potential, and a linear energy
dependence of the proton potential with p=0.36. These
values are in excellent agreement with the results of the
present analysis.

The values obtained were ro ——1.249 and ao ——0.755. The
values of VEq thus obtained are shown in Table III. For
the Coulomb correction term the standard form common-
ly used in OM analyses was adopted,

Gr. Mean free path of 100 MeV protons

One interesting property of a particle propagating in
nuclear matter is its mean free path (mfp). For protons at
about 100 MeV, theoretical calculations typically yield a

Figure 3 shows the quantity VH~ —0.4Z/A '/ plotted as a
function of (X—Z)/A. The symmetry potential derived
from this CUrvc ls

More recently, based on microscopic calculations, Jeuk-
enne et al. suggested that Vc could have a larger value
than is commonly assumed. Empirical support for a
larger value is obtained from comparison of neutron and
proton elastic scattering on T=O nuclei ai lower energy.
To explore this possibility a potential of the form

r

X—Z Z
VEg = Vo+ V1 + V2

g l/3

'C

N 22-

2Q ~

ls—
I

0
I

O.l6 020

was adopted and Vl and V2 were treated as free parame-
ters to be determined by the data. The result gave
Vl ——19.2+4.2 MeV and V2 ——0.53+0.09 MeV as shown in

(w-z) zA

FIG. 3. Coulomb-corrected real potential plotted as a func-
tion of neutron excess, ~ith V& ——0.4Z/A ' '.
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Table IV shows the values of A computed from the im-
aginary potential strength at 100 MeV from 8Si to 8Pb.
The wide range of values obtained is a reflection of the
large uncertainties inherent in the strength of the ima-
ginary potential.

Alternatively, one can extract the mfp indirectly from
the total reaction cross section, oz. Semiclassically, for a
perfectly absorbing nucleus bombarded by protons, the re-
action cross section can be written as

U
og ——m(RO+A, ) 1 ——(1 T), —

E

where Ro ——re '~ is the nuclear radius, A, is the de Bro-
glie wavelength of the protons, U =Zze /Ro is the
Coulomb barrier height,

1 —(1+2ICR)eT-
2K R

the nuclear transparency factor, K =1/A is the reciprocal
of the mfp, and R =Ro+A, .

The best fit ro and K for the oz from OM calculations
were found to be 1.43 fm and 0.194 fm ', respectively,
corresponding to A=5.2 fm. The result is shown in Table

TABLE IV. The mfp (in fm) of 100 MCV protons as comput-
ed from best fit OM potentials.

"Si
"Ti
"Ti

5
1

'SNi
~Zr
120Sn

280Pb

8.13
3.51
5.42'

(5.08)
5.18
7.02
6.96
6.92
8.71

2.90
5.09'

(6.63)
4.82

'T'he form factors of both real and imaginary potentials have
WS shapes.
'The form factor of the real potential has a WS~ shape while

that of the imaginary potential a %'S shape.
'The first number is obtained from the best fit potential for the
data range 9 %8%110 and that cncloscd in paIcnthescs foI'

9 &8&168'.

mfp of about 3 fm, whereas experimentally extracted
values at the same energy are 5 fm or more. ' Negele
and Yazak1 have shown that th1s discrepancy can bc
resolved if the nonlocality of the OMP is treated properly.
On the other hand, DeVries and DiGiacomo question
the relevance of the mfp concept for nucleons in finite nu-

clei, because of the variation in density at the surface.
We therefore decided to investigate whether the existing

data at 100 MeV can provide some insight into the validi-

ty of extracting a mfp from elastic scattering data. The
mfp, A, can be simply related to the imaginary part of the
OMP by thc cxpfcss1on

1/22(E+ Ug)

M

TABLE V. Comparison of reaction cross sections in mb ob-
tained from OM analysis with those determined using a mean
free path of 5.2 fm.

"si
46Ti

"Ti
"Ti
58Ni

907r
120Sn

208Pb

o.~ from OM

calculations

441
663
696
701
771

1085
1296
1832

o.~ ——m(80+X)2 1 ——(1—T)

R0 ——1.43XA '~, X=0.194

468
664
686
707
779

1058
1289
1839

V, where we compare the OM reaction cross sections with
those calculated with the assumption that A=5.2 fm.
The agreement between the two calculations is very good.
The mfp obtained by this method agrees with that ob-
tained by Nadasen et al. (A=5.2+1.0 fm) and that ob-
tained by Kirky and Link' (A=5.6 fm). However, the
above equation, being sensitive to the value Ro, can lead to
a rather small mfp if the value of Ro is chosen to repro-
duce the reaction and total cross sections consistently.

H. Radial sensitivity of proton absorption

Because of the large uncertainties in the mean free
paths derived from the imaginary potential strength, it
was decided to investigate the radial region of the ima-
ginary central potential to which the data are most sensi-
tive. A "notch" perturbation with a depth of 15% of the
imaginary potential and a width of 0.7 fm was introduced
to the imaginary potential, and the resulting g per point
as a function of the radial location of the notch was ob-
served.

Figure 4 shows the change in X2/Xo as the centroid of
the notch perturbation is moved radially, where 70 is ob-
tained from the unperturbed fit. The arrows, labeled R,
Rnd Rb, Rfc thc rad11 at which thc fcal and lmaglnary po-
tentials, respectively, reach one-half their central value. It
is clear that even at 100 MeV, the incident protons do not
penetrate very deeply into the nucleus before being ab-
sorbed. The data seem to be very insensitive to changes in
the central region of the imaginary potential. This ambi-
guity in the imaginary potential is a reflection of the in-
herent uncertainty in determining the scattering ampli-
tudes from the data. This might be the reason for the
large uncertainties in the derived mean free paths.

It is interesting to observe that when the notch is near
the center, the resulting fit to the data resembles that of
the unpertuIbed potential. As the notch moves towards
the surface, a backward peak begins to emerge in the
predicted elastic scattering cross section at -160'. This
peak is more representative of the data, suggesting the
necessity of a different and perhaps slightly more compli-
cated parametrization of the imaginary potential, particu-
larly near the surface, in order to be able to reproduce the
large angle data.
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FIG. 4. Radial sensitivity of the Ti elastic scattering data to
the central imaginary potential.
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V. ANALYSIS QF THE INELASTIC
SCATTERING Ca.oss SECTIONS

I

0 25
I I I I

50 75 IOO l25 I 50 l75

A simple analysis of the inelastic scattering differential
cross sections for the excitation of the first excited (2+)
states was carried out with both the distorted wave Born
approximation (DWBA) and the coupled channels Born
approximation (CCBA) based on a collective model
description of these states. The computer codes used were
DWUcK4, cHUcK, and EcIs. In first order the expansion
of the target deformation about a spherical OMP for
states described by either a small, one-phonon vibrational
or an axially symmetric rotational model, lead to rather
similar calculated cross sections. We therefore used the
standard derivative form for the coupling term:

[pgRg V(r)+ii31RI W(r)],
r

IO

IO,

IO

(A

E
IO

CCBA prediction fo&

where P& I is the quadrupole deformation parameter and
V(r)/8'(r) is the real/imaginary OM potential with half
radius RR/Rl. It is sometimes customary to include a
Coulomb excitation term, but preliminary calculations in-
dicated that it had a negligible effect. Hodgson made
similar observations.

In the DWBA, assuming the deformation parameters

Pzt ——Pi ——Pz, the predicted inelastic cross section is direct-
ly proportional to the square of the coupling coefficient.
Thus, by comparing data with calculations one can extract
Pz. The values we obtained are shown in Table VI togeth-
er with previous results. Except for the results from 35.2
MeV proton scattering, the values of Pz extracted from
the proton or alpha inelastic scattering experiments agree
quite well.

Figure 2 shows the results of DWBA calculations for
all three targets. The solid curves scale as (Pz) . Also
shown as dashed curves is an alternative mixture of real
and imaginary form factors in which (P~Rzt )

=(PIRI ) =(PzR). Both curves fail to reproduce the data
satisfactorily, predicting too deep minima. This might be
attributed to the lack of a deformed spin-orbit term in the

IO

IO

IO
I

IO 50 50 70 90 I I 0 I 30 l50 170

gem(~)
FIG. 5. (a) Comparison of CCBA predictions with the elastic

scattering data of 'Ti. (b) Comparison of CCBA predictions
with the differential cross section for the first 2+ state of Ti.

collective form factor. The oscillations in the data are
strongly damped in the range of 40 —70'. This is indeed
the region which is most sensitive to the spin-orbit term.

We also carried out coupled channels calculations with
the values of Pz extracted from the DWBA calculations.
Figure 5 shows the CCBA results for "Ti. The CCBA
underestimates oz+ by about 25%, and does not reproduce
the shape any better than the DWBA [Fig. 5(b)]. Howev-
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TABLE VI. Comparison of P2.

Present Coulomb 114.4 MeV 35.2 MeV 43 MeV
work excitation' p p a

46Ti

48T)

"Ti

0.24
0.20
0.14

0.29
0.265
0.175

0.25
0.22
0.14

0.28
0.25
0.19

0.23
0.19
0.136

'From Reference 41. P2 was computed from the corresponding
8(E2) value, measured in Coulomb excitation experiment, and

Reference 42.
'Reference 40.
"Reference 43.

er, it seems to give a fairly accurate prediction of the cross
section at such large angles, whereas DWBA predictions
are about one order of magnitude too large. It is noted
that the trend and magnitude of the elastic scattering data
beyond 150 is perhaps better reproduced by the CCBA
than the OM analysis [Fig. 5(a)]. No attempt was made to
refit the elastic scattering data with the CCBA analysis.
However, the present calculations suggest the importance
of coupled channels effects, particularly at large angles.
This might explain the difficulties encountered by conven-
tional OM analyses to reproduce elastic scattering data at
large angles.

VI. SUMMARY AND CONCLUSION

We have made precise measurements of the differential
cross sections for the elastic and inelastic scattering to the
first excited 2+ states of 101.3 MeV protons from

Ti. The angular range covered was from 9 to 110'
for ' Ti and 9' to 168' for Ti. The overall uncertainty
in absolute cross section is about 7%, arising mainly from
target thickness uncertainties and to a lesser extent, the re-
action tail correction of the Ge detectors.

The elastic scattering data were analyzed with a local
optical model potential (OMP). For isotopic comparisons
with Ti, only the 9'—110' data of Ti was used. Very
good fits were obtained for all three isotopes. The best fit
parameters for Ti show some deviations from those of

Ti. The uncertainty in the best fit parameters due

mainly to the uncertainty in the absolute normalization
has rendered any relative isotopic size comparison unreli-

able.
Combining all the 100 MeV proton data (~64s'oTi,

Ni, 9oZr, ' Sn, and Pb), we determined the isospin
component of the real potential, using the conventional
0.4Z/A'~ form for the Coulomb correction term, to be
24.3+2.3 MeV. Following the work of Jeukenne et al. ,
we also attempted to extract the isospin potential by treat-
ing the coefficient of the Coulomb correction term as a
free parameter and obtained a value of 19.2+4.2 MeV.
Our results are in excellent agreement with the theoretical
calculations of Giannini et ah. '

By introducing a localized perturbation into the OMP,
we found that the data are quite insensitive to the ima-
ginary potential at small radii. This is in agreement with

the results of earlier investigations. The consequence of
this is that the mean free path (mfp) determined from the
imaginary potential strength could have large uncertain-
ties.

Using an expression which relates the total reaction
cross section to that of an absorbing sphere and takes ex-

plicitly into consideration the Coulomb repulsion between
the target and the projectile, and the transparency of the
target at higher incident energies, we obtained a mfp of
5.2 fm. More realistically, one expects the mfp to be A
dependent, especially for the light nuclei, and become al-
most constant for very heavy targets which approach the
limit of infinite nuclear matter.

We were unable to obtain any high quality fits to the
large angle data of Ti. The conventional Woods-Saxon
(WS) real form factor fails to reproduce the data at large
angles satisfactorily. In spite of the successes of other
works at different energies, ' incorporation of an exchange
term of the simple Majorana form into our OMP did not
provide any significant improvement. We also found no
evidence that our data prefers a real potential with a
slightly less attractive center, as indicated by analyses of
elastic scattering data at 155,4 IL80,2 ' and 200 MeV,
perhaps due to our lower incident proton energy. On the
other hand, the data seem to favor a sharper falloff at the
surface of the real potential, such as that provided by the
Woods-Saxon squared (WS ) form. Contrary to the re-
sults of Nadasen et al. , we found the WS real potential
form to provide an improved fit to our data, particularly
in predicting the general trend of the cross section at large
angles.

The inelastic scattering data were analyzed with
0%"BA and CCBA calculations. %'e assumed collective
excitation of the target, characterized by the deformation
parameters, P. The P values obtained were in satisfactory
agreement with electromagnetic or other inelastic scatter-
ing measurements.

The inelastic scattering data of Ti demonstrated clear-
ly the inadequacy of the DWBA, particularly at large an-
gles where the prediction is almost ten times too large.
On the other hand, the CCBA provides better agreement
with the inelastic scattering data and predicts the very
large angle elastic scattering data fairly well, possibly
better than the OM analysis. This suggests the impor-
tance of couple-channels effects at large momentum
transfers.

Recent studies" have suggested that the coupling be-
tween the ground state and the high-lying states in the
giant multipole resonance region is important for large an-
gle elastic and inelastic scattering, and this coupling mani-
fests itself as an effective I-dependent absorptive and
repulsive OMP. Such coupling might provide more in-
sight into the understanding of large angle elastic and in-
elastic scattering data.

In spite of the high quality of our data, we believe more
precise measurements, particularly of the absolute normal-
ization, are essential for the studying of such small effects
as relative isotopic size and isospin dependence. Polariza-
tion measurements are necessary if the spin-orbit potential
is to be better determined. Finally, large angle data are
important for the study of coupled-channels effects.
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