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Upper limit on the isovector parity-violating decay width of the 0+ T=1 state of 6Li
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A search has been made for a resonance in the H(a, y) Li capture-reaction cross section at the
energy corresponding to the 0+, T=1, 3.56-MeV state of Li. None was found, and an upper limit
of 6.5&(10 eV was set on the parity-forbidden a width at the 90% confidence level. This limit is
three orders of magnitude smaller than the best previous measurement.

I. INTRODUCTION

The development of unified theories of the weak and
electromagnetic interactions, and the consequent predic-
tion of the weak neutral current, leads one to expect that a
neutral current will act between hadrons. Finding experi-
mental evidence for this has proven to be exceptionally
difficult. In an isospin decomposition of the effective
parity-violating nucleon-nucleon force, the hT =1 com-
ponent has special significance because it is particularly
sensitive to neutral currents. Recently it has been
shown' that measurements ' in ' F and 'Ne can be
analyzed to give a value for the weak mNN coupling con-
stant f that dominates isovector parity violation in these
cases and originates mainly in neutral currents. In addi-
tion, statistically significant evidence for b,T=1 parity
violation has been reported ' for levels in Ne. However,
the nuclear-structure calculations (particularly for Ne
and 'Ne) are difficult, and the desirability of observing
hT =1 parity violation in a simpler system has long been
recognized.

Four such cases have received experimental and theoret-
ical attention: the capture of polarized neutrons by pro-
tons, ' mixing" between the (J,T)=(2,0) and the
(2+, 1) states of ' B, mixing' between (0,0) and (0+, 1)
states in ' F, and the parity-violating a decay of the
(0+,1) state at 3.56 MeV in Li. In no case has ET=1
parity violation been observed, and the best limit comes QDDD
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from ' F (the limit is consistent with the value for f~ ob-
tained from ' F and 'Ne). We report here on a search for
resonant a capture by deuterium at the energy of the
3.56-MeV state, which gives a limit on the a width of that
state.

The Li case was one of the earliest to be considered. In
1958, Wilkinson' set an upper limit of 0.2 eV on I q, the
partial width for a decay. (The state decays radiatively
with a total width' of 8 eV.) The best limits come from
the more recent measurements of Barrette et al. ' and Bel-
lotti et al. ' Table I summarizes the experimental situa-
tion. A detailed theoretical analysis is presented else-
where' and shows that I z is probably orders of magni-
tude smaller than even the best of these limits. In our ex-
periment we have improved the limit by three orders of
magnitude without seeing a positive signal.

II. EXPERIMENTAL METHOD

The present experiment used a high resolution magnetic
spectrometer ' to detect Li produced by radiative capture

Author Reference I d (eV)

TABLE I. Experimental data on I d of the 3.56-MeV state
of 6Li.
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FIG. 1. Schematic diagram showing relative locations of tar-
get, QDDD magnet poles, Faraday cup, monitor counters, and
focal-plane detector.
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in the H(a, y) Li reaction. With a 6.2-MeV He beam in-
cident on a 02 gas target, I.i nuclei produced at all angles
in the center-of-momentum frame recoil forward within a
cone of half-angle 0.9' in the laboratory frame. The
quadrupole-dipole-dipole-dipole (QDDD) magnetic spec-
trometer was used at 0 to separate Li+++ ious from the
He beam, which was collected in a Faraday cup at an in-

tcI'IIlcdIR'tc polIlt Ill tllc spcctloIIlctcl (scc Flg. 1). Tllc D2
gas target was a supersonic jet provichng a target thickness
of 1.7 pg/cm . The excellent emittance and stability of
the He++ beam from the Chalk River MP tandem ac-
celerator enabled the beam to be focused through the 5-
mm-diameter apertures of the target assembly with a
minimum of scattered beam. When combined with the
high dispersion of the QDDD spectrometer, this resulted
in manageable background rates of scattered He in the
focal plane detector, about 2500 per second for 2 pA of
beam. Figure 2 shows schematically the relative locations
on the focal plane of the important particle groups. It
may be seen that intense beam components interfere with
311 but the triply-charged I.i. Singly charged o, particles
from elastic scattering at 180' have the same rigidity as
Li+++, but their energy is so low that they are not ob-

scrvcd ln thc dctcctor.
To search for the parity-forbidden resonance, the in-

cident beam energy was varied over a range of 9 keV, cen-
tered about the expected energy of the resonance as deter-
mined by recent measurements of the mass of Li and
the excitation energy of the 3.56-MeV level. The absolute
calibration of the beam energy was obtained by matching
the rigidity of the He++ beam to that of a 31-keV Tl+
beam generated in a positive-ion source with an accurately
known accelerating potential. The QDDD spectrometer
was used for this comparison.

This section will provide detailed descriptions of the D2
supersonic gas jet target, the QDDD magnetic spectrome-
ter, the focal plane detector and data-acquisition system,
the beam-energy scanning system, and the absolute energy
calibration.

A. Gas jet target

get, and for good resolution the target must be window-
less. SOIIlc coIlsldcrRtion was glvcIl to uslIlg R coxlvcntloIl-
al differentially pumped static target, but it appeared that
a supersonic jet would provide a more nearly ideal object
for the spectrometer, and would allow a larger canal for
beam and rcactlon products.

Pure Dq gas at atmospheric pressure was cooled to ap-
proximately 200 K R1ld suppllcd to a converging-diverging
("de Laval") nozzle made of glass. (The cooling of the
target assembly was 1ncldcntal to 1ts opcrat1on and was 1Il-

tended to reduce backstreaming of oil vapors from
mechanical pumps IIlto tllc targe't chamber. ) Dcslgll of
the nozzle was empirical. A nozzle with a throat diameter
of 0.69 mm, an exit diameter of 1.0 mm, and a throat-to-
exit length of 5 mm gave very satisfactory results for D2
and 02. The main gas flow entered a 13-mm diameter
20-mm-long receiver pumped directly by a 30-1/s mechan-
ical pump. Three additional stages of differential pump-
ing were provided by Roots pumps, two of 70-1/s and one
of a 200-1/s capacity. Each section was isolated from the
next by a pair of highly polished 5-mm-diameter alumi-
num apertures (the aperture nearest the spectrometer was
6 mm to allow the full Li-recoil cone from the target to
pass through with some margin). The target head (Fig. 3)
was a modular unit 13 cm in diameter that mounted con-
veniently in the existing target chamber of the spectrome-
ter. The scattering chamber was pumped by a 1500-1/s
turbomolecular pump backed by the 200-1/s Roots pump.
Under normal operating conditions a target thickness of
1.7 pg/cm was achieved with a chamber pressure of
6X 10 Torr (ion-gauge reading, uncorrected for D2 rela-
tive to air). Pumping restrictions gave satisfactory pres-
sures in the QDDD and the beam line (5X10 and
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FIG. 2. Relative magnetic rigidity of major particle groups
resultIng from A boInbardment of H. These relatIonshIps aIe
independent of beam energy. The widths of the Li (capture)
groups are appropriate to a center-of-mass energy of 2 MeV.
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FIG. 3. Cross-sectional view of gas-jet target, showing nozzle
aIld colllmatoI locations.
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1&(10 Torr, respectively). Target thicknesses were mea-
sured by centering a 6.2-MeV He++ beam on a split
Faraday cup in the focal plane of the QDDD and observ-
ing the change in incident energy necessary to recenter the
beam when the D2 jet was turned on.

The deuterium gas was recirculated through an oil va-
por trap and one of two interchangeable molecular sieve
cryotraps. Gas purity was monitored by observing elasti-
cally scattered "He in a silicon surface barrier detector
mounted in the QDDD target chamber at 30' to the beam.
The detector viewed the jet through a 1.5-mm-diameter
hole passing through the walls of the target assembly.
The gas purity remained high throughout (impurities with
Z) 6 were not observed at the level of 10 or less). Ap-
proximately once every two days the molecular sieve cryo-
traps were interchanged to maintain gas flow and the
out-of-use trap was baked and evacuated.

B. Magnetic spectrometer and beam transport

The Chalk River QDDD magnetic spectrometer ' has
high dispersion, large solid angle, and an intermediate
vertical focus after the first dipole that provides a con-
venient point to intercept all the He++ beam without in-
terfering with the Li+++ particles of interest. In addi-
tion, internal baffles were installed to prevent scattered
beam from reaching the focal plane. The Faraday cup
was rectangular (6.2 cm by 1.8 by 1.9 cm deep) and could
be inserted radially at a point near the multipole element
following the first dipole. A 25-cm-long, 3-cm-high
grounded antiscattering shield was attached to the cup to
remove degraded and scattered beam.

A 300-mm silicon surface-barrier detector was in-
stalled at a point just inside the rear pole face of the first
dipole to provide a monitor of He- H interactions in the
gas target (see Fig. 1). This detector monitored elastically
scattered deuterons from the H(a, d) He reaction at 0'.
The effective solid angle of this deuteron monitor detector
was measured by determining the number of alpha parti-
cles detected from a calibrated "'Am source installed at
the center of the QDDD target chamber in place of the Dq
gas jet. The QDDD magnetic field was adjusted so that
the 5.48-MeV a++ particles would follow the same paths
as the 5.56-MeV deuterons. The measured solid angle,
0.160(3) msr, agreed with calculations based on the known
focusing properties of the QDDD spectrometer.

To ensure reproducibility in the magnetic field profiles
of the QDDD spectrometer and accelerator analyzing
magnet, a consistent procedure was used when changing
the magnetic fields. The coil currents were increased to a
value well above the saturation field of iron and then de-
creased at a regular rate to the operating point. The mag-
netic fields in the QDDD were controlled by Rawson-
Lush rotating-coil probes interfaced to a microcomputer
and to a PDP-10 computer, which controlled the field cy-
cling. Under normal operating conditions the fields were
held constant to about 1 part in 10 by these probes.

The beam-transport system prior to the spectrometer
was carefully adjusted and monitored to minimize scat-
tered beam. Adjustable apertures were installed at points
where the beam formed a waist. These apertures were on

telescope mounts and could be replaced by a telescope for
aligning the beam transport elements and the gas target
assembly. After the beam had been optimized at each
waist, the apertures were opened to avoid intercepting any
beam. Small adjustments of the final few transport ele-
ments were occasionally made during the experiment to
minimize counting rates of scattered a particles in the
focal-plane detector.

To scan the incident energy over the desired range of 9
keV, an independent set of excitation coils in the analyz-
ing magnet was driven with a linear-ramp current
waveform. A field-tracking nuclear magnetic resonance
(NMR) device was used to monitor the field in the analyz-
ing magnet, and the last three digits of the frequency
counter were encoded during data acquisition. In addi-
tion, the current in the switching magnet immediately pri-
or to the QDDD was adjusted in synchronism to compen-
sate for the energy variation. However, no attempt was
made to sweep other beam-transport elements inasmuch as
the energy variation was small and the focus condition
implied the absence of first-order variations.
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Line Board
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FIG. 4. Cross-sectional view of focal plane detector. The
outline is that of the prototype developed at MSU; the larger
version used at CRNL differs only in mechanical detail.

C. Focal plane detector

The focal-plane detector was designed to detect Li ions
reliably at a rate of 100 per hour in the presence of a-
background rates in the vicinity of 2.5 kHz. The a parti-
cles, having generally the same magnetic rigidity as the
4.16-MeV Li+++ recoils, had an energy of 2.77 MeV.
Thus pileup events resulting from the coincidence or
near-coincidence of two n particles represented a poten-
tially serious background close to the Li events.

A cross-sectional diagram of the detector is shown in
Fig. 4. It is a stopping proportional counter with a AE
and an E section separated by a ground plane of 8-pm-
diameter wires. Two multiplication wires (2.5 pm nickel)
in the AE section lie below the active volume of the detec-
tor, and seven wires in the E region are above the active
volume. Thus secondary electrons drift in opposite direc-
tions in the two halves of the detector. Pileup events,
wherein two particles leave tracks that arrive simultane-
ously at the bE wires, will in general be time resolved at
the E wires, and vice versa. Only when the particles ar-
rive at the same time and at the same vertical position will
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they be indistinguishable from a single event. Horizontal
readout is by pulses induced on a pickup-stripe board
placed beneath the hE wires. The stripes are connected to
a tapped, continuously wound delay line. Just as with the
vertical readout, pulse pairs that may be superimposed at
one end of the delay line are generally time resolved at the
other end. Thus the only pileup events not identifiable as
such are those for which particles arrive at the same time
and within the same small area defined by horizontal and
vertical position resolutions, about 1 mm in each direc-
tion. The readout method provides an effective pulse-pair
resolving time of about 100 ps, averaged over the full
detector aperture. With this detector, the pileup peak was
reduced to the level where it was of no concern, and the
main background (at a level of less than l%%uo of the Li
events) came from the tail of the single-a peak.

The detector window was aluminized, stretched po-
lypropylene of 140-pg-cm thickness, and the gas filling
40 Torr of isobutane. Gas flowed slowly through the
detector at a pressure maintained by a servo-controlled
needle valve. Operating voltages were typically 700 V on
both front and back wire planes. To protect the detector
during beam-energy calibrations when the full beam was
brought to the focal plane, a flap operated by compressed
air was placed over the detector aperture.

D. Data acquisition

Nine-parameter events from the focal plane detector
were recorded on magnetic tape and monitored on line by
a PDP1 computer. An event consisted of energy signals
from each of the b,E and E wire planes; two time-to-
amplitude converter (TAC) signals corresponding to the
time difference between the two ends of the delay line and
to the time difference between the bE and E energy sig-
nals (vertical position information); four pulse shape
discrimination signals for the E, hE, and the two ends of
the delay line (to indicate pileup); and finally a word con-
taining the three least significant digits of the NMR-
frequency reading for the tandem analyzing magnet. The
number of beam-target interactions as a function of in-
cident energy was monitored by recording single-
parameter events consisting of the NMR signal triggered
by every tenth elastic deuteron detected. To ensure that
the particle-identification techniques were correct for
Li+++, these ions were produced at the appropriate ener-

gy via the Li(a, Li) He reaction with 4.38-MeV a ions
incident on a thin LiF target placed in front of the jet
target.

E. Li detection efficiency

The efficiency for detecting Li recoils is dictated en-
tirely by the fraction f + having charge 3. Measurements
of charge-state fractions were made with both solid and
gaseous targets. At MSU, a beams of 5.33 and 6.10 MeV
bombarded targets of LiF on 20-pg/cm carbon backings.
Singly, doubly, and triply charged Li recoils were ob-
served in an Enge spectrometer at 33.5 . Data were taken
both with the LiF layer towards the spectrometer and
away from it, no difference being observed. At Chalk
River a Li+++ beam was produced and analyzed in the
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FIG. S. Fraction of Li ions leaving in the 3+ charge state
from the D2 jet target and from carbon foils. Also shown are
data from Marion and Young (Ref'. 24).

QDDD spectrometer, and its current measured with and
without targets in place. (Only the 3+ charge state was
measured in these experiments. ) Solid carbon targets of 5
pg/cm and the D2 jet target at a range of supply pres-
sures were studied. Results of the measurements of f +
are summarized in Fig. 5. There is good agreement be-
tween tabulated values and the measurements made on
carbon foils with different techniques at MSU and
CRNL. The gas-target data, however, show a completely
different energy dependence, with f + remaining near
100% to quite low energies and then dropping rapidly.
Some direct comparison measurements were also made
wherein carbon foils were placed ahead of the gas jet.
These checks confirmed that the gas jet produced high
charge states. Measurements as a function of jet-target
thickness showed that the gas target was about twice as
thick as needed to equilibrate the charge-state distribution.
There is some uncertainty as to the charge-state distribu-
tion of Li recoils produced near the downstream edge of
the target, but in the absence of other information we use
the thick-target results. At 4.16 MeV, the Li energy cor-
responding to the 3.56-MeV resonance, the triply charged
fraction from stripping in D2, is 0.98(1).

The only other significant contributor to detection inef-
ficiency was dead time, but since the elastic deuterons
used as a normalization (prescaled by a factor 10) were
recorded in competition with events from the focal-plane
detector, an approximate dead-time correction is automat-
ically made. Because of hardware cuts imposed on the
recorded data, raw dead times were only of order 1% in
any case.

F. Absolute beam energy calibration

To ensure that the resonance was within the beam ener-

gy range of the experiment without use of unduly large
scanning ranges, it was required that the beam energy be
known with an absolute accuracy of about 2 parts in 10;
it was also desirable to match the beam energy from one
data-acquisition period to the next with an accuracy of 1

part in 10 . For this purpose, a surface-ionization
source was built, which, operating at 30.5 kV, produced
Tl+ ions having the same magnetic rigidity as the 6.24-
MeV u++ beam particles. By means of a bending magnet
7 m upstream from the spectrometer, either beam could be
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brought down the beam line and through the spectrometer
to a split Faraday cup at the focal plane. The position
and angle of the beams at the entrance to the spectrometer
were defined by a 0.5-mm slit in the target chamber and a
3.0-mm spectrometer aperture, so that when each beam
was centered on the split Faraday cup, the magnetic ri-
gidities were matched. Because of the thermal nature of
the ionization process, the energy of the Tl+ beam could
be determined by measuring the source voltage with a pre-
cision voltage divider and voltmeter. These beam energy
cahbrations were repeated at about three-day intervals
during the data-acquisition periods.

The source voltage was provided by a highly regulated
low-ripple ( & 10 ppm rms) DC power supply, whose out-
put voltage was measured by a Julie Research Labora-
tories KV-50 voltage divider having a dividing ratio of
5000, an absolute accuracy of 0.01%, and a stability rated
at better than 15 ppm per year, together with a Fluke
8502A multimeter having a rated accuracy of 0.002% for
90 days. Both instruments were independently calibrated
by the Division of Physics of the National Research
Council of Canada in Ottawa before the experiment, and
the divider was recalibrated after the experiment at the
Comtel Standards Laboratory, Detroit, Michigan. From
these calibrations a divider ratio of 4999.4(5) was estab-
lished.

Uncertainties in the beam energy measurement result
from voltage divider and voltmeter calibrations, spectrom-
eter aberrations, contact-potential effect, and uncertainties
in determining the split-Faraday-cup balance point for the
two beams. These effects combine ' to give an absolute
accuracy of 1.6 parts in 10 (1.0 keV).

III. RESONANCE YIELD

Since the natural line width of the 0+, T =1 state in Li
is only 24 eV in the laboratory frame, the resonance line
shape for a very thin target is determined principally by
beam energy spread and Doppler broadening. These ef-
fects combine to give a resonance profile that is closely
Gaussian in shape. Thus the resonance cross section may
be written

'2
1o(E)=ooexp
2

where o.o is a normalization, Ez is the resonance energy,
and 5 is a width parameter equal to the quadrature of the
beam and Doppler standard widths.

The number of reactions per incident particle (the
"yield, " Y) for a monoisotopic target whose thickness in
energy units is p, is

E
F=s ' 0 E' E',

where s is the atomic stopping power. If the target is
much thicker than 5, the "thick-target yield" is then

y=. 'aoS~Z~.

More generally, the integral is the difference between
two error functions, but it resembles a Gaussian:

E Eg —P—/2
cr E' E'= croexp

where e is given by
' 1/2

The parameter g ranges from 1 to [3/(21n2)]'~, depend-
ing on whether p«5 or p»5, respectively. Defined in
this way, e and g give the Gaussian a FWHM equal to the
value obtained by exact evaluation of the integral at the
thick- and thin-target limits. For intermediate cases, g
must be evaluated numerically, and in the present instance
g=1.13. The Gaussian approximation becomes exact for
thin targets, and even at the thick-target limit it overesti-
mates the height of the yield step by only 7%. In this for-
mulation we neglect both discrete aspects of stopping
powers (which lead to complex line shapes) and fluctua-
tions in stopping (which lead to straggling and asymmetri-
cal line shapes). Our interest is mainly in the integral
yield, which is not altered by these effects in first order.
The error involved in parametrizing the yield by a sym-
metrical function is assumed to be negligible, as evidenced
by the line shape observed in ' O(a, y) Ne (see below).

The relationship between the natural partial width and
the thick-target yield is

2J+1 ~2 2s

(2j)+1)(2jg+I) ' ' m)+my g

where k is the center-of-mass wavelength of the incident
particle; J, j&, and jq are the spins of the resonance, the
projectile, and the target, respectively; m ~ and m2 are the
masses of projectile and target, respectively; and I', is
the resonance a width in the center of mass (here assumed
to be small compared to the total width).

Hence the total yield (resonant plus nonresonant cap-
ture) may be written

Yr ——s per NR 1+
2o NR52

Pl )+Pl2
m2

2J+1 1 E Ez —P/2—I, exp(2j)+1)(2jp+1) ' 2

where o.NR is the nonresonant capture cross section. The
coefficient of the exponential is the quantity that we ex-
tract by fitting the data

Determination of the parity-forbidden width
I, (:—I d) thus requires knowledge of the target energy
loss p, the resolution width parameter 5, and the non-

t

resonant cross section crNR. Evaluation of oNR is made by
comparing the total observed Li capture rate with the
rate for the H(a, d) He elastic scattering process after
correcting for detection efficiencies. The cross section for
elastic scattering of deuterons from alphas has been mea-
sured by several groups at center-of-mass energies near
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recorded during a ten-day run ("run A"). In addition, an
earlier run giving about 4000 events was also analyzed
("run F"). To improve the quality of the spectra, correla-
tions between several of the parameters were removed dur-

ing the sorting process. Both the E and AE energy spectra
were corrected for correlations with vertical position, and
a sum spectrum of E+bE was formed. The two delay-
line pulse-shape spectra were corrected for correlations
with horizontal position. The horizontal position spec-
trum was corrected for its correlation with beam energy.

After correction for the correlation effects, cuts were
imposed on the pulse-shape-discrimination and vertical-
position spectra, and two-dimensional spectra for hE vs

total energy were obtained. A typical spectrum is illus-

trated in Fig. 7. The Li events are clearly resolved from
the events owing to scattered alpha particles and also from
the events near the center of the diagram arising from two
alpha particles arriving simultaneously at the detector.
With additional cuts on hE and E to select Li events, a
spectrum was obtained (Fig. 8) for the focal plane as de-
rived from the TAC applied to the horizontal delay line.
The variation in count rate with focal plane position ( Li
momentum) results from the angular distribution of the
recoiling gamma rays. The distinctive double-lobed pat-
tern can be described by a direct capture calculation ' as
arising from the predominant E2 transition. The asym-
metry is a result of E 1-E2 interference. The solid line is
derived from such a calculation, as described in Ref. 31.

The small peak near the middle of the distribution
arises from a very small Li component present in the
He++ beam. The probable origin of this Li component

is the charge-exchange canal of the ion source, which uses
Li. A small number of Li ions may be formed near the
extraction electrode and accelerated to the Van de Graaff
terminal. If they emerge from the gas stripper in the 1+
charge state, they will reach 4.16 MeV at the high-energy
end of the accelerator. Loss of another electron, in the
residual gas of the beam line before the analyzing magnet,
leads to an ion having the same magnetic rigidity as the
6.24-MeV a++ beam. These ions can be transported
without attenuation to the jet target where they can be
stripped to the 3+ charge state and detected at the QDDD
focal plane. (The peak width is representative of overall
position resolution in the focal plane. ) That this peak in
the spectrum arose from a component of the beam was
demonstrated subsequent to the accumulation of the ma-

jority of the data by the addition of a velocity filter in the
beam line in front of the target. The velocity filter com-
pletely eliminated the peak. This region of data (two
channels) was excluded in subsequent data analysis.

The experimental results on the resonant capture pro-
cess are, in essence, an excitation function for the

l

l200—

I—

~ 600—
O

-I 0 I

cos 8&

FIG. 8. Momentum distribution of Li ions. The momentum
varies linearly (to an excellent approximation) as the cosine of
the angle between the incident beam and the outgoing photon,
8~. The solid curve is a direct-capture calculation in which the
E1 operator has been renormalized to provide the best agree-
ment with the data. The small peak in the center of the distri-
bution is from a weak Li component in the beam (see text).

H(a, y) Li reaction, and it would be straightforward to
set limits on the presence of a resonance in the total cap-
ture cross section. However, a significant improvement in
statistical accuracy can be achieved by noting that
angular-distribution data are also available at each beam
energy, and that the resonance being sought has spin 0.
We may thus search for a resonance in the isotropic com-
ponent of the angular distribution only, and at the same
time constrain the anisotropic components to be non-
resonant. Because the angular distribution in this case is
highly anisotropic, the extra constraint increases the
equivalent statistical accuracy by about 50%. In physical
terms, it may readily be observed that the data are very
sensitive to the presence of an isotropic component in the
region near 90', where the angular distribution is at a
minimum. This extra sensitivity is lost in an analysis that
uses only the total number of counts at each energy.

To determine the amplitude of the parity-violating reso-
nance, we searched the two-dimensional spectrum of
focal-plane position versus beam energy for a Gaussian-
shaped peak (in the energy dimension) that was isotropic
in the angular distribution of the y ray (the angle being
determined by the focal plane position). The data were
binned into a region of 28 energy channels by 49 position
channels. A few channels in two corners of this spectrum
were omitted from the fits as counts in these channels
were reduced when the momentum distribution moved
slightly off the edge of the detector at the extremes of the
beam-energy scanning range. The formula fitted to the
data was

1
C(E~,cos8&) =Ad(E~) g a„P„(cos8&)+Aexp

n=0 2

E~ Eg —P/2—

where E~ is the incident beam energy, 8& is the y-ray an-
gle, Xd(E ) is th'e number of deuteron events in the 0'
monitor detector, the a„are coefficients of the Legendre

l

polynomials P„(cos8&) (summing through n =4 accounts
for El and E2 contributions to the reaction and their
cross terms), and A is the amplitude of the resonance. The
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ratio 3 /ao is the coefficient of the exponential in Eq. (1).
The relation between the incident energy and the corre-

sponding channel number is determined from the Tl+ ion
source calibration, as described above. We neglect the
difference in variation with energy of the cross sections
for H(a, d) He and H(a, y) Li, which is about 0.2%
across the search range.

The parameters to be varied in fitting the data are A,
Ez, a„, and a gain parameter b that relates focal-plane po-
sition to cos8~. This relationship is

tO
O~
C

0)
~ ~
U
tP

2

I-
(3

U

I I

ER+ p/2

A=00

cosez ——— D 'hx + ,
' D„—(M)

C

where po is the momentum of the recoiling Li, E~ is the
y-ray energy (3.563 MeV), D„ is the dispersion ' of the
QDDD (850 cm), and M is given in cm by

I I I I

6.254 6.256
I I I

6.238
E (MeV)

I I

6.240
I I

6.242

M =b(channel —d) .

The parameter d can be determined conveniently from the
position of the contaminant "Li-beam peak in the middle
of the angular distribution.

As the number of counts per channel in the two-
dimensional spectrum was small (often less than 10, the
maximum being 60), it was necessary to use Poisson statis-
tics to determine the best fit to the data. Because it was
not feasible to search the entire eight-dimensional parame-
ter space for the best fit, the gain parameter b and prelimi-
nary values for the ratios a

& /ao, a2/ao, a3/ao, and aq/ao
were obtained from a least-squares fit to the two-
dimensional spectrum. Then, with A =0, the Poisson
probability (+p e "/m!) was calculated in four two-
dimensional spaces: (1) ao vs a~/ao, (2) ao vs aq/ao, (3)
ao vs a3/ao, and (4) ao vs a4/ao, where in each of the
four cases the ratios a;/ao not being varied were fixed at
the values obtained from the least-squares fit. The best-fit
a;/ao, for i =1—4, obtained were then used as central
values for a further Poisson iteration. Two iterations gave
a convergent result. Finally, using these four ratios as
central values, the four two-dimensional searches were
carried out for a grid of ao, A, and E~, thus eliminating
the effects of possible correlations between the angular
distribution and resonance parameters. For the value of
ao giving maximum probability a probability map in the A
vs Ez space was obtained. This map is shown for run A
in Fig. 9. If these points are now weighted according to
the probability that we expect to find the resonance in a
given incident-energy channel (the two-dimensional data
alone cannot eliminate the possibility of a large resonance
centered just outside the scan range), we can calculate the
likelihood function for the parameter A. We use the value
6.2392 MeV for the most probable resonance energy and a
standard deviation of 0.0021 MeV. This value represents
the expected resonance energy [6.2384(18) MeV] based on
the Li mass, corrected for target thickness, with an ad-
ditional 1.0 keV uncertainty from calibration of the beam
energy. The most probable value for I d is 0. By nu-
merical integration of the likelihood function, we find that
at the 68% confidence level

I d &4.0)& 10 eV,

FIG. 9. Calculated values of the likelihood function for a res-
onance with an amplitude 3 as indicated on the curves. The ar-
rows indicate the extent of the data.

and at the 90% confidence level

I ~d&6. 5)&10 eV .

V. CONCLUSIONS

The limit on I d obtained in these experiments is more
than a factor of 1000 below that set in previous experi-
ments. Given that a parity- and isospin-allowed I.=1 de-
cay width for a state at 3.56 MeV is of order 2 MeV, our
result sets a limit on the 0, T =0 amplitude in the 0+,
T =1 state of about 6&&10

Desplanques, Donoghue, and Holstein (DDH) have
presented a quark-model calculation of strengths of weak
nucleon-nucleon potentials mediated by the exchange of
various mesons. Weak pion exchange is expected to dom-
inate the isovector parity mixing under investigation in
the present work —barring fortuitous cancellations, the ex-
change of heavier mesons can be neglected. It was found
by DDH that, within the broad constraints of the quark
model, the strength of the weak ~-nucleon coupling con-
stant f should with high probability lie between 0 and 30
(in units of the "sum-rule" value g =3.8&(10 ). They
suggested a "best" value of about 12, and an analysis of
experiments"' in ' F and 'Ne is consistent with this
value, although the results depend on very complex nu-
clear structure calculations ' in the case of 'Ne. Pure
isovector parity violation has been sought in two experi-
ments (that are amenable to theoretical interpretation), the
capture of polarized neutrons by protons' and the circu-
lar polarization' of y rays from the 1080-keV state of
' F. Upper limits on f of about 40 have been set in the
first case and of about 13 in the second.

In the case of Li, interpretation of the o. width in terms
of f requires a structure calculation, which is presented
elsewhere. ' The result of that calculation is

I g
——9.3&C10 "f eV .
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Our measurements thus correspond to f (66 (68% C.L.)
or f (84 (90% C.L.). (C.L. is confidence level. )

Because the limit set here on f is still far above that
expected, it is interesting to speculate on ways in which
the experiment might be further improved. Simply run-
ning longer is unlikely to be fruitful because the sensitivity
to f increases only as the fourth root of the number of
events. Bombarding a helium target with deuterons offers
the advantages of higher beam currents, better resolution,
and a more favorable stopping power, but the difficulties
in detecting capture events are formidable. It should
perhaps be stressed that this experiment is at the level
where nonresonant capture is observed. This represents a
physical, irreducible background in any resonance search.
To reach the desired level of sensitivity without greatly
improving the resolution would imply a resonance-to-
background ratio so small as to raise concern about sys-
tematic effects that are probably negligible in the present

experiment. Perhaps the best approach is to consider
ways in which the resonance might be observed in in-
terference with the nonresonant background through the
use of polarized deuterons.
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