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Energy spectra and angular distributions have been measured for 46 isotopically separated Li
through Mg fragments produced in reactions of 480 MeV protons with Ag. Thin silicon solid state
detectors have been used with time-of-Aight techniques to extend measured fragment energies as low
as 1 MeV per nucleon, well below the most probable fragment energies. Reasonable fits to the rela-

tively small evaporative components of the spectra are obtained using a self-consistent calculation

previously developed. An analysis of the remaining nonevaporative components using contours of
relativistically invariant cross section in the plane of rapidity and perpendicular momentum indi-

cates that these components can be described in terms of isotropic emission from moving sources if
the source velocity is allowed to be a function of the fragment's radial velocity in the source frame.
The relationship between these velocities is essentially independent of fragment Z and A. Coupled
with the evaporation calculation, this relationship allows all spectra to be reasonably fit at all angles

by use of a simple {four parameters per fragment) phenomenological form for the isotropic noneva-

porative component in the moving source frame. While such a form might suggest a statistical ori-

gin for the nonevaporative components, detailed consideration of the parameters required suggests
difficulties with such an interpretation. Implications of these data for other models are discussed.

Energy integrated and total cross sections are calculated.

I. INTRODUCTION

This paper discusses the results' of another in a se-
quence of experiments seeking to characterize the single
particle inclusive spectra of helium and heavier fragments
produced by the interactions of intermediate energy pro-
tons with silver nuclei. Analysis of data from the first ex-
periments, measuring Ag(p, He)X and Ag(p, He)X at
E„=210,300, and 480 MeV, established that even the
prototype fragment for charged particle evaporation,
namely He, had significant nonevaporative components
associated with its production. Measurement of heavier
fragments from Ag at the same three proton energies in-
dicated that a significant portion, probably in fact the ma-
jority, of these heavy fragments are from sources other
than conventional evaporation from an excited residual
nucleus left behind by earlier rapid processes. A third ex-
periment sought possible support for some of the direct
interaction theories (for example, Refs. 5—7, and others
reviewed in Ref. 8) proposed to explain the nonevapora-
tive fragments. It sought this support by looking for po-
larization effects associated with helium fragment produc-
tion but found instead, in contrast to the proton emission
case, ' no significant analyzing powers associated with
these spectra. (For general review of previous work in
this field see in particular Refs. 3 and 11—13.)

For protons incident on medium mass nuclides such as
silver, previous work has left important aspects of the
fragment single particle inclusive spectra yet to be ade-
quately characterized. The experiments reported here ex-

tend our measurements into some of these inadequately
defined regions. In particular, the work reported here had
three principal experimental objectives. The first was iso-
topic separation of the heavier fragments at both low and
high fragment energies. Our previous measurements
resolved fragments of Z &4 only by element, while the
present experiment provides isotopically separated spectra
for all fragments through Mg. The second experimental
objective was a more complete definition of the fragment
angular distributions. Our previous work provided a
coarse three point distribution adequate for some types of
analysis, while the present experiment provides a more de-
tailed distribution with six principal angles plus some sup-
plemental measurements at other angles. The third exper-
imental objective was a more detailed characterization of
the spectra for heavy fragments of low energies. Previous
work has used targets whose thickness causes a significant
distortion of these low energy portions of the spectra.
The present work minimizes these distortions by using
targets of =200 pg/cm thickness.

One characteristic of these fragment spectra, well estab-
lished by our previous measurements, is the relative insen-
sitivity of all of their features, except overall magnitude,
to the incident proton energy. We have thus chosen to use
only the one incident beam energy of 480 MeV for the
work reported here. The expectation is that any con-
clusions drawn from the work may be extended to a sig-
nificant range of incident proton energies.

The desire to extend the measurement of isotopically
resolved fragments to 8 through Mg is motivated by
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several factors. From a purely experimental point of
view, there are significant differences in spectral shape be-
tween isotopes of a given element for the lower Z frag-
ments and it is of interest to see if this persists as the
atomic number of the fragment increases. From a more
model-specific perspective, relative isotopic yields can be
an important input to some calculations. At high frag-
ment energies, for example, some of the data reported
here have already been needed in a preliminary form to
assess the merits of a snowball model7 for fragment pro-
duction. To remain as credible descriptions, all models of
nonevaporative fragment emission must eventually be ex-
tended to these heavy fragments and compared with ex-
periment. References 3 and 14 point out the value of iso-
topically separated low energy data in evaluating the con-
tribution of evaporation to the measured spectra. It is
particularly useful to have low energy data on several iso-
topes of a given element for as many elements as possible.
This allows evaluation of evaporation models without
some of the uncertainties stemming from the inverse cross
section portion of the calculation.

Study of the angular dependence in greater detail is
motivated principally by the desire to confirm the smooth
behavior previously assumed. Available experimental re-
sults do not lead one to expect any dramatic changes in
the spectra over small angular increments, but there exist
models which predict such rapid changes, e.g., quasifree
scattering or shock-wave models in some of their versions.
Experimental confirmation that the angular dependence is
indeed smooth is thus a useful check on such models.
Finer angular increments also allow a more accurate an-
gular integration to obtain total production cross sections.
Of direct interest in terms of our previous work ' are the
shapes of the contours of invariant cross section
(1/p)(d o/dQ dE) in the plane of pi /mc vs y where pz,
m, and y are, respectively, the perpendicular component
of the fragment's momentum, its mass, and its rapidity.
Analysis of our three point distributions, as well as
analysis' of three point distributions from higher energy
work, ' have shown that contours appropriate to isotropic
emission from sources moving in the beam direction fit
the extant data for fragments of A &3 as long as the
source velocity is allowed to be a function of contour lev-
el. The finer angular increments used in the work here
confirm that such fits are indeed appropriate although the
significance of this result is not entirely clear.

Accurate definition of the low energy parts of the spec-
tra is useful in determining parameters for evaporation
calculations and also, presumably, for determining those
of nonevaporative calculations once such models are ex-
tended to include the low-energy region. In particular,
this information is required in order to determine the ap-
propriate Coulomb barrier associated with these fragment
spectra. Literature values for the Coulomb barrier, re-
ported as a fraction of the barrier thought appropriate for
the target nucleus, vary from near 1.0 to values as low as
0.3. While most of this variation is more dependent on
the calculations than the data, accurate data should be
available in the advent of an accurate calculation.

In order to obtain the desired data, silicon surface bar-
rier detectors have been used in standard compact detector

telescopes and in detector telescopes which include 50 cm
flight paths between the first and second detectors.
Time-of-flight (TOF) information in the separated tele-
scopes provided the improved mass resolution desired for
this work. Previously used hE, E techniques provided Z
identification for both types of telescopes as well as iso-
topically separated Li, Be, and high energy 8 fragment
spectra for data from the compact telescopes. The lower
bound on the energies of the heavier fragments was re-
duced to approximately 1 MeV per nucleon by use of a 7.3
pm thick b,E detector. Details of the experimental tech-
niques used in this work are discussed in the next section,
followed by sections describing the results and analysis of
the results.

II. EXPERIMENTAL TECHNIQUES

The experimental work was conducted using a 152 cm
diameter scattering chamber located in an external proton
beam line at the TRIUMF cyclotron. The electronics and
data acquisition systems were in an equipment trailer ap-
proximately 40 m away. Off-line data reduction was per-
formed at the Simon Fraser University Computing Cen-
tre. Those aspects of the experiment associated with
operation of the compact detector telescopes are essential-
ly identical to those described in Ref. 3 and earlier
work ' and will not be discussed in detail here. Instead
we will concentrate on new aspects associated with the
TOP telescopes and the thin targets.

A. The TOP telescopes

Two basic TOF telescopes composed of commercial sil-
icon surface barrier detectors were used. The first tele-
scope had a 7.3 pm b,E detector (10 mm active area) and
was used in conjunction with thin targets to achieve accu-
rate definition of the spectra at low fragment energies.
The second telescope used a 20.5 pm b.E detector (25
mm active area) in conjunction with somewhat thicker
targets to define the higher energy portions of the spectra
In both cases, the b,E detectors were immediately behind a
1 mm thick copper collimator with an inner diameter de-
fining an area somewhat smaller than the active area of
the detector (2.5 and 5 mm diameters, respectively). This
collimator was 15 cm from the center of the target. The
stopping (E) detector of both telescopes was 50 cm
beyond the b,E detector and was immediately preceded by
a 10 mm inner diameter by 1 mm thick Cu collimator. It
was followed by a reject detector to provide a veto signal
for particles which failed to stop in the second detector.
Various stopping and reject detectors were used depending
on the particular portion of the data being collected. The
stopping detectors had 100 mm active areas and ranged
in thickness from 250 to 500 pm. Reject detectors had
150 mm active areas and were approximately 200 pm
thick. All detectors, including the 7.3 pm unit, were
cooled to approximately O'C during experimental runs by
use of Peltier junctions. This cooling reduced the detector
reverse currents dramatically and allowed full operating
bias voltages to be easily maintained at the detectors.

The preamplifiers for the AF- and stopping detectors
were operated inside the vacuum chamber and were con-
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nected to the detectors with short ( = 10 cm) cables to
minimize input capacitance. These commercial preampli-
fiers were equipped with a built-in time pickoff circuit
and provided a fast signal with rapid decay time in addi-
tion to the normal energy signal with slow decay time.
The adjustment available on these preamplifiers was used
to optimize the fast timing signal for each input capaci-
tance used. Energy calibrations for each detector-
preamplifier combination were obtained by the means
described in Ref. 3. During data collection, pulser signals
were processed concurrently at 1 Hz to monitor energy
and timing stability. No problems were encountered in
the stability of these systems.

Energy signals from the TOF telescopes were processed
in a similar manner to those of the compact telescope, and
this has been treated in detail in Ref. 3. The only signifi-
cant differences were the resolving time for the b,E,E
coincidence and the additional use of the event signal to
gate an analog TQF signal into an analog-to-digital con-
verter (ADC) unit of the data acquisition system. The
coincidence resolving time used was typically 300 ns in
order to allow the slow moving fragments time to traverse
the 50 cm flight path. The increased accidental coin-
cidences incurred by this long resolving time were not a
problem because the TOF information was used to ex-
clude them.

Timing signals from the TOF preamplifiers were car-
ried out on 50 0 fast signal cables (FMS) to well-
terminated inputs on fast amplifiers in the equipment
trailer. High quality terminations allowed use of wide
dynamic signal ranges without false triggers from reflect-
ed signals. Outputs from the amplifiers were processed in
constant fraction discriminator (CFD) units whose out-
puts were used as inputs to a time-to-amplitude converter
(TAC) unit. The CFD output signal rates for the AE sys-
tems were considerably lower than the stopping detector
rates and so the hE signals were used to start the TAC.
The ADC which digitized the TAC output was calibrated
by using a pulser signal split into the AE and E systems.
A series of 20 ns delays was inserted in the TAC stop sig-
nal input line and the centroids of the peaks in the subse-
quent spectra were fit to a linear calibration by a least-
squares procedure. During data runs, the TAC output
was gated into its ADC whenever the logic system associ-
ated with the energy signals indicated a valid event had
occurred. The AE, E, and TAC output values from their
respective ADC units were then recorded by the data ac-
quisition system event by event on magnetic tape. Overall
time resolution depended strongly on the combination of
AE and E energies involved; typical values ranged from
20/ ps to 1 ns with the fortunate combination of long
flight times with poor time resolution.

The particle identification algorithm of Ref. 3, a modi-
fied version of an earlier algorithm, ' was used in an off-
line analysis to identify the atomic number Z of frag-
ments measured in the TQF systems. Figure 1 shows an
example of this identification for the 7.3 pm bE system.
The data for each group of fragments associated with a
given Z were then processed in subsequent programs
which provided mass identification for these fragments.
For a given Z, the data were processed such that an in-
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on a two-dimensional grid of E (calibrated in MeV) versus
a time (in ns) equal to the recorded TOF time minus a
flight time calculated from E assuming an atomic mass
number of A =2Z. Regions were then defined on this
grid using the interactive features of the program and
data inside each of these regions were assigned to given
fragment types. For each data point in a region, values
for the total fragment energy b,E+E were accumulated
in histograms to yield raw energy spectra, i.e., the unnor-
malized spectra not yet corrected for multiple scattering
in the b,E detector or for target effects.
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FIG. 2. Stopping detector energy versus measured time of
flight minus the calculated ' C time of flight based on the stop-
ping energy. The fragment Z has previously been selected using
AE, E analysis. Data are from a TOP telescope with a 7.3 pm
hE detector and for fragments at 90' from a thin Ag target with
a VYNS backing. Cells containing more than six counts are
shown as dark squares, those with four to six counts as dark cir-
cles, and those with one to three counts as light circles. Regions
used to define the various masses are also shown; these were
determined by examining data from all angles measured with
equivalent detector telescope parameters.
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FIG. 1. Fragment particle identification spectrum obtained

by applying the algorithm of Ref. 3 to data from a TOF tele-
scope with a 7.3 pm hE detector. Subsequent analysis of the
time information yields fragment masses. The thin Ag target
used in obtaining this data had a VYNS backing which is a ma-
jor contributor to the light proton-rich fragments such as 'Be.
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Figure 2 shows an example of the type of data treated
in the interactive graphics program, as well as the regions
defined for this data by use of the program. For Be and B
fragments analyzed in this program, assignment of data to
fragment type is trivial because of the absence of Be and
98 fragments. For Z ~5, identification of the A =2Z
isotopes, and hence the others, was possible because the Be
and B isotope data could be used to define the expected
time domain (t =0 in a perfect system with no offset in
the start and stop signals) for these isotopes. For suffi-
ciently energetic hE and E signals, the CFD units per-
formed well enough to allow unambiguous assignments of
the A =2Z isotope for all Z studied. Variations in the
A =2Z times from one Z to the next were typically only
10 lo of the time spacing between adjacent A values.

Where reasonable statistics exist, errors from incorrect-
ly defining the appropriate regions are considerably small-
er than our errors in relative normalizations. For cases
with low cross sections, accurate definition of the ap-
propriate regions is not as good, although such identifica-
tion is aided by systematics and the independence of re-
gion from detector angle. For the Ne, Na, and Mg frag-
ments, the Z identification at low energies also
deteriorates somewhat. Contributions from these effects
range from at most a few percent for the common lighter
isotopes to perhaps +50% for the extreme cases of the
heaviest or lightest isotopes of F through Mg.

8. Multiple scattering corrections

Separating the b,E and E detectors to obtain a flight
path for the TOF measurements leads to an energy depen-
dent inefficiency in fragment detection due to the multiple
scattering of the fragments in the bE detectors. There are
also difficulties in accurately defining the geometries of
these separated telescopes since they depend on the details
of the beam profile on the target. To correct for these
inefficiencies, we compared elementally separated data
from the compact hE, E telescopes to the sum for each
element of the isotopically separated data from the TOF
tclcscopcs. Thc compact tclcscopcs had %'cll-defined
geometries and detected fragments above their energy
thresholds in the telescopes with essentially unit efficien-
cy. The comparison of the TOF data with this data thus
allowed extraction of cross sections from the TOF data in
spite of the difficulties with detection efficiencies. The
remainder of this subsection discusses details of these effi-
nency corrections.

Multiple scattering theory for thin targets suggests
that the efficiency correction should be a function of the
kinetic energy of the fragment divided by its atomic num-
ber with no other dependence on the fragment parameters.
Within the statistical accuracy of our data, we observed
that this was indeed true. We thus sought a function
g (E/Z) which fit our observed efficiencies for elemental-
ly separated fragments and which then was used to
correct the isotopically separated TOF data. For this
correction, we took E to be the energy of the fragment as
incident on the telescope. (In thin target multiple scatter-
ing theory, the change in energy as the fragment passes
through the target is neglected. We found that a simple
modification to the theory was sufficient to correct it for

our use where E is noticeably reduced in passing through
the first detector. ) The function g (E/Z) can be factored
into an overa11 normalization depending on geometry
alone (the efficiency for unscattered fragments, i.e., in the
limit of large E/Z) and a function f(E/Z) which gives
the effects of multiple scattering and its coupling with
geometry. Determining the overall normalization was
straightforward using the comparisons already discussed,
and the remainder of this section discusses only f(E/Z).

Within thin target theory, the form of f(E/Z) may be
calculated for the idealized case of a pencil beam incident
on the first detector (thickness t) along an axis passing
through the center of the stopping detector. If the stop-
ping detector is a distance E. beyond the initial detector
and is sensitive to fragments within a circle of radius a
about the axis, the fraction of incident particles detected
by the stopping detector is

tf (E/»'l d..i= 1 —exp—

where c is a number which depends on the material in the
incident detector.

In our nonideal case, the coupling of geometry and
multiple scattering modify somewhat the way f(E/Z)
approaches unity as E/Z~ co. At low E/Z where the
mean square scattering angle (8 ) &&(a/R), our actual
geometry should yield thc same Icsults as thc idcallzcd
geometry, i.e., f(E/Z) ~ (E/Z), except for effects due to
the change in energy as a fragment traverses the scattering
medium. By using for low E/Z a form

f(E/Z) ~ [(E/Z) —b]

where b is a constant chosen to compensate for the finite
thickness of the initial detector, we were able to obtain
reasonable fits to the measured efficiencies. For the TOF
telescope using the 7.3 pm hE detector, it was important
to use a physically reasonable form for the efficiency at
low E/Z since the companion compact detector telescope
used a 12.9 pm hE detector and thus the efficiency
correction at the lowest E/Z values had to be extrapolat-
ed from higher E/Z measurements. The efficiency
correction used for the 7.3 pm hE TOF telescope was

f —=0.02766 ——0.26746, for —&3.7E E E
z z ' ' z

—1 0—exp ~—

for —)3.7,Z

where the form at high E/Z is merely an empirical fit to
the data. This correction is plotted in Fig. 3 along with
the elemental data for 8, C, and N fragments from one of
the experimental runs. The curve extends down in E/Z
to the lowest value used in correcting data presented in
this paper.
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FIG. 3. The ratio of counts from a TOF telescope with a 7.3

pm detector to counts from a compact hE, E telescope at the

same angle from the beam as a function of fragment energy (in

MeV) divided by fragment atomic number. (The values have

been scaled such that the ratio is for the case where both tele-

scopes subtend the same solid angle at E/Z = ao. ) The data
shown are for one run with the telescopes at 90'. Also shown is
the function used to correct the TOF data for multiple scatter-

ing in the AE detector.

C. Targets

The primary targets used for these measurements were
natural silver either evaporated onto VYNS (85%
CH2CHC1 and 15% CH3CO2CHCH2) films or in the
form of thin free standing foils. They were 6 cm high by
8 cm wide. The free standing foils were of thicknesses
around 2 mg/cm and the evaporated targets were typical-
ly 200 to 300 pg/cm of Ag on 80 to 160 pg/cm of
VYNS. Normalizations were determined by means which
did not rely on knowledge of the target thickness.
Thicknesses were used to provide minor corrections to the
final energy values used for some of the fragment spectra.

Secondary targets of pure VYNS were used to measure
background spectra for the backing on the thin Ag targets
(and as an approximation to the background from con-
taminants on the thicker foils). The shapes of these back-
ground spectra differ dramatically from the spectra due to
a pure Ag target; for the thin targets, the spectra for neu-
tron deficient isotopes of Z & 7 at the lowest fragment en-
ergies measured are completely dominated by the back-
ground spectra. By using this information (with a redun-
dancy due to the several isotopes in this category), con-
sistent corrections could be made for the relative yields
from the VYNS on the thin Ag targets. In many cases,
the lowest fragment energies meaningfully measured were
limited by the statistical errors in the spectra obtained by
subtracting the background from the target-plus-backing
measurements. Meaningful thin target measurements of
8 and ' C were entirely precluded by the large back-

ground contributions in these spectra. Figure 4 shows the
background contribution for a typical case where it is im-
portant but not dominant.

I I

20 40 60
I

80

In general, the thicker target foils were used in conjunc-
tion with the 20.5 pm hE TOP telescope to define the
higher energy portions of the fragment spectra, while the
thinner targets were used with the 7.3 pm system to de-

fine the lower energy portions of the spectra. In order to
combine these spectra and for convenience in using the
spectra, the measured fragment energies for all runs using
the free standing foils have been corrected to account for
the energy loss in the target under the assumption that the
fragments originate in the midplane of the foil. The size
of such a correction for the thin targets was not signifi-
cant enough compared to the uncertainties involved to
justify its use. In effect, the spectra presented in this pa-

per are those one expects from a thin silver target of 200
pg/cm, with uncertainties in fragment energy of +2% or
an amount corresponding to a thickness uncertainty of
+200 JMg/cm2, whichever is larger.

D. Normalizations

Due to the length of time over which these experiments
were run plus the accidental destruction of several of the
delicate targets, many different combinations of targets
and beam monitors are involved in the normalization of
the data presented here. However, during each set of ex-

perimental runs there was at least one good beam monitor
system (and frequently two) functioning and at least one
run from an experimental configuration for which previ-

ously normalized data were available. This allowed all of
the data to be absolutely normalized to +30%. The rela-
tive internal normalization between angles should be good
to + 10%%uo.

The compact telescope data from the thick target runs

provided fertile grounds for testing our normalization
procedures since there were several nearly independent
sources for the normalizations. Among these were moni-

B ENERGY ( MeV )

FIG. 4. An example of the background from the VYNS
backing on the thin Ag targets and its effects on the raw spectra
used as input to further analysis.
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tor telescope values using the calibrations from Ref. 3,
comparisons of integrated fragment spectra to previous
normalized data, comparisons of integrated fragment
spectra to the normalized thin target data of the present
measurements, and relative values using the secondary-
emission monitor (SEM). The values we adopted were
selected in an effort to minimize the propagation of errors
affecting relative normalizations. All colnparisons of al-
ternate normalizations to these adopted values fall within
13% of the adopted value (approximately half within 5%)
except one case (at 160') which disagreed by 17%.

The higher energy portions of the various compact tele-
scope spectra at 10' represent only lower limits on the
cross sections because the energy rate from background
events in the final stopping detector may on occasion have
forced the preamplifier base voltage level beyond the
operating range of the amplifier used.

III. RESULTS

The data resulting from the measurements reported in
this paper are tabulated in the Physics Auxiliary Publica-
tion Service of The American Institute of Physics (AIP). '

The statistical error in each point is tabulated but no esti-
mates of systematic errors in identification or in the mul-
tiple scattering or target corrections are included in the
tabulation noI' are errors in the normalizations included.
These statistical errors are the ones shown in the sample
fragment energy spectra displayed in this paper.

Tables I—III summarize the range of data taken in this
study and ava11ablc 1Q thc tabulat1OQ. Thcsc tables have
either two or three entries for each combination of frag-
ment type and angle of emission from the 480 MeV
p+ Ag reactions summarized. The first entry, of the
form bb tt, indicates -data are tabulated for the given frag-
ment and angle between energies of bb MCV and tt MeV.
Thc second entry 1S the 1ntcgI'Rl

r

dO' d 0'

dQ „,bb dQdE

of the cross section between the lowest and highest frag-
ment energies tabulated, in pb/sr. The errors given are
statistical only. The third entry, when present, is a num-
ber indicating our estimate (from analysis described later)
of the total value for da/d0, in pb/sr. As discussed ear-
lier, the overall normalizations for these integrated values
are beheved known to +30%, while the relative normali-
zations between angles are believed known to +10%, ex-
cept perhaps thc 10 data 1Q Table I as RlI'cady d1scusscd.
For the third entries, we include our 10% error in relative
normalization as well as our estimate for errors in the ex-
trapolat1on and in identification of thc low cross section
1SOtOPCS.

The energy limits on the data stem from varied causes,
leading to the seemingly unsystematic variation as the ob-
served isotope or angle is varied. The basic lower energy
limit is determined by the requirement that the range of
the fragment be sufficient for it to pass through the first
detector and consistently deposit sufficient energy in the
second detector to trigger the logic electronics. While this
limit is sometimes obtained, it is often exceeded by the

limit from decreasing statistical accuracy as the fragment
energy decreases due to the increasing contribution from
background sources and/or the decreasing cross section
for fragment production. The decrease in efficiency with
decreasing fragment energy in the TOF telescopes, caused
by the multiple scattering in the first detector, exacerbates
the statistical problem. The b,E,E data of Table I for
compact telescope measurements with the approximately
2 mg/cm Ag foil targets has even further limits on the
lower energies. For the ' Li, "Be, and all B fragments,
the particle identification is not adequate to separate these
from neighboring isotopes until the fragments have suffi-
cient range to trigger the third detector of the four or five
element telescopes used. For part of the runs, the elec-
tronic logic used to reject light fragment events from be-
ing presented to the computer and swamping the analysis
system (the g system of Ref. 3) was inadvertently set at a
level which rejected some of the low energy Li and Be
fragments.

The upper energy limits are most frequently due to the
cross section having fallen below levels measurable with
the statistical accuracy of these experiments. In some
cases (notably ' Li and Be), the limits are at energies
where the fragments have passed through the last data
detector and into or through the final veto detector which
all telescopes contained. Variations for these latter cases
are due to the fact that the stopping detectors used in the
telescopes werc not always the same thickness.

The TOF data of Table II are the combined thick target
and thin target data. The low energy portions are strictly
from the thin target runs. For the higher energies, the
thick target data have been corrected for target thickness
and then matched with the thin target data to extend it to
higher energies. For F through Mg fragments, only thin
target data have been used.

Table III summarizes the data, separated by element
only, measured for the approximately 200 pg/cm targets
using the compact detector telescopes. These data do not
have the isotopic resolution available in the TOP data, but
neither do they have the possible systematic erxors stem-
ming from the efficiency correction required for multiple
scattering in the TOF telescopes. Examples of the spectra
are given in the next section in conjunction with various
analyses of the data.

IV. ANALYSIS AND DISCUSSION

A. Two-component fits to individual energy spectra

In order to facilitate further analysis of the data, it is
collvclllcIlt to llavc slllootll fits to thc Illdlvldual slllglc
particle inclusive energy spectra. For much of the data
presented in this paper, we have achieved reasonable fits
of this type wltll essentially tllc saillc pl'occdul'cs llscd 1I1
our earlier work.

In these fits, the first contribution to each spectrum is
taken to be that from the evaporation of fragments from
fully equilibrated residual nuclei. The calculation is
described in detail elsewhere. '" Previous He ejectile
data ' were again used to constrain the description of the
emitting system since data for fragments of Z ~2 alone
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are not sufficient to defme meanmgful evaporation pa-
rameters. As noted previously, the attempt to achieve
self-consistent fits to this component, i.e., a uniform
description of the evaporating system independent of the
evaporated fragment, indicated that evaporation from ful-

ly equilibrated nuclei is not the dominant component in
these spectra and that it appears to be even less important
as the fragment Z increases.

The second component was again arbitrarily fit to the
remaining parts of the spectra using parameters varied
freely between angles and fragment types. The functional
form for this component had the qualitative features of
that used before but was of closed analytic form to faciH-
tate automated chi-square searches to find the parameter
values. The form used is identical to that described later
in connection with more global fits except that fragment
momentUm instead of energy vvas Used as the independent
variable since better fits were then achieved. For the pur-
poses of the fits in this part of the analysis, the important
features of the form chosen are that it yields reasonable
fits to the data, that it goes monotonically to zero as the
fragment energy decreases below its most probable value,
and that it falls off exponentially at high fragment
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TABLE II. The range of measurements made using time-of-flight mass identification and approximately 0.2 mg/cm Ag targets.
The meanings of the entries are described in the caption for Table I.

Fragment

10B

20'

24—116
62.5+2.0
66.7+7. 1

4Q'

20-140
48.8+1.4
49.6+5.2

Angle
60'

20—124
43.8+ 1.4
45.7+4.8

90'

20—124
30.9+0.9
32.4+3.4

12—92
27.5+0.8
27.5+2.9

14—76
18.4+0.5
18.6+ 1.9

18—124
12S.1+2.8
125.7+ 12.9

16-140
93.5+ 1.8
93.8+9.6

14—124
81.8+2. 1

82.1+8.5

12—124
65.1+1.6
65.2+6.7

12—92
47.8+0.6
48.0+4.8

12—84
34.2+Q. 8
34.5+3.S

12B 20-116
16.4+0.6
17.021.8

16-124
12.8+0.4
12.9% l.3

14—124
12.7+0.5
12.7+1.4

12-108
9.2+0.4
9.2+1.0

12—84
6.8+0.2
6.9+0.7

12-68
5.4+0.3
5.5+0.6

18—108
3.3+0.3
3.4+0,4

16-108
2.3+0.1

2.4+0.3

16—56
1.8+0.2
1,8+0.3

14—84
1.5+0.2
1.5+0.2

14—76
1.1+0.1

1.1+0.2

14—56
0.82+0. 10
0.90+0.15

28-116
13.4+1,0
13.7+ 1 ~ 7

26—124
9.0+0.5
9.2+ 1.1

24—100
8.9+0.7
9.0+ 1.1

24—108
6.1+0.3
6.6+0.8

16—84
5.2+0, 2
5.3+0.6

16—76
3.6+0.2
3.7+0.4

20—124
77.5 k 1.8
78.3+8. 1

16—124
60.3+1.0
60.5+6. 1

16-100
53.2+1.1

53.4+S.5

16—116
41.8+0.9
42.1+4.3

14—92
34.8+0.6
35.0+3.6

14—84
29.3+0.7
29.9+3.1

20—124
54.5+1.2
54.9+5.6

16-124
42.4+0.7
42.5+4.3

16-100
36.4+O. 9
36.6~3.8

16-108
28.7+0.7
29.0+3.0

12—84
23.4+0.5
23.5+2.4

12—84
19.8+0.6
19.9+2.1

16—100
14.3+0.4
14.4+ 1.5

16—100
13.2+0.5
13.2+1.4

16—84
9.6+0.4
9.8+1.1

12—76
8.5+G.3
8.5+0.9

14—76
7.0+0.4
7.7+0.9

22-108
19.8+0.8
20.0+2. 1

16—116
37.6+1.3
37.7+4.0

16-116
15.6+0.5
15.6+1.6

16-148
29.6+0.6
29.7+3.0

16—IQO

13.3+0,6
13,3+1.5

12—100
25.5+0.9
25.6+2.7

16—84
10.0+0.5
10.1+1.1

16-108
20.2+0.7
20.7+2.2

12—84
8.8+0.3
8.8+0.9

12—92
16.2+0.4
16.2+1,7

14-68
6.9+0.4
7.0+0.8

12—76
14.0+0.6
14.1+1.5

26—92
4.8+0.3
S.O+0, 6

24—76
2.5+0.3
2.8+0.4

20—100
4.2+0.2
4.3+O.5

22—92
1.6+0. 1

1.6+G.2

16—92
4.1+0.3
4.1+0,5

20—76
1.6+0.2
1.6+0.2

16-76
3.0+G.3
3.1+0.4

16-68
2.1+0.2
2.2+0.3

18—52
0.9+O. 1

14—40
2.0+0.2
2.2+0.3

24—100
1.4+O. 1

22—92
1.3+0.2

22—52
1.3+0,2

16-56
1.1+O. 1

20-40
G.S+O. 1

16O

17O

14-108
24.8+1.1

24.9+2.7

18—100
11.4+0.6
11.4+1.3

14—100
16.2a0.4
16.2+1.7

14—100
8.9+0.3
8.9+1.0

14—100
12.8+0.7
12.8+ 1.5

16—92
8.0+G.5
8.1+1.0

14—84
11.4+0.6
11.4+ I.3

16-76
5.6+0.4
5.6+G.7

14—76
8.3+G.3
8.3+0.9

16-68
4.3+0.2
4.4+G. 5

14-60
7.8+0.4
7.9+0.9

16—52
4.1+0.3
4.4+0.6
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Fragment 20' 40'

TABLE II. (Continued)

Angle
60 90' 120' 160'

ISO 22—92
7.5+0.5

7.7+0.9

20—92
5.6+0.2
5.7+0.6

20—92
5.0+0.3
5.0+0.6

18—76
3.8+0.3
4.0+0.5

18—56
3.0+0.2
3.2+0.4

18—52
2.7+0.2
3.0+0.4

19O 20—68
2.5+0.3

20—84
1.0+0. 1

20—84
1.5+0.2

20—68
0.89+0.15

20—52
0.74+0. 10

20—44
0.41+0.09

28—52
0.36+0.11

28—60
0.38+0.06

28—60
0.49+0.12

28—52
0.20+0.07

28—60
0.10+0.03

28—44
0.13+0.04

lsF 28—84
3.3+0.3
3.5+0.8

18—100
3.7+0.2
3.8+0.8

24—84
2.5+0.3
2.5+0.6

24—52
1.5+0.2
1.6+0.4

22—52
1.2+0. 1

1.3+0.3

20—52
0.85+0.14
0.92%0.27

19F 18—100
7.9+0.6
8.0+1.4

18—84
6.2+0.3
6.3+1.0

18—84
S.S+0.4
5.6+1.0

20—84
3.7+0.3
3.7+0.7

18—60
3.4+0.2
3.6+0.6

20—48
2.2+0.2

20F 26—76
5.4+0.4
5.6+1.3

24—84
3.8+0.2
3.9+0.8

20—76
3.8+0.3
4.0+0.9

24—68
2.9+0.3
3.2+0.8

18—68
1.8+0.2
1.8+0.4

22—52
1.6+0.2
1.8+0.5

ZIF 26—68
2.4+0.3

24—76
1.3+0.1

28—68
1.6+0.2

22—56
1.1+0.2

18—52
1.1+0.1

20—36
1.2+0.2

22F

19Ne

28—36
0.09+0.06

24—32
0.23+0.13

28—60
0.23+0.05

24—72
0.76+0. 12

28—S2
0.21+0.08

24—40
0.32+0.13

28—60
0.20+0.07

24—56
0.22+0.08

28—44
0.08+0.03

24—48
0.27+0.07

28—44
0.06+0.03

32—40
0.11+0.05

Ne

'Ne

24—84
4.8+0.5

5.0+1.2

24—92
8.6+0.6
9.1+2.0

18—92
4.7+0.3
4.9+1.1

18—92
6.0+0.3
6.0+1.3

26—76
2.3+0.3
2.5+0.6

26—76
3.7+0.3
4.0+1.0

20—56
2.0+0.3

24—76
2.9+0.3
3.2+0.8

18—60
2.1+0.2
2.3+0.6

18—60
2.9+0.2
2.9+0.7

20—52
1.4+0.2
1.4+0.4

22—60
1.9+0.2
1.9+0.5

Ne 24—92
5.8+0.5

5.9+1.4

24—84
3.8+0.2
3.9+0.9

22—76
3.9+0.4
4.0+0.9

22-68
3.3+0.3
3.7+0.9

22—60
2.1+0.2
2.3+0.6

18—48
2.1+0.3
2.3+0.6

Ne

22Na

24—72
2.2+0.3

28—68
1.5+0.3

24—72
1.0+0.1

28—92
3.0+0.2

24-64
1.1%0.2

28—52
1.6+0.3

24—64
0.81+0.16

28—52
0.96+0.18

24—56
0.56+0.09

28—60
0.85+0.11

24—48
0.62+0. 13

28—36
0.11+0.06

28—84
5.7+0.5

28—84
4.0+0.2

28—76
3.3+0.3

28—76
2.0+0.3

28—76
1.9+0.2

28—52
1.3+0.2

Na 28—92
3.0+0.4

28—84
3.2+0.2

28—84
2.S+0.3

28—68
2.0+0.3

28—60
1.3+0.1

28—52
1.0+0.2

Na 28—76
1.7+0.3

28—76
1.3+0.1

28—68
1.3+0.2

28—68
0.70+0.15

28—52
0.58+0.10

28—36
0.54+0. 12
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TABLE II. (Continued).

Fragment

Na

20'

28—44
0.46+0. 17

40'

28—68
0.33+0.08

Angle
60'

28—44
0.48+0. 15

90'

28—44
0.41+0.12

120'

28—44
0.12+0.05

160'

Mg 28—84
3.6+0.4

28—84
2.8+0.2

28—68
1.9+0.3

28—68
1.6+0.3

28—60
0.87+0. 13

25Mg 28—92
4.5+Q. 5

28—92
3.0+Q.2

28—68
1.5+Q.2

28—60
1.1+0.2

28—68
1.7+0.2

Mg 28—76
4.9+Q. 5

28—76
1.7+Q.2

28—76
2.5+0.3

28—60
1.6+0.2

28—60
0.83+0.12

2Mg 28—68
3.0+0.5

28—68
0.73+0.11

28—68
0.71+0.18

28—68
0.75+0. 17

28—44
0.17+0.06

momentum. These features allow reasonable interpola-
tions and extrapolations to be made for many of the data
sets measured. For example, the third entries in Tables I
and II are taken from these individual-spectra, two-
component fits. Attempts to ascribe physical significance
to the second-component parameters of these fits are most
likely inappropriate.

Figure 5 shows the results of applying this procedure to
the ' C fragment data. The combined component fits and
the evaporative contribution are shown for each angle.
The contribution from evaporation is small for this case,
as is true for a11 but the light fragments in this study.

B. Invariant cross section analysis

From the smooth fits described in Sec. IVA, sets of
points in the (y,pj /mc) plane at which the invariant cross
sections (1/p)(d cr/dE dQ) are identical can easily be ex-
tracted. Here y =tanh 'P~~ and pg, are, respectively, the
fragment's rapidity and transverse momentum; for frag-
ment rest mass energies mc much larger than their kinet-
ic energies (as for all the work here), y and pz/mc ap-
proach, respectively, the fragment's parallel and perpen-
dicular velocities P

~

and P~. These sets of points then al-
low an extension o analysis of the form described in Ref.

TABLE III. The range of measurements made using AE,E particle identification for compact detec-
tor telescopes and approximately 0.2 mg/cm Ag targets. Fragments are separated only in Z and values
given are integrated over all fragment masses. The meanings of the entries are described in the caption
for Table I.

Fragment 20' 40'
Angle

60'

20—116
135+3

90'

12—108
110+2

12—92
82+ 1

160'

14—84
52+1

18—124
172+3

18—124
113+2

18—124
99+3

16—116
91+1

16—68
49+1

20—108
68.2+1.5

20—100
44.2+ 1.0

20—108
40.7+Q. 8

20—84
33.8+0.5

20—68
24.9+Q. 5

20—60
17.8+0.4

22—100
44.0+1.2

22—100
32.1+0.7

22—92
26.5+0.5

22—100
21.5+0.4

22—76
15.2+0.4

22—68
10.3+0.3

F 26—92
19.0+0.8

26—100
14.2+0.5

26—92
11.6+0.4

26—84
9.2+0.3

26—68
6.5+0.3

26—56
3.4+0.2

28—92
18.0+0.8

28—100
13.8+0.5

28—92
11.7+0.4

28—76
8.7+0.3

28—68
5.3+0.2

28—68
2.8+0. 1

32—92
13.4+0.7

32—92
jI0.8+0.4

32—84
8.O+O. 3

32—76
6.0+0.2

32—56
3.5 %0.2

32—60
1.9+0.1



INCLUSIVE PRODUCTION OF ISOTOPICALLY RESOLVED Li. . .

2. This type of analysis, itself a refinement of an earlier
tcchmquc used ln R 1clatlvlstlc heavy ion study, has sub-
sequently been used in several different kinds of studies in
which statistical mechanisms were thought to be of possi-
ble importance, e.g., Refs. 3 and 20—24. In this subsec-
tion, we discuss the applications of such analysis to our
data for all fragment energies above 30 MeV where the
analysis is less sensitive to relative normaHzation than at
lower fragment energies.

Figures 6—8 show examples of data displayed in this
manner. The contour lcvcls sho&n Rrc t%o-parameter,
least-squares fits to the points which they intersect and
are merely circles centered on the rapidity axis. Each
such fit corresponds to isotropic emission from a moving
source. - The two parameters describing each contour can
thus be taken as P„aneffective source velocity giving the
position of the circle's center, and P„,an effective radial
velocity giving the circle's radius. The word effective is
used to stress that no physically meaningful description of

O. I—

0

I d (T nanobarns
P dEdQ (MeV/c)(MeV sr).

Ag (p, f )X at Ep = 480 MeV

O.I— c 0.0
0.0
0.2

d r " nanoba ms

dE dQ ( MeV/c) ( MeV sr)

Ag (p, C ) X at Ep = 48O MeV

0
O. I 0 O. I

y= tanh (p )=p
II

FIG. 7. Constant invariant cross section data points for three
A =(2Z+ 1) fragments. See Fig. 6 caption for a description of
the details.

(3c 0,0
0.0
Q. I

I.Q

the fragment emission process is necessarily implied by
these fits. Data points are included in the analysis only if
they are interpolated points, i.e., within the range of ener-
gies actually observed in the measurements at the given
angle.

0.0
0.0
0.2
2.0 0.05—

0 AQAOb 0 t'A5

dEdQ, -(MeV/c)(MeV sr)
&g(p, zf)X at Ep = 4BOMeV

0.002
0.0
0.2

0.0
0.0
0.2

0.0
0.0
O. I

—O. I O. I 0.2
O.GOO5
0.00
0.0
0.5

y = tanh (p )=p
II II

FIG. 6. Sets of data points of constant invariant cross section
for various mass carbon fragments from 480 MeV protons in-
cident on Ag. Fits for isotropic emission from sources moving
in the beam direction are also shown. The displacements of the
data points from the contour lines corresponding to these fits
have been exaggerated by a factor of approximately 3.

0.05—

-0.I -0.05 0 0.05 O. I

y=tanh (p ) =p
II Il

FIG. 8. Same as Fig. 7 for three higher mass fragments.
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Ag(0.04—
Ep=

0.03—

0.02—

I IB

0.01

Be

model which will fit the spectra of a given fragment type
over all emission angles and energies.

Clearly one begins with the kinematics dictated by the
data, i.e., a linear relationship

P, =&+bP,
between the source velocity P, and the fragment radial
velocity P„in the rest frame of the source. The parame-
ters a and b could be fixed on the basis of graphs such as
Fig. 9, but we use them as free parameters in the chi-
squared fits discussed here because we can then obtain a
measure of the degree of universality in this relationship.

This type of relationship between source velocity and
fragment radial velocity has been used before. "'62 A
preconceived idea of the form of the correlation between

P, and P„in the earlier studies" ' resulted in the use of a
constrained parametrization of the relationship and is
probably one reason the fits obtained were not considered

0.05
I

0.10
I

O. I5 0.20

FIG. 9. Effective source velocity versus effective fragment
radial velocity for selected cases from Figs. 6 and 7.

While no physical model has been implied, the extreme-
ly good fits achieved in this type of analysis certainly
merit further consideration. When the P, and P„values
are investigated, the striking relation between them previ-
ously noted for less extensive data sets ' is found to hold
over the entire expanded data set being discussed here.
Figure 9 illustrates this relation for some of the cases
shown in Figs. 6 and 7. Curves in Fig. 9 are terminated
when less than five data points determine the isotropic
emission fits. The variation between fragments is typical
of what is seen when other fragment data are plotted on
such a graph. To a remarkable level, one sees a linear re-
lation between P, and P„that is virtually identical for all
emitted fragments.

Obviously, fragment emission is much too complicated
a process for one to be able to associate a given invariant
cross section with a specific source limited to a single
velocity. However, it appears that when one integrates
over the various possible sources which may give rise to
fragments, in lowest order one can describe the average
systematics in very simple terms, namely that fragments
appear to be emitted isotropically from sources whose ve-
locities are directly related to the fragment velocities in
the emitting system's rest frame. The relation appears
nearly linear and universal over the range of fragment ve-
locities studied here.

I GOO

IOO

I 000

IOO

IOOO

IOO

IOOO'—

I OO

1000

IOO

IOOO—

IOO

Io

O. I

I I I I I

C. Nonevaporative component fits encompassing
a fragment's global kinematic range

If one wants to consider statistical emission of frag-
ments from moving sources, the analysis in Sec. IVB
places strong constraints on any simple form chosen. In
this subsection, we attempt to choose the simplest such

20 40 60 80 IOO l20 t40

N ENERGY ( MeV)
FIG. 10. Energy spectra of ' N fragments at six laboratory

angles. The curves shown are generated for all angles using only
one set of values in the six-parameter functional form described
in Sec. IVC.



INCLUSIVE PRODUCTION OF ISOTOPICALLY RESOLVED Li. . . 1819

=we-Ei 1+
1 —x

e m(M —Elrx~E,

which, with Eq. (4), yields a total of six parameters: a, b,
A, r, x, and M. This form is used since i and M are
readily interpreted. In the source frame, M is the most
probable value for fragment energy and r characterizes
the exponential falloff at large fragment energies. The pa-
rameter x controls the width of the energy distribution
near M, and A controls the overall normalization; A and

IQ
6

IQ 5

I I

Ag(p, Na)X

Ep = 480 Mev

4
IO

cA

0
cu IQ

IQ

io

LLj

IO
0

-I
IO

-2
IQ

IO

20 40 60 80 IO0

Na ENERGY (MeV)
FIG. 11. Energy spectra of Na fragments at six laboratory

angles. The six-parameter fit described in Sec. IVC is also
shown.

good by the authors. When the parameters a and b of Eq.
(4) were determined2 from data, it was reported that
reasonable fits to various nucleus-nucleus and proton-
nucleus fragment emission data were obtained.

For our description of emission in the frame of the
source, we use a simple falling exponential times a func-
tion chosen to approximate an inverse cross section. For
the latter function, we chose a form derived from a Fermi
distribution in the reciprocal of the fragment energy.
Such a form gives zero cross section at zero energy and al-
lows control of the position and spectrum width near the
most probable fragment energy. The choice of energy
(rather than say momentum) was made mainly to facili-
tate comparison of results with thermal-type models
(momentum was used for individual angle fits discussed
earlier). The actual parametrization used is

d2CT

source frame

x are strongly coupled to the values of other parameters
and have no simple direct interpretation.

For the higher Z fragments where standard evaporation
contributions are small, we can use this parametrization
by itself to obtain very reasonable fits to the data. Figure
10 shows an example for ' N fragments. When the sta-
tistical errors only are used in the fits, the reduced chi-
squared values obtained for these heavier fragments are
typically around 2. This indicated lack of precision in the
fits may be due to a slightly imperfect functional form
and/or to neglecting relative errors between angles. This
is considered further in Sec. IV D.

One great advantage to a functional form valid for all
angles is illustrated in Fig. 11 where this form has been
fitted to the Na fragment data. In this case, as with all
of the Na and Mg fragments and with the lower-yield 0
through Ne isotopes, the data at any given angle were in-
sufficient to define parameters for the individual angle
fits described earlier. However, when data from all angles
can be used as input, the six parameters of the global fit
are determined quite readily. This makes it possible to es-
timate total production cross sections easily and directly
using the fits.

D. Combined evaporative and global nonevaporative fits

For our lighter fragments, the function described in
Sec. IVC does not yield good fits until the evaporative
component is taken into account. To incorporate this
component in our fitting procedure, we adopted the fol-
lowing strategy. The two principal parameters in the eva-
poration calculation of Ref. 14, P and EM, were adjusted
(only small changes from values reported there resulted)
until the best simultaneous fits including both evaporation
and the global nonevaporative components were obtained
for He and Be. Subsequent evaporation calculations
were done using these fixed values for P and EM. The
calculated evaporative components were then included
with the global nonevaporative fits with only their relative
overall normalizations allowed to vary, thus giving a
seven parameter fit to any given fragment.

In doing these fits, it was clear that the errors used
needed to account for uncertainties in relative normaliza-
tion between angles since these were obviously significant-
ly larger than the statistical errors for much of the lighter
fragment data. However, when our quoted 10% value
was included with the statistical errors, the reduced chi-
squared values were unreasonably small and the parame-
ters which resulted fitted the exponential tails very well at
the expense of fitting the mean overall magnitude (inap-
propriate for fits used to determine total cross sections).
It was empirically determined that an error of 5%%uo of
d oldE dQ added in quadrature with the statistical error
gave good results when used in these fits and this
prescription was followed.

Such combined-component, all-angle fits are illustrated
in Figs. 12 and 13 for I.i and Be fragments. The auxili-
ary measurements at 65' and 70' were made to verify the
previously noted absence of obvious quasifree scattering
effects. Recoil energies for A =7 fragments elastically
scattered in interactions with 480 MeV protons are indi-
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104—
cated in Fig. 13. No notable deviations from our fits are
discernible around these values.
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FIG. 12. Energy spectra of 'Li and 'Be fragments at 90',

120', and 160' laboratory angles. The dashed curves indicate the
global nonevaporative portion (Sec. IV C) of the combined com-
ponent fits of Sec. IV D. The solid curves are the total fits when
the evaporative component is included.
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FIG. 13. Energy spectra of Li and Be fragments at six for-
ward laboratory angles. The curves are as described for Fig. 12.
Also indicated by arrows are the energies which an 8 =7 nu-
cleus would have if recoiling from elastic scattering of a 480
MeV proton.

E. Extracted parameters and total cross sections

Examples of angular distributions for energy-integrated
spectra do/de are given in Fig. 14. The extrapolated
values from the third entries in Tables I and II are used,
but the errors shown (and used in determining the fits
shown for exponentials in cos8) are the smaller values ob-
tained by using a 5% error for relative cross section added
in quadrature with the statistical error (as in Sec. IVD)
and with a 30% error in the extrapolated contribution.
Using the fits shown to the angular distributions, the an-
gular integrations are readily done to find fragment total
cross sections. Values found by this means are tabulated
in Table IV under the heading of "measured cr" (only
minor contributions from the energy extrapolations intro-
duce direct nuclear model dependence). No such entry is
made where individual fragment energy spectra are not
sufficiently well determined to define reasonable fits of
the type discussed in Sec. IV A. The uncertainties quoted
for these numbers are not overall errors but rather reflect
only the accuracies with which the normalizations of the
fits to the angular distributions are determined within the
prescription used.

The remaining entries in Table IV are taken from the
fits described in Sec. IV 0. %here we have been able to
calculate total cross sections by the means described in the
preceding paragraph, the values found agree well with the
tabulated total o from these fits. The contributions to o

102
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b IP

I

—1.0 -0.5
I

O.5 I.O0
cos 8

FIG. 14. Laboratory angular distributions for energy-
integrated cross sections. Errors shown are the relative values
used as input in the procedure that determined the indicated fits
in exponentials of cos8. These fits were subsequently used to in-
tegrate the data over angle.
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TABLE IV. Total primary production cross sections calculated assuming an exponential angular dependence on cosO. The entries
labeled "measured o" are calculated by means described in the text and have no substantive dependence on nuclear models; errors
quoted in these entries are not the overall values but rather only a measure of the accuracy with which the technique used for integra-
tion can be applied to the data. The remaining entries for each fragment are values from the fits described in Sec. IV 0 where the
evaporative component has been combined with the global nonevaporative fits of Sec. IV C. They are discussed in more detail in the
text.

Measured
u (pb) Total

o. (pb}

Global Angular Fit
Evaporative

Norm

1.6+0.08
1.0+0.004'

Nonevaporative
o (pb)

23.9
14.4

3 720+70
4240+80

910
1 160

1.3+0.05
1.7+0.04

14.9
12.6

'Li'
9Lib

7Be
'Be

10Be
llB b

10B

11B
12B

13B

11C
12C

13C

14C

14N

15N

16N

17N

15O

16O

17O

18O

19O

17p

18F
19F
20p

21F
22F

19Ne

"Ne
21Ne

Ne
Ne

Na
Na

'4Na
"Na

450+11
842+19
121+3

20.5+0.9

88.1+3.0
S74+ 13
394+9
139+4

143+4
275+7
39.5+1.6
16.0+2.2

149+4
80.4+2.7
54.1+2.1

25.4+1.4
56.4+2.8
36.6+1.6

34.4+2.0
48.3+2. 1

40.9+ 1.9

836
922
416

12.9

96.5
561
386
131

138
270
38.0
15.2

14.3
137
75.0
49.7
11.3

4.0
23.3
50.2
33.1
14.9
3.2

4.0
28.8
46.6
36.1

12.7

19.1
40.7
34.2
17.0

139
164
70

7S
119

8

2.3

15.0
57
32

1.1
0.4
1.0

1.5+0.07
1.0+0.04'
0.8+0.05

1.2+0. 1

1.2+0.09
0.5+0. 1

0.5+0.2

1.1+0.1

0.9+0.1

0.7+0.1

0.9~0.2
0,5%0.2

1.4+0.4
0.7+0.4

0.8+0.9
0.4+1.2
4.4+2.7

697
758
346

12.9

410
743
109
16.2

81.5
504
354
131

128
261

38.0
15.2

12.7
134
75.0
49.7
11.3

4.0
23.3
49.1

32.7
13.9
3.2

4.0
28.8
46.6
36.1
12.7

19.1
40.7
34.2
17.0

12.5
13.5

14.4
9.6

10.0
16.7

10.9
9.4
84
7.0

9.4
7.8
7.5
6.7

7.0
6.4
6.2
5.4

7.7
6.4
5.5
5.4
5.3

5.0
6.7
6.1

5.3
5.5
3.8

4.9
6.0
6.0
5.0
6.1

6.7
4.4

4.8



Measured
o {pb)

20.5
22.6
19.4
6.1

TABLE IV. ( COPltlE1 Q8d).

Global Angular Pit
Evapol atlve Nonevaporative

o (pb)

20.5
22.6
19.4
6.1

3.6
5.6
6.5

'Values from Ref. 3.
"Due to a lack of low energy experimental points needed to determine the maximum and vndth parameters of the fit, the values have
been restricted to lie vvithin the range determined for the other isotopes of the element. No evaporation component has been subtract-
ed.
'Values of 1.0 used in determining evaporation parameters.

from both components in this fit are tabulated separately,
and the percentage due to the conventional evaporation
component is given for those cases where this component
is included in the fit. In general, this contribution de-
creases as the fragment Z increases, becoming eventually
a small contribution with a large uncertainty relative to its
size. These uncertainties are indicated by the entries for
the evaporation component "norm. *' The norm entry is
the fraction of the absolutely normalized evaporation cal-
culation required by the fitting procedure of Sec. IV D in
order to minimize chi-squared. The accuracy to which
this parameter is determined by the fitting procedure is
the indicated uncertainty in each of these entries.

In the fitting procedure of Sec. IVD the evaporation
calculation parameters were determined by requiring that
the norms for He and Be simultaneously be unity. The
remaining norms were then determined using these fixed
evaporation parameters. These norm values are very
reasonable, especially in light of the indicated errors, and
suggest that we have been able within a factor of less than
2 to calculate absolutely and self-consistently the evapora-
tion components in these spectra. The calculation takes
into account only particle stable states of the emitted frag-
ments, and a preliminary examination indicates that
branching from the decay of fragments emitted in particle
unstable states might improve on this already surprisingly
good result. However, the predominance of the noneva-
porative components makes such efforts difficult and of
limited intel est.

As anticipated on the basis of Fig. 9 and similar results,
the values for the parameters a and b of Eq. (4) in the glo-
bal nonevaporative component showed little variation
from fragment to fragment. This is perhaps best illustrat-
ed by the means and standard deviations a = —0.020
+0.005 and b =0.35+0.06 of the a Rnd b values fmm the
fits to the 28 fragments with measured cr entries. (Using
values from fits for all cases with entries in Table IV
yields a = —0.021+0.007 and b =0.38+0.12, but these
values are clearly distorted by a few cases where poor sta-
tistical accuracy has not allowed accurate parameter defi-
Illtloil. ) Evcll wlthlll thc 11RIYow iallgc lndlcatcd by tllc
standard deviations in the a and b values, it is possible to
discern slight trends with fragment mass AI. The values
for a appear to be increasingly negative with increasing
A~, while the values for b tend to be increasingly positive

with A~. Since the fragments of higher AJ sample main-
ly smaller values of p„,one interpretation of these trends
is that the relationship between p, and p„may still be
nearly universa, but that it is not linear over its entire
range.

The final entries for the combined component fits in
Table IV are the values ~ characterizing the exponentially
falling part of the nonevaporative component. With a fcw
exceptions, often apparently related to statistical accuracy,
the general trend is for r to decrease with increasing frag-
ment Z and for I to decrease with increasing A~ for fixed
Z. For Z &6, however, these trends flatten and varia-
tlolls 111 r Rlc lllainly collflncd within R reasonably SIIlall
neighborhood. The somewhat similar values of r at
higher fragment Z might encourage consideration of
some form of a universal statistical mechanism as giving
rise to these fragments, but it is clearly more difficult to
incorporate the lighter fragments into any such picture.
In particular, I.i and Be have essentially identical
kinematics but have r values which differ by significantly
more than the errors in their determinations, as one would
expect merely by comparing their spectra in Figs. 12 and
13. Thus it appears that the nonevaporative components
differ significantly from fragment to fragment when one
attempts to view them as some form of statistical process.
This is troublesome for any thermal model interpretation
of fragment spectra.

For some models of fragment production, knowledge of
the isobaric fragment yields is important. For example,
such data from this study have already been used in con-
nection with the snowball model. More recently, such
data from a higher energy study have been used to suggest
that fragments may be formed by statistical clustering
near the critical point for the phase transition from an en-
ergetic collection of free nucleons to nuclear matter. In
this model, one expects and finds at the higher energies
(with some anomalies from isobars with limited particle
stable members) that the isobaric yields follow a power
law A~ " in the fragment mass. %'e have examined our
data in light of this expectation in Fig. 15. Mass 2~=6
has been excluded because we have not measured He and
mass Ay=8 has been excluded since its contributing
members are all in the low-yield wings for their respective
atomic numbers. Masses Ay ——13, 14, and 15 have been
increased by 20, 10, and 40 p,b to account for our esti-
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FIG. 15. Total isobaric cross sections and a least-squares
power law fit to them.

V. SUMMARY AND CONCLUSIONS

This paper has presented results' on Ag(p, fragment} in-
clusive spectra whose ultimate utility may await future
advances in the theory of fragment emission. Within the
limits of the analyses presented, several conclusions can be
based on the data, as discussed at various points
throughout the paper. We close with a summary of some
of the more salient points.

From the purely experimental side, it is worth noting
that standard silicon detector technology can be used with
time-of-flight determinations to measure isotopically
resolved fragment energy spectra at energies down to
nearly 1 MeV/nucleon for fragment Z up to at least 12.
Multiple scattering in the AE counter will introduce signi-
ficant corrections, but these can be well determined by a
combination of measurement and multiple scattering
theory. More complex experimental techniques such as
gas AE counters or timing using parallel plate avalanche

mates from yield systematics for the ' N, ' B, and ' C
members. Our power law fit, of comparable quality to
that of Ref. 26 in this Af mass range, yields a value

g =3.71. This is significantly outside the range of
2(g (3 expected for a distribution resulting from con-
densation at the critical point, but this is not surprising
since it is hard to imagine a 480 MeV proton being able to
heat an Ag nucleus to this critical point. A detailed ver-
sion of the model allowing its extension to regions
other than the critical point has recently been applied to
intermediate energy p+ Ag reactions to describe the iso-
baric mass yields and average spectrum temperatures.
However, the physical assumptions implicit in this model
may not be compatible with those derived from other con-
siderations.

detectors are required only for energy determinations
below 1 MeV/nucleon or for fragment Z beyond approxi-
mately ten.

As has become increasingly evident during the last de-
cade, fragment spectra from proton induced reactions are
not predominantly governed by the processes described in
the standard evaporation theory for fully equilibrated resi-
dual nuclei. Such evaporation components, which must in
fact exist to some extent for all fragments since they
clearly exist for He, cannot be totally neglected, but it
would appear they are relatively minor contributions to
the spectra of fragments heavier than He. Our calcula-
tions indicate such contributions at approximately 25% of
the total yield for Li fragments decreasing to a few per-
cent of the yield for fragments beyond oxygen.

Analysis of invariant cross section contour levels in the
plane of rapidity and perpendicular momentum indicates
a nearly universal kinematic relationship for all emitted
fragments. All contours appear to be characterized by
two parameters, an effective source velocity P, and an ef-
fective fragment radial velocity P„.The relation between
P„andP, (approximately P, = —0.02+0.35P„)appears to
be nearly identical for all fragments in the regions where
standard evaporation contributions are negligible.

By combining the kinematic relationship found in the
invariant cross section analysis with a four-parameter
functional form appropriate for isotropic emission from a
moving statistical source, the nonevaporative part of the
spectra for any given fragment could be simultaneously fit
at all emission angles. Coupled with minor variations be-
tween fragments in the normalization of our calculation
for the evaporative component, this procedure yielded
reasonable overall fits to 46 fragment species. However,
although the nonevaporative form used is similar to typi-
cal thermal models, the variation of the temperaturelike
parameter with fragment-type suggests that this is prob-
ably not a valid physical interpretation. The origin of the
universal relation between P, and P„,while currently a
puzzle for any model, may in particular trouble thermal
models, as pointed out in Ref. 15.

Direct knockout models, on the other hand, also find
little support from the data. In particular, the quasista-
tistical fits summarized in the previous paragraph simul-
taneously fit the data well in all kinematic regions includ-
ing those one would expect to be enhanced by contribu-
tions from quasifree scattering between the incident pro-
ton and clusters with the mass of the observed fragment.

While a model based on liquid-gas phase transitions in
nuclear systems shows promise in explaining isobaric
yields in the data reported here, such models have not
yet been extended to explain the observed variations in
fragment spectra with emission angle. There also exist al-
ternate explanations of the properties described by this
model.

In conclusion, while analysis of the data presented here
has provided a relatively simple way to describe a
fragment's inclusive spectra over a broad kinematic range
encompassing all emission angles, this description has not
yet resulted in any obviously better physical understand-
ing of the nonevaporative components in these spectra.
However, it is hoped that the extensive experimental char-
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acterization of Ag(p, fragment) inclusive spectra now
available will help lead to such an improved physical
understanding at some point in the future.
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