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Measurements have been made of the attenuation cross sections for both m+ and m

mesons on Al, Ca, Cu, Sn, Ho, and Pb nuclei. The measurements were made at several en-

ergies between 114 and 215 MeV. A new method of data analysis has been used to extract
both the real and the imaginary parts of a Coulomb-distorted forward scattering amplitude

fn(0). Insight into the nature of f~(0) is obtained by the comparison of experimental data
with theoretical values calculated from a simple absorption model. This comparison
demonstrates that much of the observed rotation of the forward amplitude, when plotted on
an Argand diagram, can be attributed to the Coulomb phase contained in fN(0). Compar-
ison is also made with results of similar experiments. Although the present results are in

general agreement with previously published ones, some differences are noted for the
heavier elements.

NUCLEAR REACTIONS Measured pion forward scattering ampli-

tudes; Al, Ca, Cu, Sn, Ho, and Pb; E=114—215 MeV; strong absorp-
tion model.

I. INTRODUCTION

Traditionally, measurements of the total cross sec-
tion err have been among the first experiments to be
made in any new systematic study of hadronic in-
teractions with matter. In pion physics, it has been
expected that accurate pion-nucleus total cross sec-
tions would be useful for studying the neutron halo
as a function of N and Z. ' Furthermore, knowledge
of or gives directly the imaginary part of the for-
ward scattering amplitude. This is needed f'or deter-
mination of the real part of the forward scattering

amplitude experimentally through Coulomb-nuclear
interference measurements or theoretically through
dispersion relations. s Knowledge of both the real
and imaginary parts is necessary for optical model
calculations. The comparison of different reaction
models requires more information than is available
from precise elastic measurements alone. We have
made a set of pion attenuation measurements with
both m + and m mesons on various nuclei includ-

ing A1, Ca, Cu, Sn, Ho, and Pb. Here we report the
experimental results on these nuclei in the laboratory
energy range of 114 to 215 MeV and give a qualita-
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tive interpretation of them.
The experiment is described in Sec. II. It is em-

phasized there that for pion-nucleus scattering in
this energy range the analysis of the experimental
data is complicated by two factors; first, by the large
model-dependent Coulomb multiple scattering
corrections which are necessary at small angles and
second, by the significant Coulomb-nuclear interfer-
ence which occurs at the larger angles where the
multiple scattering corrections are manageable.
These difficulties are enhanced by the large Z of the
nuclear targets.

We have relied on the methods of Ref. 5 for ex-
trapolating the experimental results to small angles.
Reference 5 shows that the quantity which may be
obtained in a model-independent fashion (in princi-
ple) is fIv(0), where fIv(n ) is defined as

ergies of 20 to 300 MeV, sufficient isochronism to
preserve the microtime structure of the beam for
time-of-flight measurements, and a relatively small
beam spot (-1.5 cm diameter).

A. Experimental setup

The setup was that of a standard attenuation mea-
surement. The fraction of the incident beam scat-
tered into a given solid angle was measured by a
stack of concentric cylindrical scintillation counters
of increasing radii located downstream of the target.
If the solid angle subtended at the target by the ith
counter is 0;, the partial cross section for removal
from the incident beam, cr(n;), is given by

Ro(n;)
0(n;)=—ln

nt

Here F(n) is the total elastic scattering amplitude
and fc(n) is the relativistic point Coulomb ampli-
tude. The details of the method used for the extra-
polation are discussed in Sec. III.

The quantity reported in this paper is fN(0). The
results are given in Sec. IV. This quantity is dif-
ferent from the purely strong amplitude which is re-
lated to O.T by the standard optical theorem. How-
ever, fIv(0) is a useful physical quantity because it is
calculable by standard optical model computer pro-
grams and can be related directly to Coulomb-
nucleus interference measurements. For large Z we
obtain both the real and imaginary part of fIv from
the attenuation measurement. Correcting these
quantities for Coulomb effects should enable one to
determine OT as well as the real part of the purely
strong forward scattering amplitude for comparison
with the results of forward dispersion calculations.
For small Z, Coulomb corrections can be made by
elementary Bethe phase analysis. For Z large, the
Coulomb interaction is so strongly mixed with the
strong interaction that the Bethe phase analysis is of
questionable utility. A simple interpretation of our
results is given in Sec. V in terms of a strong absorp-
tion model. Comparison of our results with other
experiments is made in Sec. VI and the final sum-
marization is made in Sec. VII.

II. EXPERIMENTAL DETAILS

B. Special design consideration

Special consideration was given during the design
of the experiment to problems that could be encoun-
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where R(n;) is the fraction of the incident beam
detected by the counter with target in place and
Ro(n;) is the result of an analogous measurement
using an empty target. The number of target nuclei
per unit volume is given by n and the thickness of
the target by t. The forward amplitude is found by
a suitable extrapolation of the o(n;) to zero solid
angle, as discussed below.

Beam pion identification was made by a differen-
tial isochronous self-collimating Cherenkov (DISC)
counter9 at energies above 100 MeV. Time-of-fiight
techniques' were used at lower energies. A set of
three multiwire proportional chambers provided in-
formation concerning the profile of the beam
upstream of the target. A schematic diagram of the
experimental setup is shown in Fig. 1. General in-
formation concerning this type of attenuation mea-
surement can be found in Ref. 11.

These measurements are part of a larger research
effort directed towards the measurement of pion-
nucleus attenuation cross sections for a number of
nuclei ranging from He to Pb. The experiment was
done at LAMPF using the low-energy pion channel
(LEP) (Ref. 8) which provides a beam with good en-

ergy resolution and small divergence, m. + or m en-
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FIG. 1. Schematic diagram of experimental setup.
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tered because of high counting rates or changes in
beam intensity. Electronic logic was used to make
corrections for accidental events in the transmission
counters, for pion absorption in these counters, and
for counter efficiency.

In order to reduce the size of the accidental
correction which is associated with the high count-

ing rates in the larger transmission counters, a
double-event rejection system was used. A scintilla-
tion counter positioned ahead of the experiment
detected all beam particles. A particle passing
through this counter would open a "time gate" of
approximately 50 ns in length. If a second particle
passed through the counter during the time that the
gate was open, both events were rejected. Rejection
of events in which two or more particles passed
through the system at close to the same time was ac-
complished by cuts on pulse height.

Any systematic error due to variations in beam in-

tensity between target-in and target-out runs was

averaged by the frequent cycling of targets. The tar-
gets used in the experiment were cylindrical in shape
with a diameter of approximately 38 mm and a
thickness given in Table I. The targets were placed
in holders mounted on a multipositioned target
wheel capable of holding up to eight different tar-

gets. During each run, the target wheel position was

changed at roughly two minute intervals to average
out fluctuations and drifts in beam intensity when

comparing targets. Care was taken during the fabri-
cation of the targets and the target holders to ensure

that all targets used during a single run, including
the empty target, would be identical as far as the
target support mechanism was concerned. A PDP-
ll computer was used on line for data taking and

target cycling. Some details of the experimental set-

up have been included in other reports. ' '

TABLE I. Targets used in this experiment.

Target

Al
Ca

CU

Sn
Ho
Pb

Thickness
(g/cm )

0.968
1.510
1.159
1.429
0.928
0.871

C. Multiple scattering and decay corrections

The quantity of direct interest in this experiment
was the number of pions scattered into the angular
region defined by each of the transmission counters
located downstream of the target. The events for

each counter were scaled as were events used to
determine the corrections due to accidental counts,
counter efficiency, and absorption of pions in the
transmission counters. After making such correc-
tions, scalar readings for target-in and target-out
measurements were used to obtain a partial cross
section for each counter according to Eq. (2). A
Monte Carlo simulation' was then used to make
corrections for effects, described below, whose mag-
nitude could not be determined directly from scalar
readings. The simulation corrections proved to be
substantial for high Z targets. For example, this
correction amounted to 61% of the partial cross sec-
tion as measured by the innermost counter, T 1, for
~ + pions on lead at 115 MeV. For counter T2, the
correction was substantially less than for T 1,
amounting to 33% of the partial cross section for
m + pions on lead at 11S MeV. Because of the large
correction, counter T 1 was not used to extract f~(0)
but instead was only used for a check of the extrapo-
lation procedure.

The Monte Carlo simulation was used to make
corrections for the following:

(1) decay of pions both upstream and downstream
of the target;

(2) finite beam size and divergence and finite tar-

get size;
(3) straggling in the target;
(4) multiple Coulomb scattering in the target, the

upstream counters, and the wire chambers;
(5) nuclear scattering and pion removal by interac-

tion in the upstream counters;
(6) absorption of pions by the light pipes;
(7) multiple scattering of muons from pion decay

upstream of the target;
(8) energy loss of muons from upstream decay in

the target, time-of-flight counter, and the light
pipes.

The Monte Carlo decay and multiple scattering
corrections were checked experimentally by beam
profile comparisons and target thickness compar-
isons.

In addition, the extracted data were subjected to
several constraints. (1) The "beam" profile generat-
ed by the Monte Carlo program had to be in agree-
ment with the measured beam profile obtained by
use of multiwire proportional chambers upstream of
the target. (2) Since the outer counters were less af-
fected by the effects simulated using the Monte Car-
lo code, we required that the forward scattering am-

plitude obtained by means of a least squares fit us-

ing the nine outer counters of the transmission stack
should agree, within statistics, with the forward
scattering amplitude obtained using the eight outer
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counters of the transmission stack. When fewer
than nine counters were used, the same constraint
was applied using the smaller number of counters.
(3) Runs made with similar beam tunes were re-
quired to have similar input parameters for the
Monte Carlo code. (4) Corrections obtained by use
of the Monte Carlo code had to give values of fN(0)
which varied smoothly with energy since theoretical
calculations using PIRE (Ref. 15) indicated that
fz(0) has this property. (5) These corrections also
had to bring the partial cross section corresponding
to the first counter in the stack in general agreement
with the partial cross sections corresponding to the
other counters. This was assumed to have been done
if the partial cross section for the first counter, ex-
trapolated by a fit to the partial cross sections for
the other counters, agreed within one or two stand-
ard deviations of the measured value for the first
counter. There was some variation in the degree to
which the constraints were satisfied. In general,
these constraints were more difficult to satisfy for
the m + runs.

III. THEORY

If the corrected partial cross section, o(Q;), were
a sufficiently smooth function of Q near Q=O, it
would be possible to obtain o(0) by extrapolation of
o(Q) to zero solid angle. It is in this way that one,
for example, measures o(0} for neutrons. For exper-
iments with charged projectiles, the direct extrapola-
tion of the measured partial cross section is compli-
cated by Coulomb effects unless the measurement of
o(Q;) is confined to solid angles for which the
Coulomb interaction is negligible. In practice, direct
extrapolation is possible only in high energy experi-
ments or low-Z experiments such as p-p scattering.
For other experiments, the Coulomb interaction
must be taken into consideration. Usually this is
done by the subtraction of all terms containing the
Coulomb scattering amplitude from the corrected
transmission data. Extrapolation of this partial
cross section ox (Q } to 0=0 gives what has been re-
ferred to as the removal or total cross section. A
difficulty with this method is the need for a nuclear
model to remove the Coulomb-nuclear interference
term from the measured partial cross section. As a
result, the partial cross sections are inherently model
dependent. Previous measurements have shown that
this can be significant for pions on nuclei as low in
Z as carbon at energies up to 280 MeV. '

To alleviate these difficulties for heavy targets
and low bombarding energies, the Coulomb singu-
larity was removed from the corrected cross section
data by subtracting only the contribution due to
pure Coulomb scattering according to the following

o, (Q)=o(Q) —f,dQ'. (5)

If one assumes a power series expansion for both
fz(Q) and cr, (Q) about Q=O, then

o~(Q)= f~G(Q)+ f~H(Q)+ g E„Q"
n=1

+ g B„Q'" ' c+st
n=0

+ g C„Q'" '+'si Wn,

where

and

8'=ri ln(Q/4n ) —2o0

with g and cro as defined in Ref. 17. Both G(Q)
and H(Q) are known functions of Q. E„,8„, and
C„are adjustable parameters.

The number of parameters needed to fit the data

prescription:
4m.

o~(Q)=o(Q) —f„~fc ~

dQ'. (3)

Because of the Coulomb-nuclear interference,
o~(Q ) oscillates with increasing frequency as
Q~O. This behavior precludes the possibility of
obtaining o~(0) by fitting with a polynomial form.
Instead, cr~(Q ) is parametrized with an analytic ex-
pression which contains the real and the imaginary
parts of fN(0) as adjustable parameters. Values of
these parameters are obtained from a least squares
fit to the data.

The procedure used to obtain a parametrized ex-
pression for o~(Q) follows the method which was
developed by Cooper and Johnson with the addition
of the relativistically correct expression for the
Coulomb amplitude fc(Q) developed in Ref. 17.
Since the basic theory is developed in Ref. 5, we in-
clude only the results of the derivation in this sec-
tion. Some additional details on the derivation are
to be found in the Appendix.

The Coulomb-distorted cross section, cr~(Q), is
related to the scattering amplitude, fz(Q }, and the
relativistic point Coulomb amplitude, fc(Q ), by

4m'

o~(Q)=cr, (Q)+ J I f~ ~

dQ'
4e

+2Re f„ fcfxdQ' (4)

where the reaction (or absorption) cross section
o, (Q ) is defined according to
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+ g O'Q'" '+'sinW.
n=0

The adjustable parameters 5fN and 5' are the real
and the imaginary parts, respectively, of the differ-
ences between the extrapolated and the theoretical
values of the forward scattering amplitude. Since
the optical model serves only to change the adjust-
able parameters between Eqs. (6) and (7), this tech-
nique has been called the indirect method in Ref. 5.
We use the same notation. If the model reproduces
the higher-order terms reasonably well, fewer terms
will be needed to obtain an acceptable fit to the data
than would be the case if Eq. (6) were used. With
this assumption, it was possible to obtain a reason-
able fit to the data (as measured by a reduced chi-
squared distribution) using the four parameter equa-
tion given by

50'iv(Q)=
k

5fxG(Q)+
k

5f&H(Q)

+F10+X,'n', (8)

where the fitted parameters are (4n lk )5fN,
(4mlk)5fN, Ki, and K2. Equation (7) remains in-
dependent, in principle, of the details of the model
used in the fit. Whether or not this is true for re-
sults which are obtained by use of Eq. (8) is depen-
dent upon the contribution of the higher-order terms
which have been dropped from Eq. (7). In this
analysis both the Kisslinger' and the local Lapla-
cian' models were used. As will be shown in the
next section, comparison of the results obtained by
these two models indicates that any systematic error
due to model dependence is within the statistical un-
certainties of the experiment.

IV. RESULTS

Results of the calculations summarized in the pre-
vious section are tabulated in Table II. The values
represent the average of using Kisslinger and local
Laplacian models to calculate the higher order
terms. These models have quite different off-mass-
shell momentum extrapolations. The magnitude of

can be reduced by using an optical model potential
to obtain theoretical values of ON(Q}. Then the
difference between the experimental and theoretical
values of the cross section is fitted to the following
equation:

50( Q) =0(Q) o—z(Q)
4m.

5f~G(Q)+ 5f~H(Q)+ g K„'Q"
n=1

+ y 8„'Q'" "+'COSH'
n=0

the difference between the two sets of extrapolated
amplitudes is also given in Table G. Figures 2—5
display the Z dependence of (4m lk )fz(0) for each of
the energies covered in this paper. The partial cross
sections which were used to extract the above infor-
mation have been tabulated and are available from
the authors.

The error listed for each of the experimental
values of (4mlk) fN(0) is not entirely statistical in na-

ture. It includes a factor which represents the un-
certainty associated with the description of the pion
beam used in the Monte Carlo calculations. In the
data analysis for the experiment, several Monte Car-
lo calculations were made in which the input param-
eters were varied slightly. The results of those tests
indicated that the actual uncertainty in the results
should be somewhat greater than that represented by
statistical errors alone. In order to take this into
consideration, there was added the constraint that
the reduced chi-squared distribution for the data as
a whole had to be in agreement with theoretical dis-
tributions. We found that this constraint was sa-
tisfied if the size of the error bars for the partial
cross section was increased by 1S%. This error bar
increase was in agreement with the tests that were
run on the Monte Carlo code.

The presence of higher order terms in Eq. (7}
makes it unlikely that results obtained by use of Eq.
(8) and the Kisslinger model would be exactly the
same as those obtained by use of Eq. (8) and the lo-
cal Laplacian model. When plotted on an Argand
diagram, it was found that the agreement between
values of (4m/k)f~(0) obtained by the two methods
is quite good. However, there does appear to be
some systematic effect in the difference between
them. In order to determine the magnitude of any
systematic error due to model dependence, the quan-
tity

~ F=f~(0) f80)— (9)

was evaluated for both theoretical and experimental
values of fN (0). In this expression fz(0) is the value
obtained for fN(0) using the indirect method and the
Kisslinger model while fN(0) is the corresponding
value obtained with the use of the local Laplacian
model. In polar notation, hF corresponds to a vec-
tor drawn from the data point associated with fz(0)
to the data point associated with fz(0). If there
were no model dependence, one would expect the ex-
perimental values of hF to have a magnitude which
was consistent with zero and an argument which
would have random values. The results for 6F indi-
cate that there is some residual model dependence in
the method which was used to extract f~(0). The
experimental values of the magnitude of hF are
essentially statistically equal to zero; the values for
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TABLE II. (4m'/k)fjy(0) for n+ and n mesons. The quantities reported in this table

represent the average value of the forward scattering amplitude obtained by use of the indirect

method with the Kisslinger and local Laplacian models. The column labeled {4n/k)
~

EI"
~

gives the magnitude of the difference of the results which were obtained using the two models.

Energy

Real

„fn (0)

(mb)

Imag

k
f~(0)

{mb)

Real

~

hF
( f~{0)

( b) ( b)

Imag

f~(0)

{mb) '(-b)

Aluminum
114.5
140.0
164.9
215.3

—111+243
157+239

—547+223
—933+196

1038+114
1263+112
952+107
699+99

156
210
149
51

230+222
150+208

1207+104
1118+103

119
29

6752308 10322143 150

Calcium
114.0
139.5
164.5
189.7
214.8

—336+163
—453+173
—634+159
—693%141
—934+108

1454+126
1452+135
1299+127
1262+116
990+93

297
245
173
120
73

1067+176
984+ 141
364+142
260+109
315+99

1209+135
1232+110
1656%114
1676+89
1583+83

228
164
96
48
16

Copper
114.5
139.9
164.9
215.2

—917%131
—963%133

—1290+120
—1376+99

1558+196
1706%192
1217+181
973+165

343
340
230

89
1291+129
1228+103

1797+185
1581+163

112
12

1504+198 1519+280 258

Tln
114.4
139.9
164.8
215.2

—2424+46
—2539+43
—2435+43
—2172+51

1235+204
665+216
167+188

—522%166

464
363
241
115

3004+47

3086+40
3025+4/

423+193
551%163

58
76

869+255 102

Holmium
140.3
165.2
215.5

—2356+212 —1442+242
—2127J306 —1995+306
—1793+229 —1952+181

318
223
121

3726%300 —1224%367
3809+208 —1371+196

140
ill

Lead
114.9
140.3
165.3
215.6

—1798+289 —2476+ 104
—1059%418 —2751%130
—261+381 —2790+ 108

494+354 —2737+86

448
308
209
122

2023 +316 —3576+155

20572368 —3671%146
1980+325 —3624*92

160
118

the argument are not random.

V. INTERPRETATION OF DATA

A. Bethe phase calculations

Theoretical investigations between the purely
strong amplitude f;(0) and fN(0) have been done by
numerous investigators. ' ' 2 If fz(0) is defined to
be the forward nuclear amplitude obtained from Eq.

(l) by replacing fc(0) with the Coulomb amplitude
for an extended charge distribution, then

(l0)

where ps(0) is the Bethe phase. It has previously
been shown that f~(0) is approximately related to

fN(0) by

fN(0) =f„(0)——,
'
rjkz, ',
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FIG. 2. (4~/k)f~(0) for 114 MeV pions. Data paints
corresponding to m. + scattering are represented by open
symbols while those for m scattering are represented by
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FIG. 4. (4n/k)fz(0) for 165 MeV pions. Data points
corresponding to m. + scattering are represented by open
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f,(0)=f,+(0)=f, (0)

= [f„'+(0)f'-(0)]'" (12a)

and

Na(0) =II)a+(0)=—0a (0)

i ln[ f—~+(0)/f, (0)] . (12b)

In the results reported here, Ca is the only nucleus
for which N=Z. The applications of Eqs. (11),
(12a), and (12b) to the forward scattering amplitudes

where R, is the sum of the squares of the pion and
nucleus root-mean-square charge radii. For S=Z
nuclei

give the values for f, (0) and Ps(0) displayed in Figs.
6 and 7, respectively. Figure 6 also contains a result
found for 180 MeV pions on Ca by Germond and
Johnson from elastic scattering data. Theoretical
values of Ps(0) have also been obtained by Cooper,
Johnson, and West. As can be seen in Fig. 7, our
measurements for the imaginary part of Ps(0) are in
agreement with theory while those for the real part
differ by about one standard deviation.

The energy for which the real part of f, (0) is zero
is of interest since that energy can be defined to be
the resonance energy for the pion-nucleus interac-
tion. An estimate of the resonance energy for Ca
is made by means of a straight-line fit to the data
and is found to be

4000

3000—

2000—

Iooo-E

l40 MeV
I I
I
I

I

I

I

I

I

I
I

l

0AI
QCo
OCu
& Sn
() Ho
OPb

4000

3000—

2000—

I 000

2I5 MeV
I
I
I

I

I
I

I

I
I
I
I

i II
I

oo
-O-

O AI
0 Co
0Cu
& Sn
0 Ho
0pb

-1000—

E
-2OOO—

-3000—

-4000
-5000

I

- 3000

I
I
I
I
I
I
I
I
I
I
I
I
I
I

I
I
I
I
I

I I I

-
I 000 0 I 000

I

3000 5000

O -0

-3000—

-4000
-5000

~l~ -oooo

E
H -2000

I i I

-3000 -IOOO

I

I

I
I
I
I

I

I
I
I
I
I

I
I

I
I

I

0 IOOO 3000 5000

FIG. 3. (4n/k)f~(0) for 140 MeV pions. Data points
corresponding to m

+ scattering are represented by open
symbols while those for m scattering are represented by
closed symbols.

Re —f (0) ( mb)
k

FIG. 5. (4m/k)f&(0) for 215 MeV pions. Data points
corresponding to m+ scattering are represented by open
symbols while those for m scattering are represented by
closed symbols.



R. H. JEPPESEN et al. 27

10, I I

0 THIS EXPT.

D GERMOND-
JOHNSON

25

20—

I

0 THIS EXPT.

6, GERMOND-
JOHNSON

0 0

E
15—

0
V)

F 10—

-10
100 150

I 0 I I

200 250 100 150 200 250
ENERGY (MeV)

FIG. 6. Real and imaginary parts of the purely strong
forward amplitude for pions on Ca.

T =1S4+10MeV. (13)

This may be compared to results of a similar calcu-
lation by Cooper, Johnson, and %est on ' G. There
Ref, (0) was found to be zero for T =178+4 MeV.
The lower resonance energy observed in this experi-
ment for Ca is consistent with a trend observed by
Albanese et al. They evaluate elastic scattering
data using the method of complex zeros and find
Imq& to be zero at 163 MeV for ' ID as opposed to
180 MeV for ' C and 210 MeV for He. Germond
and %ilkin show that Imq~ is directly related to
Ref, (0) if one assumes a simple strong absorption
model which may be good near resonance. Hence
one would expect the same energy dependence for
Ref, (0) as has been reported for Imq i .

fiv(0)= —J bdbe «[g(b)e ' ' ' I]—
i

(14)

The phase shift 5'(b) and the absorption coefficient
g(b) are real The. Coulomb interaction Vc is con-
tained in (T«(the relativistic Coulomb phase shift)
defined according to

1

i~[ ——l —((/2)]e ~=e
I (y+ —, i«])—

y = ( 1+—, ) —Z a, 1=kb + —, .

(1Sa)

(1Sb)

Since the scattering occurs near the (3,3) reso-
nance, one can choose

B. Absorption model calculations

The dependence of the experimentally determined

fiv(0) on Z and energy is displayed in the Argand di-

agrams of Figs. 2—5. For high Z elemerits, this am-
plitude differs substantially from the purely strong
amplitude f,{0) which is related to the total cross
section by the usual optical theorem. The behavior
of fz(0) is determined by both the strong and
Coulomb forces. At a quantitative level these two
forces are highly mixed and an optical model
analysis is required in order to extract the new infor-
mation which is contained in the data. However,
the dominant trends in the data, for example, the
negative value of 1m'((0) for heavy nuclei such as
lead and holmium, can be understood in an elemen-

tary strong absorption model.
In this model the eikonal approximation is used.

The partial wave expansion for fb((0) is written as an
integral over the impact parameter b.

(b) = 1
—[(b —c}/a]+e

(16a)
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5'(b) =0, (16b)

c=].4A'/ fm++,
k ' (17a)

where the half radius c is corrected for the Coulomb
trajectory distortion of the pion. In a lowest order
optical potential description, the parameters c and a
can be related to the nuclear density distributions(r)
near the point where p(r =c)lp(r =0)=0.1. A
crude parametrization of the results described in
Ref. 27 gives

a=0.65 fm . (17b)
0.0

100
I

150
-0.4 I l

200 250 100 150 200 250
ENERGY (MeV)

FIG. 7. Real and imaginary parts of the Bethe phase
for pions on Ca.

Effects arising from the finite extent of the charge
distribution and the real part of the optical potential
are ignored in the approximation in Eq. {16b). The
extent to which 5'(b) differs from zero is discussed
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below.
The effect of the Coulomb amplitude in the model

of Eqs. (14} and (16) is shown in Fig. 8. If or ——0,
fN(0) is purely imaginary and all points will lie
along the imaginary axis. This case is represented
by the dotted line in Fig. 8. In the case cr&

——0, one
observes that the calculated values of the forward
scattering amplitudes are the same for m+ and n.
mesons. For nuclei with a neutron excess, this de-
generacy would be broken by the strong interaction,
but it does not occur here because of the simple ap-
proximations used. Introduction of the Coulomb
phase, according to Eq. (15), also removes the degen-
eracy, as shown by the dashed curve. Besides under-

going a small change in magnitude, the calculated
values of fz(0) undergo a rotation in the Argand di-
agrams. The rotation is clockwise for m mesons
and counterclockwise for n + mesons. The degree
of rotation is observed to increase with increasing Z.
In the particular cases of Pb and Ho, the rotation is
large enough to make the imaginary part of the
scattering amplitudes negative.

The difference between the data and simple theory
is largest for the higher-Z nuclei. Examination of

(18a)

f b db 5 '(b)g(b)

f b db[/(b) I]— (18b)

Rather than calculate 4 from the eikonal model, it
is evaluated from a computer solution of CHIRK (Ref.
15) with the lowest order optical potential. The
solid curve shows the resulting calculation. Con-
sideration of 5'(b) leads to a systematic improve-
ment and it is seen that the simple theory does a
very good job in reproducing the qualitative features
of the experimental results. Quantitative agreement
is also quite good.

the difference reveals that the rotation due to the
Coulomb phase is too large for m and too small
for m

+ mesons. Because 165 MeV is not exactly the
resonance energy, we are led to consider that our as-
sumption 5'(b) =0 may be the source of this
discrepancy. If 5'(b} in Eq. (14) is small we find

VI. COMPARISON %'ITH OTHER EXPERIMENTS
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FIG. 8. Comparison of (4n/k)f~(0) with simple ab-

sorption model calculations for 165 MeV pions. Mea-
sured data points are represented by the open symbols
while curves are used to represent different approxima-
tions in the absorption model calculations. The dotted
curve represents a model for which the Coulomb phase
was set equal to zero and for which fN(0) is purely ima-
ginary. The dashed curve gives the results obtained when
the point Coulomb phase are included. The solid line in-

cludes the additional effects arising from the finite extent
of the charge distribution and the real part of the optical
potential. The closed symbols give theoretical values of
(4n /k) f~(0) corresponding to the targets measured in this
experiment. For clarity, theoretical points are given only
for the solid curve.

Because of difficulties associated with the
Coulomb-nuclear interference term, few total pion
nucleus cross section measurements on high-Z nu-
clei exist in the energy range covered in this experi-
ment. Pion-nucleus total cross sections for ~+ and

mesons have been obtained by Carroll et al.
using standard transmission techniques. Measure-
ments were made of partial cross sections for a
number of nuclei including Al, Sn, and Pb in the en-

ergy range of 65—320 MeV. The results given in
Sec. IV cannot be compared directly to the results
reported by Carroll et al. since different quantities
were reported. We did, however, use our data to
determine a removal cross section for Pb and Al in
order that some comparison might be made. The re-
moval cross section was found by means of a third-
order polynomial extrapolation of partial cross sec-
tion data from which both the pure Coulomb and
Coulomb-nuclear interference (CNI) contribution
had been removed. The Kisslinger optical model
was used for evaluation of the Coulomb-nuclear in-
terference term.

Our results for Oz are subject to all the uncertain-
ties of the CNI subtraction described below. We
found the agreement between our results and those
reported by Carroll to be fairly good for Al at 215
MeV but poorer for lead at 115 MeV. The present
experiment gives for m

+ on Al o~ ——1054+13 mb at
215 MeV and for Pb Oz ——3407+131 mb at 115
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MeV. This is to be compared to Ref. 28, where for
n. + on Al cr~ ——1060+27 mb at 207 MeV and for Pb
oz ——4040+300 mb at 117 MeV. Differences be-
tween the two sets of data for Pb could be statistical
or explained in terms of the multiple scattering and
pion decay corrections which were made to the raw
data. The targets used by Carroll were approximate-
ly five times as thick as those used in this experi-
ment.

Elastic scattering data on Pb at 162 MeV have
been evaluated for fz(0) by Devereux giving values
of (4m/k)f~(0) equal to —1621 i2—506 mb for ~+
on Pb and 1703—i3644 mb for m. on Pb. An ex-
tended charge distribution and nonrelativistic phase
shifts were used in determining the Coulomb ampli-
tude. If the results of this experiment are adjusted
to give forward scattering amplitudes which corre-
spond to use of nonrelativistic phase shifts and an
extended charge distribution, one obtains
—1550+387—i(2598+108) mb for m

+ on Pb at 165
MeV. The corresponding values for m on Pb are
3072+368—i(3805+146) mb. Good agreement is
observed with Devereux for the n.+ data but the real
part of the m data differs by almost four standard
deviations. It should be noted that it was necessary
for Devereux to renormalize the elastic scattering
data to produce a good fit. It is uncertain what ef-
fect this might have upon the result.

tion of various models for the pion-nucleus interac-
tion since the method which was used for the
analysis of the data enables one to extract both the
real and the imaginary parts of a well-defined for-
ward scattering amplitude. The model-dependence
is much less than that which has previously been ob-
served in attenuation experiments involving pion-
scattering on heavy nuclei. The systematic uncer-
tainties due to the residual model dependence for the
two models which were tried appear to be slightly
greater than the statistical errors for lower energies
and less than the statistical errors for higher ener-
gies.

Some insight into the nature of f&(0) has been ob-
tained by comparing experimental values with
theoretical values calculated from a simple absorp-
tion model. These calculations demonstrate that the
major part of the observed rotation of f~(0) in the
Argand plane can be attributed to the Coulomb
phase. The amount of rotation increases with Z and
explains the negative values of Im[(4n/k)fz(0)]
which are observed for scattering of pions on Pb,
Ho, and Sn.

Previously published results are in general agree-
ment with those of this experiment. The resonance
energy for Ca of 154+10 MeV is consistent with
the resonance energies of other elements.

VII. SUMMARY OF RESULTS ACKNOWLEDGMENTS

We have obtained experimental values for the
Coulomb-distorted nuclear forward scattering am-
plitude f~(0) for both n + and n. mesons on Al,
Cu, Ca, Sn, Ho, and Pb in the energy range 114 to
215 MeV. The data should be useful in the evalua-
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APPENDIX

Following the method given in Ref. 5, Eq. (5) is rewritten in terms of integrals over the solid angle subtended
by each counter

0 0
oz(Q)=oz+ QD„Q" f ~ fz ~

dQ' ——2Re f fofzdQ'. (Al)

The first integral in (Al) can be incorporated into the power series in Q by assuming that f~ can also be writ-
ten in terms of a Taylor series about A=0. The last integral is evaluated by using an approximation for the re-
lativistic point Coulomb amplitude found in Ref. 17:

(j/2) —1+i'
0,

(A2)

The use of this equation, along with the Taylor series expansion of f~, gives
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—2icTp
21T 0, . —2f~

~ + +e

—+igJ
2

j/2

eiS'
4m

+l'g
2

(A3)

' (j/2)+n

(4n }" 0
J

+Pl +l'g
2

iS'

As a result,

(Q }— fr G(Q )+ f&H(Q)+ g It„Q"+ g g„Q'+'" 'cosW+ g C„Q'+'" 'stnW,
n=1 n=0 n=0

where

G(Q)=Re(e +)—q[A sin2oq —A cos2trc+F (Q)cosW+F (Q)sinW}

and

(A4)

(A5a)

H(Q)=Im(e +)—qIA cos2oc+A sin2o&& —F"(Q)cosW+F (Q)sinWJ . (A5b)

The X„'s are constants which are obtained by the combining of the coefficients which multiply Q". The A' s
and 5's are defined according to

j=0

j=O

+ l'g

' j/20
4

=F (Q)+iF (Q) .

(A6a)

(A6b)
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