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Analyses of continuum spectra of light-ion reactions, in terms of multistep direct reac-
tion methods are discussed. The formulation used in the calculations is presented first, and

is followed by several examples which show that this method works rather well in a variety

of cases. Comparison with related theories is also made.

NUCLEAR REACTIONS Multistep direct reaction method, calcula-

tions of cross sections, and polarizations of continuum spectra of reac-

tions induced by light ions.

I. INTRODUCTION

During the past two decades, the direct reaction
(DR) method has been used extensively and success-
fully in analyzing a large amount of experimental
data for nuclear reactions induced both by light and
heavy ions. As is well known, the simplest version
of the DR method is the distorted wave Born ap-
proximation (DWBA).' With the purpose of
analyzing data that involve contributions of more
complicated (multistep) processes, techniques like
the coupled-channels Born approximation (CCBA)
(Refs. 2 and 3) and coupled-reaction-channels
(CRC) (Refs. 4 and 5) methods were also developed.
With emphasis on the "multistep" aspects, we may
refer to all these methods (including DWBA) as the
multistep direct reaction (MSDR} method.

Past applications of the MSDR method have
been limited to processes in which the members of
the pair of residual nuclei were left in their respec-
tive discrete states, i.e., processes which we may
refer to as "discrete state transitions. " The purpose
of the present paper is to show that the MSDR
method can be extended to reactions in which one
of the residual nuclei is left in its continuum states,
i.e., processes which we may refer to as "continuum
transitions. " In several recent publications, we have
in fact demonstrated that it was possible, with this
MSDR approach, to fit a variety of continuum
transition data observed in reactions induced by
both light and heavy ions.

In the present paper, we shall concentrate on
light-ion induced reactions. Since our earlier publi-
cations related to this subject ' were all short,

presenting various materials in a somewhat frag-
mentary way, we intend to make here a much better
organized presentation of these materials. The
reader who is interested in the heavy-ion counter-
part of the material given in the present paper is re-
ferred to recent review articles. 's

The basic justification for use of the MSDR
method in continuum transitions is presented in
Sec. II. As will be seen, the key is a statistical con-
sideration. In continuum transitions, a large num-

ber of very complicated eigenstates are involved,
and to calculate cross sections to excite these states
individually is impracticable. However, a statistical
argument shows that the sum of these cross sec-
tions, which is our only interest, can be replaced by
another sum of cross sections exciting a much
smaller number of much simpler states. The
MSDR method is very appropriate to calculate the
.latter type of cross sections.

In Sec. III, we recapitulate the derivation of the
MSDR cross sections, in spite of the fact that it is a
very well known subject. This is because we intend
to present the various quantities concretely and pre-
cisely, so that, e.g., approximations which we intro-
duce later (Sec. IV} can be understood unambigu-
ously. As will be seen, we start Sec. III with the
CRC equations, but are satisfied with solving them
perturbatively, thus obtaining the Born series.
Therefore, the MSDR method in the present paper
is, in fact, a higher order (including the first order)
DWBA.

In Sec. IV, we derive the expressions for the con-
tinuum cross sections by combining the DWBA
cross sections of Sec. III with the spectroscopic den-
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sities, the latter describing the statistical and the nu-

clear structure aspects involved in the reaction. In
both Secs. III and IV, we present the various expres-
sions only up to the second order. terms. We be-
lieve, however, that the reader will find it easy to
figure out, from what we have given, how to extend
the formalism to still higher orders, if such become
necessary. In Sec. V, we present a few examples of
actual calculations made by using the formulas
given in Secs. III and IV, and compare them with
experimental data. It is seen that the fits to data we
achieve are very good, in general. In Sec. VI, we
discuss related works by other authors, and in Sec.
VII, we summarize the present paper.

II. STATISTICAL AND NONSTATISTICAL
ASPECTS IN THE FORMULATION OF THE

MSDR CONTINUUM CROSS SECTIONS

ln&= gas"'1»+5ln& . (2.1)

Here, we denote by
l
8 & a lp-lh state, and by 5

l
n &

a sum of more complicated elementary states. The
(one-step) DWBA amplitude T„"' to excite this state
may then be written as

(2.2a)

with

To make the presentation clear, let us begin by re-
stricting ourselves to the (p,p') reactions. We also
assume that the target is in a doubly-closed-shell
configuration, and that the residual interaction that
causes the inelastic scattering is of a two-body na-
ture. Then the one-step processes will proceed by
creating lp-lh (one-particle —one-hole) states, two-

step processes 2p-2h states, and so forth. We may
call these np-nh states (n =1,2, . . .) elementary (or
basis) states.

Even when the target is legitimately assumed to
have a purely doubly-closed-shell configuration, it is
reasonable to expect that each excited eigenstate

l
n & (with an eigenenergy E„) is given as a compli-

cated linear combination of elementary states. Hav-

ing in mind the description of one-step processes
first, we may write this state as

= +5(E„E„)—

g ~ a'"'a'"'t tB B' ba b
BB'

= gc, (E, )
l

tb'.
l

'
B

=pcs(E„)dcrii'(Ez)/dQ~ .
B

(2.3)

The 5 function appearing in the first and second
lines of (2.3) restricts the sum over those

l
n &'s

whose eigenenergies E„agree with the excitation en-

ergy E„, which in turn satisfies a relation that
E Ep Ep where Ep and Ep are, respectively,
the proton energies in the incident and exit chan-
nels. As is well known, to take the sum over n,
with the 5 function in it this way, is equivalent to
calculating the energy averaged sum. In fact, one

may first take a sum over the states
l
n & within a

certain energy interval hE, centered at E„,and then
divide the sum by hE. One then sees that a sum
over n, including 5(E„E„) in the sum—mand,
emerges.

In obtaining the third equality of (2.3), we used
the relation that

distorted waves in the incident and exit channels,
respectively. Clearly, 5

l
n & of (2.1) does not contri-

bute to (2.2). We also note here that it is very
reasonable to assume that the amplitudes aB"' are
random, in both sign and magnitude.

In the continuum region, there will be contained
a large number of eigenstates, even when a relative-

ly narrow energy interval is taken. The measured
cross section is then a sum of cross sections exciting
these eigenstates. More precisely, the experimental
spectrum of the cross sections, i.e., the continuum
cross section per unit energy, should be interpreted
as an energy average of the sum of cross sections
taken over a large number of these states.

Using the transition applitude T„'" given by
(2.2a), we can write the energy averaged one-step
cross section as

d2~(1) E~

dE'dQ
' =g

l
r„"'l'5(E„E„)—

tb, =(xb lviiolx, &; vso ——(8 lv l0& . (2.2b) g aii"'aii"'5(E„E„)=5~~ c~ (E„) .— (2.4a)

In (2.2), we denoted by
l

0& the ground state wave
function of the target, and by l X, & and

l Xb & the
This relation is a direct consequence of our assump-
tion, made above, that aB"'s are random, which
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makes aB"'aB"' also random, both in sign and magni-
tude, except that randomness in sign is not the case
if B=B'. The appearance of 5' in (2.4a) is thus
understood. If it were not for the 5 function, Eq.
(2.4a) would be nothing but the completeness rela-
tion, and we should have had simply 5BB on the
rhs. The presence of the 5 function, however, re-
stricts the sum to those

I
n )'s that lie within a unit

energy interval, and thus an additional factor
cs(E, ) & 1 appears.

Equation (2.4a) permits us to express ctt(E„) as

cs(E„)=das (E„)/dE„. (2.4b)

or

(2.4d}

The last equality of (2.3) defines the DWBA cross
section exciting an elementary state

I
B) located at

E„as

dos'(Ep )/de ——
I tb, I

'.
[A constant factor that might have appeared in this
equation and also in (2.3) was suppressed for simpli-

city.) A standard DWBA technique, as will be
described in Sec. III, may be used to evaluate
do~"/dQ&. Combining this with the cs(E„) factor
discussed above, it is straightforward to evaluate the
last expression of (2.3), and thus the one-step contri-
butions dio'"/dE~dQ~ to the continuum (p,p')
cross sections.

We shall now proceed to formulate the two-step
cross sections. We denote the final state again by

I
n ), and an eigenstate excited by the first of the

two steps by
I
n'). The second order DWBA am-

plitude describing this two-step process may then be
written as

(xbI(nIv In'&IX. &

n'

x G, &X. I

&n'
I

v
I

O&
I &.& .

We summed over n', because many intermediate
states

I
n') can contribute coherently to the above

Therefore, it is very reasonable to interpret cs(E„)
as the probability (per unit energy}, that the state

I
B) is located at the excitation energy E„. In prac-

tice, one may take, e.g., a Gaussian or a I.orentzian
form for cs(E,}, with a width I, and centered at

Ett, the unperturbed energy of
I
B );

ctt(E„)=exp[ (E„—Ez) /—I' ]/(Mnl'),

(2.4c)

type of two-step processes, and the amplitudes cor-
responding to different In')'s do interfere with
each other. We shall show shortly, however, that
this interference disappears because of the statistical
nature of the expansion coefficients appearing in
the final states; cf. (2.7).

In (2.5)
I
n') appears twice, once as

I

n') in the
first matrix element, and then as (n'

I
in the second

matrix element. In the latter appearance, we may
treat it in the same way as we treated (n I

for the
one-step transition in (2.2), and obtain

(x, I
(n'I v IO) IX, )= ga'" 't„.

C
(2.6)

I
n ) = g as'J

I
B,n" &+5

I
n ) .

Bn"
(2.7)

Clearly, the first term of (2.7) is a sum of states
which are constructed by adding a (new) lp-lh pair
B to eigenstates In" ), and 5In) includes those
that are not written in the form of the first term.

By using (2.7), we may evaluate (n
I

v
I

n') as

(n
I

v
I

n') = g as'"„' (B,n"
I

v
I

n')
Bn"

(n)=~ aBn'UBO ~

B
(2.8)

where we used the assumption that

(B,n"
I

v In' ) =(B
I

v IO)5„„-=viip5„„-.

(2.9)

What underlies (2.9) is a view that a (p,p') step al-

ways proceeds by creating a new ph pair, and thus
that the (large number of) ph pairs that might have
been present in

I
n') play only the role of a specta-

tor, thus resulting in 5„„-.To assume this specta-
tor nature is the same as to neglect in the (p,p') step
the so-called scattering processes, in which a particle
(or a hole) is scattered from one orbit into another.
Since the statistical weight of such a scattering pro-
cess is much smaller than is that of pair creation

Again a term in (n'
I

which might have been writ-

ten as 5(n'
I

did not contribute (2.6). However, to
ignore 5

I

n') in
I

n') that appears in the first ma-

trix element of (2.5) is erroneous. This is because

the state (n'
I

is created as a whole by the first step,

despite the fact that only its small portion

gcac" '( C
I

is utilized for its excitation.

We shall thus leave In') just as it stands,

without expanding it in terms of elementary states.
On the other hand, we may write

I

n ) as
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processes, to neglect the former processes, and thus
to make the spectator assumption, is very much in
line with the other statistical assumptions we are
making.

If we use (2.6) and (2.8), then T„' ' of (2.5) is
rewritten as

(2) (n) (n') BC .T» g g ttB» u'c the» i
n' BC

BC B C
thea = tbc Gc tea ~ (2.10)

The two-step contribution to the continuum cross
section is then given as

d2o~2~(E' E")
P ' P g ~

T(2)
~

2g(E
dEp dip

=g 5(E» E» ) —g g az»'az"»'-ac" 'ac"
n BB'CC' n'n"

(2.11)

Here again, E„=Ep—Ep, the meaning of Ep and Ep being also the same as before. On the other hand, Ep" is
the energy of the proton in the asymptotic region in the intermediate channel. By using (2.4a), and also a rela-
tion that

X tt»' tt'»" @E ) =~»'~»'»" tt»'(E»)(n) (n)

n

(2.12)

which is similar to (2.4a), and is derived by using again the random sign hypothesis of the coefficients az», the
rhs of (2.11) can be calculated as follows:

rhs of (2.11)= g g g cs„(E„)a~"'ac" 'tb„tg, *.
B CC' 5'

=gg fdE' +5(E„' E„')a~" ac—" ctt„(E„)tb, tb,
B CC' n'

=g fdE„'cc(E„' )cs(E„")
~
tb„~ ' .

BC
(2.13)

Here E„'=Ep—Ep' and E„"=Ep'—Ep, which are,
respectively, the energies transferred to the target
during the first and the second step processes. In
going from the second to third line in (2.13), we
made an approximation that

I

same, irrespective of whether it is created in a com-
plicated state

~

n'), or in the (simple) ground state

~
0), so long as the energy E„"associated with its

creation is the same.
If we further define

c»'( &) &»'( & +E&) c&(E& ) '—(2.14)
dose(Ep, Ep')/d Qp

It is easy to see that the assumption made in (2.14)
is nothing but the spectator nature of the (pre-
formed) ph pairs in

~

n'), the same assumption that
was made in obtaining Eq. (2.9) above. More pre-
cisely, we assumed in (2.14) that the (relative) pro-
bability with which a new ph pair 8 is created is the

I

by

doric(Ep, Ep')/d Qp
——

~ tb„( (2.15)

and also change the integration variable in (2.13)
from E„' to Ep", we finally obtain

d cri '(Ep )/dEpdQp ——g f cs(Ep" Ep )cc(Ep Ep')[—dose(Ep, Ep—')/dQp]de' .
BC P

(2.16)

The upper and lower limits of the above integral are
seen to guarantee that the arguments of the ctt(E„)
factors remain non-negative. This is the conse-
quence of our treatment that each step proceeds by
creating a ph pair, i.e., by exciting the target. Deex-
citation of the target never takes place in our treat-

I

ment, which neglects the scattering processes, as ex-
plained above.

It is remarkable that the cross sections (2.3) and
(2.16) are obtained as sums over cross sections
creating elementary states, thus making the actual
calculations practicable. The absence of the in-
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terference between amplitudes creating different ele-

mentary states is, of course, due to the use of the
statistical assumptions, which resulted in Kronecker
delta factors like 5' and 5cc. We shall now show

that, within the same statistical assumption, the in-

terference between the one- and two-step amplitudes
also disappears.

Let us denote by o" ' the possible contribution
of this interference to the continuum cross section.
It may be expressed as

=+5(E„—E„) ga,'"'tb.'*

n B'

r

(n) (n') BC
Bn'QC thea +C.C.

n'BC

az"'az"„'5(E„E„) a—c" 'I tb, 'tp„+c.c I. .
BB'Cn' n

L

(2.17)

In the last line of (2.17) we may perform the sum-

mation over n first, which results in a factor
5BB 5 o. The second Kronecker delta 5n o, which
originates from the fact that aB"' could also have
been written as aB"0', makes the summand of the last
line of (2.17) proportional to ac '. Since ac '=0, be-

cause a vacuum cannot contain a ph pair, we obtain
(1,2) 0
The significance of the results (2.3) and (2.16) is

that they show that, for our purpose, the elementary
states can be treated as if they were eigenstates, in
spite of the fact that their amplitudes are distribut-
ed over a large number of very complicated nuclear
eigenstates. Once seen from this point of view, the
absence of the interference between one- and two-

step amplitudes is obvious. They are amplitudes ex-
citing different eigenstates.

Since we have explained in detail the derivation
of the one- and two-step continuum cross sections,
it will be easy to see what the continuum cross sec-
tions corresponding to still higher order steps would
look like. It will also be easy to see that results like
(2.3) and (2.16) can also be used to describe cross
sections for reactions other than (p,p'), by appropri-
ately reinterpreting the various quantities that ap-
pear in these expressions. Consider, for example, a
(p,a} reaction. In (2.3), the state

I
B ) may then be

interpreted to mean a three-hole (3h) state, and
os~~'(E~)/dQ~ a DWBA cross section of this (p, a)
process.

In Sec. III, we discuss calculations of the elemen-

tary DWBA cross sections do'"/dQ~ and der' '/
d Q~, while the use of the function cs(E) will be dis-
cussed in Sec. IV, in combination with the spectro-
scopic factor which is to be introduced in Sec. III.

III. DWBA CROSS SECTIONS

The derivation of the DWBA cross sections, not
only of the first order, but also of the higher orders,

The total wave function of the system may be
written as

(3.1)

Here Xp ~(rb ) denotes the (radial part of the) distort-
ed wave in the channel P, obtained with the condi-
tion that the incident wave is present only in the
channel a. Further in (3.1), IP) is the channel
wave function which we may write as

with

I
p& =

I
lbsbJbtlb &

I
lsMs & (3.2a)

I lbsbibrlb &= g (lbmbsbnb
I
j'bqb)

mbnb

~i bY
tbmbksbnb ~ (3.2b)

where (lbmbsbnb Ijbqb} is the Clebsch-Gordan coef-
ficient, while Yt and g,„are, respectively, the
spherical harmonics (with the Condon-Shortley
phase) and the intrinsic wave function of the projec-
tile.

I
I&Ms ) is the target (or the residual nucleus)

wave function. We also remark here that, in the
following, we sometimes use b to mean a pair of
quantum numbers lb and jb. Thus, e.g., gb means

a sum over partial waves in the channel p.

I

is well known. ' We nevertheless present it here,
so that this paper becomes self-contained. We in-

tend to make the presentation as compact as possi-
ble. We formulate the calculation for an even-even

target, with Iz ——Mz ——0. The result may neverthe-
less be used also for odd-A and odd-odd targets be-

cause, for our present purpose, the extra nucleons
(or holes) outside the even-even core may very well

be treated as spectators.

A. The CRC equation
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The equation for the radial (distorted wave) func-
tion Xp ~ may be derived by inserting (3.1) into the
Schrodinger equation for the total system, and then

projecting out the P channel component. In doing
this, we introduce two approximations; the zero-
range approximation, and neglect of the nonortho-
gonality terms. The resultant equation then reads

systematic choice of the different scaling of coordi-
nates in different channels, as explained above.

The index J, that appeared in (3.4a) and (3.4b),
stands for a set of quantum numbers, l, s, and j,
which are, respectively, the transferred orbital, spin,
and the total angular momenta; J=[l,s,j]. In
(3.4a)

Di, (ri, )Xp (ri, )=Xyv p y(r, )Xy (r, ),
where

(3.3a)

(3.3b)

I,
A. WA.

BJ(~ c} Al I 1Jbj,ls lb

I S J

and

Db(rb) =
2Pb

d' lh(lb+1}

8Kb I"b
with

[j=(2j+I)'~ ], (3.4c)

—Ug(rb )+Eh . (3.3c)
Ai i i= [47r] lyl l ibc

X(l,OlbO
I
lO) . (3.4d)

With the zero-range approximation, the coordi-
nate rb in channel P is very conveniently written as

rb = (A /B)r, where A is the target mass and B is the
mass of the residual nucleus in the channel P. This
relation is true for all the channels, and thus we
have, e.g., r, =(A/C)r We fu. rther have r, =r The.
above rule thus offers a very convenient way to re-
scale coordinates in different channels, once an ap-
propriate scaling is introduced in the incident chan-
nel a. In Eq. (3.3c), pi„Us, and Es are, respective-

ly, the reduced mass, the optical potential, and the
kinetic energy of the relative motion, all in the
channel P.

The interaction matrix element vpy, defined by
(3.3b), can in general be cast into the following form

vpy(r, }=gdj F~ (r, )B~(b,c)
J

Finally, ds, also in (3.4a), is the spectroscopic am-

plitude, which will be discussed in detail in Sec. IV,
together with the form factor FJ(r).

B. Perturbative solutions

In the MSDR calculations of the present paper,
we obtain the distorted wave X p by expanding it in
the sense of the Born approximation, i.e., as

Xpg —6pg X~ +Xp ~+Xp ~+ o (3.5)

The behavior in the P channel in the ith step is
described by the ith term in (3.5). These terms are
to be obtained as solutions of a chain of equations,
the first three of which being given by

X(IcMcjrrii
l Isa)

X( }' '(J'+JAN —eb l
Jmj) . —

(3.4a)

D, (r)X' '(r) =0,

Ds(r&)Xp (r&)=vp (r)X' '(r),

Dy(rp)xp, '(rh)=&yvp, y(r, )X'y", (r, ) .

(3.6a)

(3.6b)

(3.6c)

Here FJ (r, }is defined as

Fq (r, )=(B/C) fg (r, ), (3.4b)

Equation (3.6a), for the usual optical model wave
function X~', is to be solved with the asymptotic
condition that

where fz (r, ) is the function, which is convention-
ally called the form factor. To be noted, neverthe-
less, is the fact that its argument must be r„rather
than r& or the simple r (=r, ). Keep in mind that
we are considering here a transition from the chan-
nel y to P. The appearance of this r„and that of
the extra factor (B/C} in (3.4b), is the result of our

X' ' exp[iiyi, ][Fi,+C,Hi+' j,
r—+co

(3.7)

where E~ and HI'+' are, respectively, the regular and
the outgoing Hankel Coulomb wave functions,
while crI is the Coulomb phase shift.

Instead of solving (3.6b) and (3.6c) as they stand,
it is convenient to decompose first Xp ~ and Xp ~ as
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XB" = g dj"Bj(b,a)(ab
Ij )XJb,g",

J
(3.8a)

Xpg ——g g dJ J Bj (b,c)BJ (c,a)( —)
' ' W(j,jbj)j2j'j, )(ab Ij)XJ b J aa

C J)J2Jc
(3.8b)

where

( b li) =(iae—ai blab li ~, )

I

the partial waves in the corresponding intermediate
channel.

We solve the set of equations

In writing (3.8), we have already used the fact
that we chose IA ——MA ——0, which makes IB——j and

MB ——mz, where j is the total angular momentum
transferred (see above), and mj is its projection.
Note that, as was seen in (3.6), we denote the final
channel always by P. In (3.8b) we have

j = j i+ j2, where j, (j2) is the total angular
momentum transferred in the first (second) step,
which goes from the channel a (y) to the channel

y (P). It should also be noted that (3.8b) involves a
sum over C, the intermediate states, and that over c,

I

Let us define Xjb', and Xj(b), "
by

Db(rb)XJ)ba(rb)=FJ"(r)X,' '(r),

j bJC, (rb)=FJ

with the asymptotic condition that

(1)BA (1)BA~(+ )

Xj)b, ~ P( +lb)CJ)b, lb

XJ2b j)a g ~ exp( lolb
)—CJ b,j(c,aH)b

(2)BCA (2)BCA

(3.9a)

(3.9b)

(3.10a)

(3.10b)

Xjb, =dj Bj(b,a)Cjb,(1)BA BA (1)BA

Xjb'a "——g dj dj"Bj (b,c)BJ (c,a)( —) ' ' jij2W(j,jbj)j2jj, )CJ b J aa .
J)J2c

We then have obviously

Xp, a ~ gab, a (ab
I
j)[exp( —i(T) )Hl„"]

P'~ eC) J
(2) yX(2)BcA(ab Ig)[exp( f&l )Hl(+)]

P~op J C

(3.11a)

(3.11b)

(3.12a)

(3.12b)

C. Transition amplitudes and cross sections

The transition amplitude, from the initial channel u to the final channel P, may most generally be written

as T, „I ~, „z ~ . Since, however, we have decided to always choose IA ——MA ——0, which makes IB——j and

MB ——mj, we may use a somewhat simplified form for it; T, a J~ .» . This amplitude is defined so that the

asymptotic form of the total wave function is written as

)il(+)~g(1/r)l, exp(iol )Fl
I
l,Os, n, }IOO)

I

+g [k, Ual(4mrb)] T, „,j , „—exp( imari )i. H—l,
+

P

x Ilbrnbsbnb& IIBMB} . (3.13)

.Ib
Here, e.g., I lbmbsbnb ) =i "Yl ~ g, „.compare with Eq. (3.2b).
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Corresponding to the expansion of Xji as done in (3.5), it is convenient to expand the above transition am-

plitude as

(3.14)

We may make r~ ao in (3.1), in which Xji a is expanded as in (3.5), so that the asymptotic form of (3.12) can
be used. If we compare the resultant form with (3.13), combined with (3.14), we easily find that

(1);B (a,b) (1)aA
~sbnbjmjs n ('gb~(tPb) g gsbnbs n;jm (~b(t)b@Jb;a

J,ab

(2);BC (a, b) (2)BCA
sbn&jm;s na (f b~(tb )—p gsbn&s n;jm (gbfb )XJb;a

J,cab

where

g,'b„', 's n im (Ob.gb)=[4nVbl(k. a V a)]'

l, (l,Os, n aIj,q, )(lbmbsbnb Ijbqb)
mb

&&(j.qajbqb I j—m) epx[ ((~i.+~i, )
I

I'i, m, (~b0b)

(3.15a)

(3.15b)

(3.16)

The elementary cross sections used in Eqs. (2.3) and (2.16) can now be given very explicitly as

«i)'«b'~b) jdIIb=[Vb j&a'1 X I
T's, nb'jm ;s.n. (f.jb Nb) I

~~~bmj

(3.17a)

BC b s b)j b [ ~ba] g I snjm

sn(f)blab)I

n nbm.
(3.17b)

In order to calculate the analyzing power Az(8), we must be able to calculate first the cross sections for the
case in which the incident beam, propagating into the z direction, is 100%%uo polarized in the x direction, which
is taken perpendicular to the scattering plane (which is taken as the y-z plane). It is given for sa = —, by

=[ b~ ] y Iy s,'n, jm;s. n. I' ~ (3.18)
mj Pfb lf~

The right and left cross sections, o)I' and ol.", are obtained from (3.16) by setting 5=iri2 and —n./2, respec-
tively. The Az(0) is then given by

(i)+ (i)) (3.19)

D. Remarks concerning practical applications

The most time consuming parts of the calcula-
tions are (i) the integration of the differential equa-
tions that appeared in (3.9), and (ii) the evaluation
of the Racah coefficient W(jajbj(j2jj, ) of (3.11b)
and the Clebsch-Gordan coefficient (j,q,jbqb Ij—mj ) of (3.16). As regards (i), we introduce in Sec.
IV an approximation to speed up the calculations.
As regards (ii), it should be noted that these geome-
trical coefficients involve angular momentum which
can all become rather large (exceeding 10) simul-
taneously, thus preventing us from using simplify-

ing formulas, like their asymptotic expressions. We
nevertheless were able to reduce the computational
time significantly, e.g., by having a large number of
these coefficients calculated simultaneously, or by
using some other computational techniques.

The formulas given in the preceding subsections
are rather general, so that they can be used for the
MSDR reactions, with a variety of combinations of
particles that appear in the various channels. In
practice, however, we can often use much simpler
formulas. Consider, e.g., an (a,a') reaction. We
then have s, =sb ——s, =s1 ——s2 ——0, and one sees easi-

ly that many of the above formulas (and the corre-
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sponding calculations) are drastically simplified.
When considering the (p,p') reaction, we may
choose to neglect the spin-orbit interaction in the
optical potential and also to neglect the s~ ——1 and

s2 ——1 transitions. If so, we can still use the formu-
las with s, =s~ ——s, =s~ ——s2 ——0.

If we want to calculate not only the cross sec-
tions, but also the analyzing powers in the (p,p') re-

action, however, we cannot neglect the spin-orbit in-
teraction. This forces us to put s, =sb —s, = —,. We

I

d a'"(Eb)/dEbdQb ——pcs(E„)drabs"(Eb)/dQb,
B

may, nevertheless, still set s&
——s2 ——0. We may

think of similar simplifications in treating other
types of reactions. Continuum cross sections are
rather insensitive to the use of such simplifications.

IV. MSDR CONTINUUM CROSS SECTIONS

A. Average form factors

What we have done in Sec. II is summarized by
two equations, (2.3) and (2.16), which we reproduce
here as

(4.1)

E +gC
d 0' '(Eb)/dEbdQb ——g J secs(E„')cc(E„)[dose(Eb~Ec)/dQb)de

BC Eb-&g
(4.2)

The notation used in (4.1) and (4.2) is somewhat
more general than that used in (2.3) and (2.16), in
that we now have dropped the restriction to the
(p,p') process. It is understood, as in Sec. III, that
the channel energies in the incident and exit chan-
nels are given by E, and E~, respectively, and that
in the intermediate channel by E,. In (4.1) the exci-
tation energy of the residual nucleus is related to
the channel energies by E„=(E,+ Qs ) Eb, where-

Qs is the Q value for the transition from the target
A to the ground state of B. Similarly in (4.2), we
have

E„=(E,+Qs ) E, —

E' —(E +Q ) Eb

where Qs is the Q value of the transition between
the ground states of the target nuclei 8 and C; i.e.,
Qs ——Qs —Qs. The condition that neither E„nor
E' should be negative dictates that the range of the
E, integration in (4.2) should be from Eb —Qs to
E, +Qs . It is clear that, for a pure inelastic scatter-
ing process like (p,p'), we have Qs

——Qs =0, reduc-
ing (4.2), e.g., to (2.16).

The MSDR continuum cross sections, expressed
by (4.1) and (4.2), do look rather simple. However,
actual numerical calculations to evaluate them, us-
ing directly the results of Sec. III, are still very
much involved. In order to see this, we shall take
the (p,p') reaction again as an example.

We shall first estimate the number Xp~ of possi-
ble lp-lh states

~

8 ). A state
~

8 ) is characterized
by a pair of particle and hole orbits, jp and j~, and
the total spin l;1= jp+ j~. The number XpQ is
the total number of possible sets of these three
quantum numbers. We may estimate that

I

Ezb =200, if we choose the mass number of the tar-
get A=100, and consider only those

~
8) for which

Es &30 MeV or so. If we take (4.1), this means
that we have to calculate about 200 d crs '(Es ) /d Q~,
and, in order to obtain spectra, it would have to be
repeated for several Es values. Thus, altogether it
requires about 1000 calculations of dos'(E& )/dQ&.
This is not unfeasible, but not trivial either. If we
proceed to (4.2), the situation becomes almost in-
tolerable. It is required that we calculate 10 or so
of the two-step cross sections dose(E&, E&")/dQ&.
This is considered impracticable, if. not absolutely
impossible.

Faced with this situation, what one might at-
tempt to do would be to remove, in a justifiable
manner, the state dependence, i.e., dependence on 8
and C, of the elementary cross sections dos'/dQ
and dcrscldQ From t.he formulas given in Sec.
III, it is easy to see that such a state dependence ar-
ises because the spectroscopic amplitudes, d~ and
dJ", and the form factors, fz and fz, are state
dependent.

To remove the difficulty originating from the
spectroscopic amplitudes is easy; in fact the pres-
ence of such a difficulty is only apparent. In order
to see this, let us first look at Eq. (3.15a). Seen
there is a summation over J, and the X"' factor in
the summand contains the dq factor, as seen in
(3.11a). Among the three quantum numbers l, s,
and j, specifying J, however, s is fixed (to 0 or —,;
see below), once the type of the transition is fixed.
We have already stressed that j=IB, which means
that j is also fixed, once the final (elementary) state

~

8) is chosen. From the (known) parity of
~
8),

the value of 1=j+s is also fixed. It is thus clear
that the presence of the summation over J in (3.1Sa)
is only apparent. We see that the elementary cross
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section do'"(Eb, Ob)/dQb of (3.17a) is simply pro-
portional to (dz") .

The matter looks somewhat more complicated
for the two-step transitions. For example, (3.15b)
contains a sum over C in addition to that over J.
This summation over C (in the amplitude) is again
only apparent, however, because, as seen in (2.16},
the summation over C is to be taken only for the
cross sections, and not for the amplitude. We fur-
ther note that the summations over Ji and J2, ap-
pearing in (3.11b), are also apparent, because, in or-
der to fully specify the final state

~
B), we have to

specify what sort of elementary excitations took
place in both the first and second steps. Repeating
the argument we made for the one-step transitions
in the preceding paragraph, we can thus conclude
that a choice of a particular final state

~
B) fixes

the values of Ji and Jq uniquely, and thus that the
summations over these variables in (3.lib) are in
fact absent. In other words, we can say that the ele-
mentary cross section d 0' '(Eb,E„Ob )/d Qb of
(3.17b) is simply proportional to (d~ dq"); see

(3.11b) and (3.15b).
It would be clear that these extremely simplifying

features emerge because we can use, as we have jus-
tified above, the simple shell model for our calcula-
tions of the continuum spectra. There are a few
limited regions in the spectra, however, in which a
little more sophisticated calculations are desirable.
Examples are the excitation of pairing vibrational
states in two neutron (or two proton) pickup reac-
tions, and of giant resonance states in inelastic
scattering processes. There we need to use wave
functions that take into account correlations.
Nevertheless, how to construct such wave functions,
and thus how to calculate cross sections, is well
known from our experience of applying the MSDR
methods to discrete state transitions. Therefore the
presence of the specific type of excitations of the

I

above examples does not cause any trouble for us in
fitting the data, including the exceptional regions of
narrow energy range.

To remove the state dependence of the cross sec-
tions originating from the state dependence of the
form factors is a somewhat more subtle undertak-
ing. It requires one to introduce an (additional) ap-
proximation, beyond what has been done so far. As
will be explained in more detail below, the choice
we decided to make is to replace fz" by an average

f~, the average being taken over the states
~
B) (or

over the pair of states ~B) and
~
C), when consid-

ering fq ). In practice, we often make a still more
drastic approximation to take an average of fz over
J, obtaining f, which does not depend even on the
transferred angular momentum. Since we very
often use 1, rather than J, to denote the total angular
momentum transferred, we call f and l independent
form factor (LIFF). We shall show below how
drastically the calculations are simplified by using
the LIFF.

If the LIFF is used, we see, e.g., in (3.9a} that the
Ji dependence on both sides disappears, and conse-
quently, the Ji dependence on both sides of (3.10a),
and hence the J dependence of the Cqb',

" factor in
(3.11a) should be suppressed. In (3.11a}, however,
we never suppress the J dependence of the geometri-
cal factor Bz(b,a); we want to carry out the DWBA
calculations exactly, except for the use of the LIFF.
We may apply the same arguments to the two step
transitions, thus suppressing the Ji and J2 depen-
dences of the Cj,b~j,"cc factor, but retain these

dependences in all the geometrical factors.
The fact that do~ (Eb, Ob)/dQb and

do~~(Eb, E„Ob )/d Qb are proportional, respective-
ly, to (dq") and (dq, dz,

"), which we found above,

suggests that we rewrite these elementary cross sec-
tions as

do'g'(Eb&Ob)/dQb (dq") dog"(E——b'&Ob)/dQb &

d+BC(Eb&Ec&Ob)/dQb (dJ2 ) (dpi ) d+J)Ji ,J(Eb&Ec&Ob)/'dQb

(4.3a)

(4.3b)

In writing the rhs of (4.3), we had in mind the use of the LIFF. Thus, although the new elementary cross
section der&"/dQ (or doq, q .old Q) is still dependent on the quantum number J (or Ji, J2, and J), it is state in-

dependent. The state dependence on the rhs of (4.3) occurs thus now only through (the square of) the spectro-
scopic amplitude(s).

Let us introduce (4.3a) into (4.1). We then immediately see that the latter is replaced by

d o "(Eb',Ob)/dEbdQb=gp~(E„)[do'q"(Eb, Ob)/dQb], (4.4a)
J

where pz(E„) is defined by
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pj(E») =pcs(E»)(dq")
B

and may very appropriately be called a spectroscopic density
Let us next insert (4.3b) into (4.2). It is then easy to find that

d o' '(E», 8»)ldE»dQ»= g I dE,pJ (E»)ps (E»)[doJ J2(E»,E~j8b)ldQb]j,
J)J2

where

(4.4b)

(4.Sa)

do j j2(E»yEgy8»)ldQ» =+do J J2 J(E»~,E, )8»)ldQb . (4.Sb)

B. Inelastic scattering

Let us first consider a simple shell-model de-

scription of elementary excitations. Then, the states
excited by the one-step inelastic processes are one ph.
states specified by the angular momenta of the par-
ticle and hole orbits, j~ and j~, and the total angular
momentum I = jz+ j» (and its projection m).
The state I 8 & can then be written as
IB&= l(jzj» ')lm&.

We may assume an interaction of the Wigner
form, given by

V=V(
I
r; —r

I )=gut(r;, r)YLM(r;)
LM ft(r) =Ptf(r), (4.7c)

I

in (3.4d). In (4.7b), the function uj (r) is the radial
Ij

part of the single-particle wave function in the orbit

jz. The average form factor ft is then defined as an

average of ft taken over 8, i.e., over a large number

of (j~j» ')t~ states.
In practice, however, we find that the ft(r), thus

generated, is (almost) always peaked at the nuclear
surface. Therefore, we may simply approximate it
by the derivative of the optical potential, a method
traditionally used' in describing the inelastic exci-
tation of low lying collective states. In other words,
we may set

X YL,~(r") (4.6) with

x W(lpjql» j», —,l),

ft (r)= I uj (r')Vt(r, r')uj„(r')dr'.

(4.7a)

(4.7b)

The geometrical factor At t t in (4.7a) was defined
ph

Here, r is the coordinate of the projectile, while

r; is that of a target nucleon. Since we assumed a
Wigner type interaction, there is no spin transfer,
and thus we can set s~ and s2, and consequently s,
all equal to zero. We then have j =I, and thus
J= (l01). We shall thus write l in place of J.

By inserting (4.6) into (3.3b), and using (3.4a) and

(3.4b), we find that (writing, e.g., dt for dt ")

dt ='(jplli Ytllj» &

«t» j +I+1/2~
jpjI I I„I

f(r) =Rod Uldr, (4.7d)

pt(E„)=Pt ImXt (E„), (4.8a)

where XP(E„) is the single particle response func-

tion given as '

where the constant P~ may be fixed, so that the

ft(r), calculated as an average over
I
8 & of (4.7b),

approximately reproduces (4.7c). Note that ft(r)
still depends on I, but the dependence is only
through a constant factor Pt, which may in practice
be absorbed into the spectroscopic factor. We may
then regard f(r) as our form factor, which is an
LIFF. Using the dt and cb(E„) given, respectively,

by Eqs. (4.7a) and (2.4d), and also including the Pt
factor in (4.7c), pt(E») can now be given explicitly
as

XI '(E.) = ( I l'ir) g I &j, I li Yt I Ij» &
I
'llE —Es —i~1 .

B
(4.8b)

The above formalism takes the single-particle
shell model literally, and one might sometimes want
to use somewhat more sophisticated models. A pos-
sible candidate to use under such a circumstance is

I

the random-phase approximation (RPA).
As is well known, the RPA describes convenient-

ly and rather accurately the low-lying collective
states, including the giant resonance states. '
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The RPA equation gives rise to collective states as
its solutions, and all these states put together may
be used as a new set of the elementary states, which
we may kmp writing as IB)'s. Application of
RPA to (p,p') continuum cross sections was in fact
done by Bertsch and Tsai (BT),' although their cal-
culations were limited to one-step cross sections.

Even when RPA is used, most of the formulas
given above can still be used just as they stand. The
only modification that has to be done is to redefine

pt(E„), which can now be given, in terms of the
RPA response function' ' XI(E„),as

=CI 'ImXt(E„), (4.9a)

with

Ct =n.RO f (dpm, ««/dr)r'+ dr,
(4.9b)

(4.9c)

C. Reactions involving nucleon transfer

Let us take the (p, u) reaction as an example of
the reactions that involve nucleon transfer steps.

(4.9d)

In (4.9c), Es now stands for an RPA eigenenergy,
corresponding to the eigenstate

I Pt ), in terms of
which the matrix elements Qst are given. C~ in

(4.9a) are given by (4.9b), and take into account the
defuseness of the nuclear matter distribution,

pmatter( r)
We have used both ph-pair and RPA (Ref. 9)

descriptions and noticed that the results were better
when the latter was used; see Sec. V. In our more
recent calculations, however, we started to notice
that the use of the LIFF leads to somewhat unsatis-
factory results, in particular when analyzing power
was also calculated. We thus have decided to carry
out a fully microscopic calculation (at least for the
one-step contributions), and we expect to obtain the
final results shortly. In any case, the explanation of
these new calculations is somewhat lengthy, and we
plan to discuss them in a separate paper, ' although
we present in Sec. V some of our preliminary re-
sults.

This reaction has the unique value of s = —,, and

thus j=l+ —,. We shall thus use the index (Ij) in

place of J.
As is well known from the DWBA theory applied

to discrete state transitions, the form factor fIJ(r)
may be taken as the radial wave function, describ-
ing the motion, in the target, of the center of mass
of the three nucleons, (2n +p), to be picked up in
the reaction. On the other hand, the spectroscopic
amplitude dIJ may be understood as the amplitude
with which the wave function of the above three
nucleons contains a component that is described as
the triton internal wave function times f&&(r). [Note
that our fIJ(r) is understood to include the so-called

No factor, well known in the zero-range DWBA
theory. ']

The degree of sophistication used in obtaining dIJ
and ftJ(r) varies widely even when DWBA is ap-
plied to discrete-state transitions. However, it is not
too unusual to obtain ftj(r) as the wave function of
a triton, treated as an elementary particle bound in
a Woods-Saxon type potential, with an appropriate-
ly chosen binding (separation) energy. If we choose
an E„, we know the separation energy to be used.
Corresponding to this E„,we may also find a medi-
an value for (lj), and obtain the triton wave func-
tion for this median (lj). If we use this wave func-
tion, f(r), irrespective of the actual (lj) (and of
course of 8), it can be considered the LIFF for the

(p, a) calculations. This we do in practice.
We shall now explain how to obtain dIJ for our

purpose. Once we decide to use LIFF, it does not
make much sense to try to obtain dIJ based on very
sophisticated models. Just as we considered a pure

ph model in Sec. IV 8, we shall use the simple shell

model again here. In fact, we may go one step fur-
ther to assume that the harmonic-oscillator shell

model (HOSM) can be used.
Let us assume that, in the target, the least bound

neutron(s) and proton(s) are in orbits whose total os-

cillator quantum numbers are, respectively, N„and
Nz. Suppose that we pick up three nucleons from
orbits whose quantum numbers are N~, N2, and N3,
with Ni+N2 + N3 ——A. Then the excitation energy

EB of the thus formed 3A state is nothing but AcoN,

where N= (2N„+X& )—A. In other words, in order
to form a state at EB——AcoN, we should pick up
three nucleons from orbits so as to make
A=(2N„+X~)—

¹ For a large A, there can be
many combinations of the triads (N~, N2, N3). Fur-
ther, for a given N;, there are several combinations
of the principal and orbital quantum numbers that
satisfy N; =2n;+I;. Therefore, for a given A, there
can be a rather large number of elementary states,
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and they are all degenerate at Ez ——fuuN.
Because of this degeneracy, the cb(E„) factor in

the summand of (4.4b) is independent of 8, when
summed over those with a fixed A. We may thus
rewrite cz(E„) as cj, (E,}, with the understanding
that cx(E~ } is given, e.g., by (2.4c) by using fiarN
for Ez in it. Equation (4.4b) may now be replaced
by

pi (E,)=gcz(E„) g [dtql
A BFA

(4.10a)

X g [Gp([N;J)j',
N)+%2+$3 ——A

The restriction BEA in the summation over B in
(4.10a) will be clear from what we explained above.
The summation over A is understood to obey also a
restriction that A & I and ( —) =( —) .

As pointed out in Ref. 7, we can use the tech-
nique developed by Ichimura et a/. , in carrying
out analytically the 8 sum in (4.10a). We find that
(4.10a) can be replaced by

p~~(E, }=+cx(E„)

al, nevertheless, is the fact that, for a fixed 1, the
level density decreases as E„ increases. This unusu-
al feature appears because we are counting the level

density of the 3h states, not that of the whole nu-

clear system, as used, e.g., in the evaporation calcu-
lations.

D. Remarks on numerical calculations

Our numerical calculations are performed based
on Eqs. (4.4a} and (4.5a). Thanks to the use of the
LIFF, they are now in a form much simpler than
they otherwise could be. Yet the numerical calcula-
tions to be performed are not trivial. We shall give
some idea of the numerical task which is involved.

Let us take for simplicity the case with V„=O.
We can then set s, =s=s, =O, as noted above,
which makes various expressions very simple. We,
in particular, find that the pair of inhomogeneous
equations in (3.9) take the following very simple
form, in spite of the fact that we now write all the
quantum numbers explicitly:

with

G([N;J)=3 N([N;J)

X [A!/(N)!Np!N3!)]'

(4.10b)

(4.10c)

(4.11a)

(4.11b)

They are to be solved with the boundary condition
(for r —+ ao ) given, respectively, by

where N([N;J)=v 6, ~3, or 1, depending on
whether all the N s are different, two of them are
equal, or all of them are equal.

The second sum in (4.10b), of course, means a
threefold summation over N~, N2, and N3, but with
a restriction that N~ +N2+N3 ——A. It is interesting
to note that the result of this summation simply
equals unity, if all the orbits (N~J that satisfy

N~+N2+N3 ——A are occupied, and thus can con-
tribute to the (p, a) reaction. (This is nothing but a
statement of completeness of the oscillator states. )

It will be clear that this happens for relatively small

A, the picking up of the nucleons taking place
mostly from low lying orbits.

It will be obvious that, with the HOSM we are
using, the upper limit of A, and hence that of I,
equals 2N„+N~. When A equals, or is very close
to, this upper limit, corresponding to very low E~,
only a few of the set [N; } will satisfy
N ] +NQ +N3 —A, thus making the second sum of
(4.10b) much smaller than unity. This simply re-
flects the fact that, for a lower excitation, the level

density is relatively low. A feature which is unusu-

and

~lg1;1) [exp( E &l~ )Hl~

Cl~l I;I2l) [exp( &&lg )Hlg
'—

1

cf. (3.10). Contrary to the practice of Sec. III, we
have written the orbital angular momenta l„ lb, and

1, explicitly in (4.11).
For a given l„(4.11a) is to be solved for all lb

that satisfy the selection rules given by

1,+ 1 b+ 1~——0 and I, +lb+i& ——even. Unless l is
very small, this means that (4.11a) has to be solved

I&+ 1 times (for each /, }. This is to be repeated for
all l~ ranging from 0 to l ~

'", iff(r) depends on l ~.

Therefore, we have to solve (4.11a)

(1) '"+1)(1)'"+2)/2

times altogether. The use of LIFF, as done actually
in (4.11a), however, reduces this number to l

&

'"+1,
which is significant, since l&'" often exceeds 10.
[With LIFF, the/& dependence of X~„~ .~, could have

been suppressed. We retained it, in order to clarify
the above selection rules. The same is true for C"',
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and for the (t211) dependenc~ of Xlbl. 1.;121i and of
C(&) ]

In a similar way we find that we have to solve
(4.11b) 12 '"+ 1 times, for a given pair of 1, and 1„
where lq'" is the maximum value of lq. Thus with
LIFF, we have to solve an inhomogeneous equation
[of the form of (4.11)]

times, in order to obtain the whole set of CI I'Ibca
which we need to evaluate all the two-step cross sec-
tions, where 1,

'" is the maximum value of 1,. With
the CDC-CYBER-170/750 computer at the Univer-

sity of Texas, we found that these calculations took
about 1 min.

The two-step cross sections are calculated by us-

ing these C' 's in (3.11b), and then using (3.15b)
and (3.17b), and we found that this part of the cal-
culations took another 1 min, a major fraction of
the time being spent in evaluating the Racah coeffi-
cient W(t, titbtz, 'l, l) that appears in (3.11b). Note
that, since all the six angular momenta that appear
as the argument of this Racah coefficient take, on
the average, ten different values independently,
about one million Racah coefficients have to be
evaluated. The appearance of large l~, I2, and l is
characteristic of the present MSDR calculation of
the continuum cross sections. This will seldom (or
never) be experienced in MSDR calculations for
discrete state transitions.

Thus, it takes about 2 min to complete the two-
step calculations. This is, however, for a given pair
of energies (Eb,E, ). As will be explained shortly,
our computer program ORION-1 is designed to cal-
culate two-step cross sections for six pairs of
(Eb,E, ). Therefore, we need 10—15 min altogether
to calculate all the two-step cross sections. Corn-

pared with this, the time needed for one-step cross
sections is almost negligible, being of the order of
10 s.

The above estimate of the computational time
was made for the case with V„=O. If V„+0, the

1, that appears in (4.11a) has to be replaced by
(l,j, ), and similarly for 1, and lb This mean. s that
the number of times with which we have to solve
the inhomogeneous equation of (4.11) is increased

by about a factor of 8, compared with what we gave
above, making the total time needed exceed 1 h.
The ORION-1 program was thus designed so that the
actual calculations are done only for even values of
1i and 12 [which restricts (4.11) to cases with

( —) '=( —) ~ =(—) '], the cross sections involving
odd value(s) of li and 12 being obtained by interpo-

lation. The total time needed was thus cut back to
20 min or so.

Suppose we want to obtain 0'"(Eb) for Eb rang-

ing from EP'" to EP'". Since the Es dependence of
oi" (Ei, ) was rather weak, we found it sufficient
to evaluate it accurately (for each 1) at three values
of Eb.. EP'"(=Elhi), (EP'"+EP'")/2(=Eb2), and
EP'"(=Ebs), and obtain their values at other Eb by
a logarithmic interpolation. The thus obtained

oi '(Eb) are then combined with pi(E„) in (4.4a) to
obtain o'"(Eb) at any desired Eb. The evaluation
of pi(E„) is done by using (4.4b). This part of the
calculation is rather easy to make, because, al-

though (4.4b) contains a lengthy sum over B, the
summands are evaluated very easily.

As for the two-step cross sections, we evaluate
oi i i(Eb,E, ) accurately (for all 12, li, and 1) for six

(2)

pairs of (Eb,E, ): (Esi,E, i), (Eb2,E, i), (Eb3,E, i),
(E„,E„), (Eb„E„), and (Eb„E„), ~h~re
Ec]=Ea+Qg ~ Ecs =Eb I

Qg, and—E,2 (E,i——
+E,&)/ 2. These points define a triangle in the
(Es,E, ) plane, and the o'iv, i(Es,E, ) point inside

this triangle can be obtained by a two-dimensional
logarithmic interpolation.

Actually, this interpolation needs to be done only
for o'i, ~ (Eb,E, ) after carrying out the I sum of
(4.5b) at the above six points. Once done, we can
carry out the E, integral of (4.5a) [assuming that

pi, (E„)and pi, (E„' ) have been prepared in advance],

to obtain 0' '(Eb ) for any Eb ranging from EP '" to
EmRX

b

V. NUMERICAL RESULTS
AND COMPARISON WITH EXPERIMENT

A. (p,p') reactions

The first application of our MSDR method
developed in Secs. II—IV was made for Al(p, p')
and Bi(p,p') data by Bertrand and Peelle, taken
with E~ =62 MeV, and the results are reproduced
here as Fig. 1.

In this figure, the sum of one- and two-step cross
sections is represented by solid lines, and as seen, it
reproduces very nicely both the angular and energy
distributions found in experiment. The fit obtained
simultaneously for Al and Bi shows that the
mass dependence is also correctly predicted.

We show in Fig. 1, with dotted lines, also the
theoretical cross sections obtained when only the
one-step cross sections o'" were considered. As ex-
pected, the difference between the solid and the dot-
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FIG. 1. Comparison of the calculated (p,p') cross sections summed over the 10 MeV energy bin shown with the corre-
sponding experimental data. The data were taken from Ref. 23. The solid lines represent the sum of one- and two-step
cross sections, while the dotted lines represent only the one-step cross section.

ted lines, i.e., the contribution of the two-step cross
sections u' ', increases as Ez decreases, making o' '

the dominant component for the lowest E~. In fact,
o' ' accounts for about 80% of the total cross sec-
tion for E& ——22 —32 MeV at large angles when

Bi is taken as the target.
In spite of the good overall fit shown in Fig. 1,

our theory is not completely free from trouble.
Take, e g., the Bi case, and look at the

E~ =42—52 MeV and 32—42 MeV angular distri-
butions. As the angle 0 is decreased, the experimen-
tal cross section keeps increasing, but the theoretical
cross section flattens off for 0&30', making the
discrepancy at the smallest angle, 8= 15', as large as
a factor of 2 to 3. We shall discuss this small-angle
problem later.

Another point, which is not seen offhand from
Fig. 1, concerns the absolute magnitude of the cross
sections. We note that the calculations of Ref. 5
used the ph-pair states as elementary states, and also
the LIFF of (4.7c). In using (4.7c), we fixed the

values of p~ in such a way that the resultant LIFF
represents as close as possible the average of fP(r).
The results of Fig. 1, obtained by using these p~,
agreed with the data even in magnitudes.

When the LIFF of (4.7c) is used, however, it is
possible to test the validity of the pt values thus em-

ployed. It is to see whether the energy-weighted
sum rule (EWSR) (Refs. 18 and 24) is obeyed or
not. As noted by Tsai and Bertsch, 5 the pt's we
used in Ref. 6 were somewhat too large, exceeding
the EWSR by a factor of about 2 for l &4. When
these P~'s were reduced, to satisfy the EWSR, the
theoretical cross sections were reduced accordingly.

As discussed in Sec. IV 8, we might improve the
situation by switching to the use of the RPA states
as elementary states. We thus performed in Ref. 9
calculations with RPA, and obtained some, but not
sufficient, improvement. (In Ref. 9, we stated that
the use of RPA solved the above magnitude prob
lem. Unfortunately, this conclusion was too prema-
ture; we later found an error in the calculations re-
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FIG. 2. Comparison of the calculated (p,p') cross sec-

tions summed over the 2 MeV energy bin shown with the

corresponding experimental data. The data were taken
from Ref. 23. The dotted line represents the one-step

cross section obtained by using the microscopic form fac-
tor, while the solid line was obtained by adding, to this

one-step cross section, the two-step cross section estimat-

ed in the way explained in the text, and also the contribu-

tion from the (p, d*) process.

l60

ported there. )
In spite of these problems, the rather good overall

fits to data achieved in Refs. 6 and 9 seem to sug-

gest that our approach formulated in Secs. II and
III is basically correct. The source of the trouble
might then be traced to the use of somewhat over-

simplifying approximations introduced in Sec. IV;
in particular, the use of the LIFF. If it is indeed
the case, a possible way out is to switch to fully mi-
croscopic calculations, which means to stay, e.g.,
with Eqs. (4.1) and (4.2), without a further simplifi-
cation. Note that several authors have investigat-
ed microscopic calculations, although their use was
limited to discrete state transitions.

Since we are to use microscopic form factors
(MFF), we shall refer to these calculations as MFF
calculations, as opposed to LIFF calculations,
which may also be called CFF calculations because
of the use of the collective form factors, as seen in
(4.7d). Our investigations of the use of the MFF
are still underway, ' but a few interesting prelimi-

nary results have nevertheless been obtained. In
these preliminary calculations, we used the ph-pair
states, rather than the RPA states. Also the MFF
calculations were done only for one-step transitions.

We show in Fig. 2 a result of such calculations
for the Bi(p,p') reaction, with E„=17—19 MeV,
just above the giant-resonance region. The dashed
curve in Fig. 2 represents the one-step cross section,
obtained as a sum of about 200 microscopic cross
sections, pertaining to various ph pairs and to I s
that range from 0 to 10. As is seen, the cross sec-
tion underestimates the experiment by an angle-
dependent factor, whose value ranges from 1.7 to 3.
We know, however, that increased theoretical cross
sections are obtained if we switch to the use of the
RPA states, and then add two-step contributions.
The (angle-dependent) increment factor, with which
the thus obtained final cross section would exceed
the above one-step cross section, can be estimated
from our previous calculations. '

Multiplying the one-step cross sections in Fig. 2
with the thus estimated increment factor, and fur-
ther adding the (p,d~) cross sections, to be ex-
plained below, we obtained the cross section
represented by the solid linc in Fig. 2. As is seen, it
agrees with the data at all angles, thus removing
both the small-angle and the magnitude problems.
As will be clarified shortly, the small-angle problem
was removed by the addition of the (p,d~) cross sec-
tions. On the other hand, the magnitude problem
was removed by the use of the MFF.

Note that to obtain increased (one-step) cross sec-
tions by the use of MFF does not contradict the re-
quirement imposed by the EWSR, which can be de-
fined only when LIFF is used. We have normalized
the strength of the two-body interaction, out of
which the MFF was constructed, so that we could
fit the experimental cross section exciting the col-
lective 3 state (at 2.61 MeV). With the use of this
interaction, we found that the MFF one-step cross
sections were 30% or so larger than the correspond-
ing LIFF one-step cross sections (with the LIFF
constructed so as to be consistent with the EWSR),
considering in both cases only the excitation of nor-
mal parity states. With the MFF, we also have
cross sections exciting non-normal parity states
(which we did not have with the LIFF), which
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FIG. 3. Comparison of the calculated (p,p') cross sec-
tions with the experimental data of Ref. 23 at E„=7,11,
and 15 MeV. The differences between the solid and
dashed lines represent the (p, d*) cross sections.

turned out to be close to half of the cross sections
for exciting the normal parity states. Combining
these two sources of increments, we found that the
one-step MFF continuum cross sections were nearly
twice as large as were the corresponding LIFF cross
sections. This is why the use of the MFF removed
the magnitude problem, which was not possible
with the LIFF.

We shall now explain what is meant by the (p, d~)
cross sections. They are interpreted as the proton-
singles cross sections that result from one-nucleon
pickup processes. Contrary to the usual (p, d) reac-
tions, however, we consider that the resultant sys-
tems (2p) or (pn), which we collectively denote by
d*, are in metastable states, and thus eventually de-

cay into two nucleons. It is known that, for E~ as
high as 62 MeV, the (p, d) cross section leading to a
low-lying discrete state is rather small, because of a
very severe momentum mismatch. When the inter-
nal energy of the d* becomes appreciable, however,
the c.m. energy of d~ relative to the residual nucleus
is reduced accordingly, making the (p, d~) reaction
rather well matched. It is thus expected that the
(p, d*) cross section can become appreciable. How
large they really are is seen in Fig. 3.

The dashed lines in Fig. 3 correspond to the cross
sections that were represented by the solid line in
Fig. 2, except that the (p, d~) cross sections have not
yet been added. As is seen, they fit the data nicely
at larger angles, but underestimate the experiment
severely at smaller angles, revealing the small-angle
problem. If we add the (p, d*) cross sections, how-
ever, we obtain the total cross sections, represented
by the solid lines in Fig. 3, which now agree very
well with experiment. It is thus seen that the con-
sideration of the (p, d~) processes indeed solves the
small-angle problem. We remark here that we have
discussed this on two earlier occasions. "' We fur-
ther note that Holmgren et ai. also discussed this,
although they used plane waves, rather than distort-
ed waves, in their discussion.

In presenting the (p, d~) contributions in both
Figs. 2 and 3, we multiplied, by a factor of N =2.5,
the cross sections that were obtained from the cal-
culations explained above. This factor should not,
however, be regarded as an arbitrary factor. Re-
cently, theories ' were developed on how to calcu-
late the singles cross sections in processes in which
the intermediate state is a three-body system, just as
here we have the d~ plus the residual-nucleus sys-
tem. Take, e.g., the case in which d*=p+n.
What we have calculated, in the way described
above, were only the cross sections for the processes
in which both p and n fiy away. There occur, how-
ever, also processes in which the n is recaptured by
the residual nucleus, and it can also contribute to
the proton singles cross sections. We showed that
this direct reaction followed by fusion (DRF) cross
section can be very large. Although we have not
done the DRF calculation for the present (p, d~)
process, it is very likely that the above factor
N =2.5 is explained this way.

We have discussed so far only the (p,p') cross
sections. Very recently, however, Sakai et al.
measured the analyzing power, Az, by using a 65
MeV p beam, and we have analyzed this new data
as well, although it is preliminary in the same sense
as is the result presented in Fig. 2.

We compare in Fig. 4 our results with experi-
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based on the MSDR theory. This conclusion con-
tradicts that of Bertsch and Tsai (BF),' who
stressed that the DR theory predicted cross sections
too small to account for the experimental magni-
tudes. We note, however, that BF calculated the
spectrum only at 20', where, as we showed above,
the cross section is dominated by that of the (p, d~)
process. BF did not consider this process. They
also did not consider the two-step processes, which
are not so small at higher E„, even at angles as
small as 20'. Our cross sections at 20' were nearly
one order of magnitude larger than were those of
BF. It is thus seen why two contradictory con-
clusions were drawn.

In concluding this subsection, we note that all the
calculations we discussed in this subsection were
performed by using the optical potential parameters
proposed sometime ago by Menet et al. '

-0 2-

I

40
I

f600 80 e l20

FIG. 4. Comparison of the calculated analyzing power
of the {p,p') reaction with experiment of Ref. 30. The
solid line represents the analyzing power calculated by
using the microscopic form factor, while the dotted line is
that obtained by using the collective form factor.

ment, again with a Pb target and for E„=15-17
MeV, as in Fig. 2. As is seen, the results of the
MFF calculations, presented by the solid line, agree
rather nicely with experiment, showing that our
method is capable of fitting data, even data as sub-

tle as A~. It should, nevertheless, be kept in mind
that we used the ph states as the elementary states.
The use of the RPA states, the addition of two-step
contributions, and so forth, might modify the re-
sults somewhat. Note also that the calculation was
done for E~ =62 MeV, while the data were taken
with E~ =65 MeV.

Figure 4 also shows, as a dotted line, the results
obtained with LIFF, and of course with V»+0. It
is seen that the resultant Az oscillates very violently,
with amplitudes far too large compared with experi-
ment. %Then the LIFF is used, contributions from
different 1 seem to behave too similarly.

The results of more sophisticated MFF calcula-
tions ' may differ somewhat from the above prelim-
inary results, but it seems unlikely that the differ-
ence is drastic. Assuming that it is indeed the case,
one statement we may make, based on the above re-
sults, is that the magnitudes of the (p,p') continuum
cross sections are accounted for by the calculations

B. (p, n) reaction

As the second example of applying our method,
we chose the Pb(p, n) reaction, taken with Ez ——45
MeV. The calculation was done some time ago,
by using the very simple-minded LIFF of the type
given by (4.7c). We have not attempted since then
to replace this earlier calculation by more sophisti-
cated calculations, as was done for the (p,p') reac-
tions, and was explained in Sec. V A.

Very little modification needs to be made in go-
ing from the (p,p') to the (p, n) calculations. In the
calculations of Ref. 8, we considered the one-step,

(p, n), and the two-step, {p,n, n') and (p,p', n) pro-
cesses. The treatment of the inelastic steps, (n, n')
and (p,p'), involved in these two-step processes, was
done in exactly the same way as it was in Ref. 6. In
particular, we used (4.7c) for the form factor, with
P~=0.028 for 1=0 and 2, and P~=0.023 for
1 =3—6; we found it unnecessary to consider /

beyond 6.
As regards the (p, n) step of the reaction, one

modification we had to make was to replace the
spectroscopic density, which had been constructed
corresponding to the creation of the ph pairs (of the
same kind of nucleons), by that corresponding to
the creation of the proton-particle —neutron-hole
pairs. One can easily see that the formulas given by
Eqs. (4.6) and (4.7) can be used again for this pur-
pose. As for the form factor, we did not use (4.7c),
but f~(r) =p~ Re( U), i.e., the real part of the
Woods-Saxon potential multiplied with p~

——0.0038
for 1=0—2, and P~=0.003 for 1=3—6. Note that
the ratio (p~)'~"'l(p~)'""""', of the p~'s, reproduces
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We also note that the magnitude problem that we
encountered with the results in Fig. 1, is encoun-
tered here again, because the P~ values we used for
the inelastic steps (see above) are the same as those
used in Ref. 6, and thus (apparently) contradict the
EWSR. However, what we showed in Sec. V A was
that the more sophisticated calculations, using the
RPA and MFF, justified the calculations of Ref. 6.
The same argument can be used here again to justi-
fy the calculations of Ref. 8. We may thus be able
to say, to the same extent as we did in Sec. VA,
that our MSDR calculations fit the continuum

(p, n) data, including the magnitudes.

C. (p, a) reactions

.2
( 1 I I I t t l I t
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FIG. 5. Comparison of the calculated (p, n) cross sec-

tions with experiment of Ref. 32. The solid lines

represent the sum of the one- and two-step cross sections,

while the dotted lines represent only the one-step cross

section.

(approximately) the ratio of the strengths of the
T =1 and T =0 components, known for the effec-
tive two-body interactions. As for the optiml
model parameters, we used those of Refs. 31 and 33
for proton and neutron channels, respectively.

The results of the calculations thus performed
are reproduced in Fig. 5. As was the case, e.g., in

Fig. 1, the solid lines represent the sum of one- and
two-step cross sections, while the broken lines in-

clude only the one-step cross sections. As is seen,
the solid lines fit the data very well. It is also seen
that the dashed lines underpredict the data, in par-
ticular for lower E„and larger 0, . All these
features are very much the same as they were in
Fig. 1.

In fact, we observe one more very interesting
similarity between Figs. 1 and 5. Regarding Fig. 1,
we pointed out the presence of a trouble, which we
called a small-angle problem. One then sees that
the same problem also reveals itself in Fig. 5. In
Sec. V A, we showed that the problem was nicely re-
moved by considering the (p, d*) contributions. One
may very well expect that the same recipe applies
here too.

In Fig. 6, we have reproduced our (p, a) analysis,
reported earlier in Ref. 7. In the left-hand column
of this figure, the angular distributions of the ob-
served cross sections (taken originally with 1 MeV
intervals, which we integrated over 4-MeV widths)
are compared with the calculations. The results
represented by dashed lines include only the one-

step (p, a) processes, and are seen to underpredict
experimental values significantly, particularly for
lower E . When two-step contributions are added,
however, the theoretical cross sections are replaced
by those represented by solid lines, which are in
good agreement with experiment.

In the right-hand column of Fig. 6, we give spec-
tra taken at several angles. One again sees good
agreement with experiment for higher E, but no-
tices a significant discrepancy at lower E . This
discrepancy was caused, however, simply because
we neglected the evaporation components. Later,
we performed a Hauser-Feshbach type calculation,
and found that this discrepancy was easily removed.
Discrepancies are also noticed in the smaller angle
spectra, at around E =45 MeV; theory failed to
produce a shoulder which experimental spectra had
in this energy region. This, we believe, is due to an
excitation of the pairing-vibrational state (caused by
a picking up of a correlated neutron pair; a proton,
which is also picked up, is playing the role of a
spectator}. We also found that the gap was easily
filled by adding the contributions of this specific
mode.

Recently, Dragun et al. used the formalism we
presented in Ref. 7, and analyzed Nb(p, a) and" Sn(p, a) data. Our analysis dealt with protons
with E& ——62 MeV, while in the mse of Dragun
et al. , Ez was 44.3 and 34.6 MeV. Because of the
lower E~, it appears that they were able to obtain
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FIG. 6. Comparison of the calculated (p, a) cross sections with experiment of Ref. 34. In both (a) and (b), the solid
lines represent the sum of the one- and two-step cross sections, while the dotted lines in (a) represent only the one-step
cross section.

good agreement with the data by considering only
the one-step direct reaction contributions, and those
of the Hauser-Feshbach processes. See a few fig-
ures in Ref. 35, where one finds that the agreement
with data achieved is indeed very good. One
nevertheless sees that the theory underpredicted the
data slightly, for smaller E~ and larger 0, indicating
that the two-step processes may not be entirely
negligible, even for the lower Ez.

%e shall now proceed to the analysis of the A~
data in the (p, a) continuum; see also Ref. 37 for

similar data. Since the data were taken with

Ez ——65 MeV, we will have to consider at least one-
and two-step processes, as we did in Ref. 7. Re-
garding the two-step processes, we may take the
(p, a,a') and the (p,p', a) as two of the most impor-
tant two-step processes. In Ref. 7, however, we cal-
culated accurately only the (p, a,a') cross sections,
and multiplied them by a factor of 4 before adding
them to the one-step (p,a) cross sections. The mul-
tiplication by factor 4 was done with the assump-
tion that the (p,p', a) process would behave very
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similarly as does the (p,a,a') process, and that these
two processes would interfere constructively.

Before starting the analysis of A~, we first tested
the validity of the above assumption, and found
that (p, a,a') and the (p,p', a) processes did not
behave so similarly, contrary to what we had
thought. (See below. ) We also noticed that, in the
framework of our calculations, it was more reason-
able to consider that these two processes do not in-
terfere, than to consider them to interfere. To see
this, it is sufficient to look back, e.g., at Eq. (2.13).
As is seen, once a mode of transition is chosen, the
continuum cross section is given as a sum over
states 18) and

~

C) (in addition to having an in-

tegration over E corresponding to the energy of
1C)). In other words, Eq. (2.13) holds separately

for the (p, a,a') and (p,p', a) processes, in the
present example, and thus there is no way for them
to interfere. The absence of the interference result-
ed because the states that are actually excited are
complicated nuclear eigenstates, not the simple ele-

mentary states which allowed us to use statistical
arguments to arrive at Eq. (2.13).

In carrying out the calculations, we used the (en-

ergy dependent) optical model parameters of Menet
et al. ' and of Sheperd et al. , respectively, for the
proton and the a channels. The calculations were

performed, for simplicity in manipulating the spec-
troscopic densities, for the Zr(p, a), rather than
the Nb(p, a) reaction of Ref. 30. The ground state

Q value for the Zr(p, a) reaction is Qs, ——6 MeV.
Following the general prescription, explained in

Sec. IVD, we first calculated the one-step (p, a}
cross sections for three choices of E: E =71, 53,
and 35 MeV, i.e., for Q =(E~ Ez)=6, —12—, and
—30 MeV. [In the following we shall refer to this
triad of the Q values as (Q~, Q2, Q3) or collectively

as {Q J.] The cross sections for other E were then

obtained by a logarithmic interpolation. For the
two-step processes, accurate DWBA calculations
were first performed for six pairs of Q values. The
choices made were such that (E,E' )=(71,71),
(71,53), (71,35), (53,53), (53,35), and (35,35}MeV for
the (p, a,a') processes, and that (Ez,E )=(65,71),
(65,53), (65,35), (47,53), (47,35), and (29,35) MeV for
the (p,p', a) processes. [Note that in either case we

have (E E&)={QI or (E—~ Ez)=IQI. ] Th—e
cross sections for other pairs of (E,E' ) or of
(Ez,E~) were obtained by using a two-dimensional

logarithmic interpolation.
For the inelastic processes, either of protons or of

a' s, the first derivative of the optical potential, i.e.,
the LIFF of (4.7c), was used as the form factor. As
for the spectroscopic density p't""'(E„), we used that

40 Ea = 51-55 MeV
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E
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0

Ea = 43 47 MeV
eo

20—

0.01 Ea =35 39 MeV
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FIG. 7. Comparison of the calculated (p, a) cross sec-
tions and analyzing powers with experiment of Ref. 30.
The solid lines include both one-step (p, a), two-step
(p, a,a'), and (p,p', a) contributions.

of Ref. 9, i.e., that which is given by (4.9}, rather
than that of Ref. 6, i.e., that which is given by
(4.4b) combined with (4.7a). The use of the former,
which includes the ground-state correlation, i.e., the
collectivity effect, makes pI~ '(E„) larger, particu-

larly for lower E„.
The construction of the form factor pertaining to

the triton pickup was made as follows. As shown

above, all three processes involve the triad {Q] for
this pickup step. We constructed the triton c.m.
wave function as bound in a Woods-Saxon poten-

tial, with the binding energy corresponding to the
particular choice from the {QI. We further chose
things so that this wave function had {(n,l }J
= (3,4), (2,4), and (1,4), respectively, for Q = Q&, Qz,
and Q3, where n and l are, respectively, the node

number and the orbital angular momentum. Note
that these (n, l )'s have the total (oscillator) quantum

number N =2n+l=10, 8, and 6, which are the
representative values of the sum of quantum num-

bers of the three nucleons to be picked up for each
choice from the {QJ. Finally, we used (4.10b) for
the spectroscopic density pij"'(E„) to be used for the

(p, a) step.
The results obtained in this way are compared

with experiment 0 in Fig. 7. The agreement with

the experimental angular distribution, seen in the
left-hand column of Fig. 7, is about the same quali-

ty as seen in a similar comparison made in Fig. 6.
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To obtain this fit, we used for the Do factor (of
the zero-range DWBA. thtxiry} a value of 141
MeVfms~i. To the extent that this Do value is ac-
cepted, the fit shown in Fig. 7 includes that of the
magnitude.

In the right-hand column of Fig. 7, we compare
the calculated Az with experiment, and it is seen
that a very good agreement was achieved for the
two lower E~ bins. In the highest E~ bin, however,
the theory underpredicts experiment by a factor of
about 2 for 8& 60', possibly indicating that for such
high E~, the calculation we have performed was an
oversimplification. To perform a less simplified
calculation is not difficult, however, once we con-

centrate on a high E~ region. A high E means a
low E„which results in a very limited number of
elementary states. To treat these elementary states
individually is not so difficult, and the above

discrepancy may hopefully be removed in this way.
The A~'s in all the E bins are characterized by a

large bump in the 8=70'—160' region. Our calcu-
lation shows that this bump is mainly due to the

(p,a,a') process. As seen in Fig. 8, which shows

for the E~ =43 47 MeV b—in the separate contribu-
tions of the above three processes, the (p,a,a') is by
far dominant over the other two, and this process
also has a large bump in the large angle region. It
is thus seen that the experimental bump is indeed

accounted for largely by the (p, a,a'} process.
Figures 7 and 8 should have been the same as

Figs. 1 and 2 of Ref. 14, because the same data were

analyzed in (essentially) the same way. Actually
they differ, because we discovered an error in our
computer program after Ref. 14 was published, and

what we gave in Figs. 7 and 8 are results of our
reanalysis made after the above error was corrected.
In Ref. 14, we remarked that the dominant process
was (p,p', a). This should be replaced by the correct
statement made above that the dominant process is
(p,a,a'} instead.

VI. COMMENTS ON RELATED THEORIES

A theory which was used extensively in the past,
in order to fit continuum spectra, is the so-called
preequilibrium decay (PED) model, first proposed
by Griffin and then developed by Blann. Al-
though this early model was successful in fitting
data that showed deviation from the predictions of
the equilibrium decay model, it had a shortcoming
in that it could predict only angle integrated spec-
tra.

In order to remove this trouble, Manzouranis,
Weidenmiiller, and Agassi (MWA) (Ref. 41) refor-
mulated the PED model, and arrived at an expres-
sion for the continuum cross section, which may be
written, somewhat schematically, as

cr(E;8)= g Ip„(E„)o„(E,E',8,8') dE'd8' .
n=1

(6.1)

In (6.1), the nth term is the nth step contribution to
o(E;8), and involves a 2(n —1)-fold integral over
the intermediate energies and angles, which are
written symbolically as E' and 0', respectively, The
level density p„(E„)of (6.1) is evaluated in terms of
the exciton model, and is not very much different
from our p, introduced in Sec. IV. Thus, the MWA
theory appears rather close to ours.

There is, however, an important difference.
While we calculate the elementary cross sections
based on the DR theory, applied to a finite nucleus,
MWA calculates o„ in (6.1) based on a cascadelike
theory, applied to an infinite nuclear matter
Perhaps because of this, the series in (6.1) appears
rather slowly convergent, making ir(E;8) depend
sensitively upon the choice of X. In other words,
MWA theory involves X as a parameter which is
rather ad hoc.

When E is chosen appropriately, the MWA
theory fits experimental spectra rather nicely, par-
ticularly at the lower energy end. For the higher
energy end, however, the theory often underesti-
mates the experimental cross sections, which, we
believe, is again due to the use of the infinite
matter. As is well known, the DR theory which we
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use emphasizes the peripheral region. It allows for
a large fraction of the projectiles to leave the in-
teraction region, only after a very small number of
steps, resulting in sufficiently large cross sections
for high energy components. When an infinite
matter is assumed, on the other hand, there remains
little chance for the higher energy components to
survive. Another possible problem with this ap-
proach is that, when the outgoing particle is, e.g., a,
its preformation probability would have to be as-
sumed.

The intranuclear cascade (INC) model, developed

by the Oak Ridge and Brookhaven groups, ' was
of course applied to finite nuclei, and was very suc-
cessful in fitting data taken for protons with a few
hundred MeV incident energy. When used to
analyze data for protons with a few tens of MeV en-

ergy, however, a difficulty was encountered; the
predicted cross sections fell off too fast as the angle
was increased. The INC assumes a straight (clas-
sical) path between nucleon-nucleon collisions.
Thus the diffraction, which is taken into account

automatically when the MSDR theory is used, is
not included in the INC calculations. This is likely
the origin of the above mentioned trouble.

Several authors' ' had used DR theory to fit
continuum spectra before or after we started our
own MSDR work. ' Nevertheless, their calcula-
tions were limited to one-step processes, thus re-
stricting the applications to data with comparative-
ly low energy projectiles, or to the high-energy end
of the spectra when dealing with data with relative-

ly high energy projectiles.
In a more recent paper, Feshback, Kerman, and

Koonin (FKK) (Ref. 47) presented a MSDR theory
for continuum which is very similar to ours. Since
their presentation is not as explicit as ours, it is
somewhat difficult to compare these two theories in
every detail. It will, nevertheless, be safe to under-
stand that both theories derive the one-step cross
sections in the same way. As for the two-step cross
sections, we may understand that the FKK formula
is also represented by our formula given by (4.5a), if
our (4.5b) is replaced by

doq q (Eq,E,;Bs)IdQb (k, /16m ——)J [drrg"(Eb, E, ;Bi,Q, )IdQb][daJ", (E„E,;Q,O)IdQ, ]dQ, . (6.2)

In (6.2), the one-step cross section do'"/dQ has an
explicit dependence on Q, ( =k, ), which is the direc-
tion of the momentum, k„of the projectile in the
intermediate channel c. The magnitude of k, is, of
course, related to E, by E, =iri~k, /2p, .

Before obtaining (6.2), FKK arrived at an expres-
sion for the two-step amplitude which is very much
like ours given, e.g., by (3.17b) together with (3.15b).
They made several approximations, however, which

I

we have not, and this resulted in a much simpler ex-
pression given by (6.2}. We shall now show what
approximations are made in FKK.

In order to simplify the presentation, we shall re-

strict ourselves to the case with s =0. With this re-

striction, the distorted waves in the k representa-
. tion, as used by FKK, rather than in the partial
wave representation, as we have used above, are
given as

X'+'(k, r)=(4rl«) gi'Xi(r) g Yi (r)Y~' (k),
1 m

X' '(k, r) =(4r/kr) g i'Si Xi+ Yi~(r) Yi~(k) .
l m

(6.3a)

(6.3b)

We also have to have X'+'(k, r } and X' '(k, r },which are outgoing and incoming wave solutions of (3.6a), in
which D, is replaced by D,' (an optical model with a source term). They are normalized as

JX'+"(k,r)X'+'(k', r}dr= JX' (k, r)X' '(k', r)dr=(2n) 5(k —k'), (6.4)

and also have a property that

JX'+' (k, r)X' '(k', r)dr=(2m) k 5(k —k')QSi 'g Y(~(k)F(~(k) .
l m

(6.5)

In (6.5), Si is the elastic scattering S-matrix element. In the event that Si = 1 for all 1, the rhs of (6.5) becomes

the same as that of (6.4).
By using (6.3), it is not difficult to show that we obtain
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dog, 'g, (Es&E,&it)s)/dQb = phd, , (2mA' ) (kb/k, )

X g ~

(X' '(kb)
~

ut ~ ~X'+'(k', ))[E,' E—, i—e]
m&m2

(X + (k,')
i ui, ~, iX'+'k, ))dk,'/(2m)

i
. (6.6)

Here vt (r)=f(r)Y~ (r). The two-step cross sec-
tion given by (6.6) is still exactly the same as that
given in Sec. III. Note that the matrix element in
(6.6) that describes the first-step transition is of the
form (X'+'

~

v
~

X'+'), rather than (X' '
~

u
~

X'+'),
which one encounters with, e.g., the one-step
DWBA amplitude. The appearance of the
(X'+'

~

v
~

X'+') element is due to the biorthogonal-
ity nature of the distorted waves, as exemplified by
(6.4).

We shall now list three approximations made by
FKK: (i) to ignore the biorthogonality, that is, to
replace (X'+'

~

u
~

X'+') by (X'+'
~

X' ')
)& (X' ' u JX'+') (which is still exact), and then to
set (X'+ ~X' ')=1. Since (X'+'~X' ') is nothing
but the lhs of (6.5), this approximation is the same
as to assume S~ ——1 for all l, as discussed following
(6.5). (ii) To replace [E,' E, ie] —' f—actor in (6.6)
by ia5(E,' E, ), i.e., t—o make the pole approxima-
tion of the Green's function. (In FKK, the use of
the pole approximation was done in a slightly dif-
ferent manner, but the results are the same. ) Note
that the d k,' integral in (6.6) is now replaced by a
dk,

'
integral. (iii) To insert a 5(k,' —k,") factor in

the dk,
'
dk,

"
integral that results when the (absolute)

square is taken in the summand of (6.6). If all these
three approximations are made, (6.6) reduces to
(6.2).

A11 these approximations are rather drastic, at
least from the point of view of using the MSDR
theory in fitting data of discrete state transition. It
may, nevertheless, happen that the errors intro-
duced by the use of these approximations are
washed out when continuum cross sections are con-
sidered, a point of view which appears to have been
taken by FKK. In any case, we feel it desirable to
carry out detailed numerical investigations to assess
the validity of the FKK approximations.

Among the three approximations, (i) tends to un
derestimate the cross sections (sometimes rather
drastically). This is because ~Si

~
&&1 and thus

~St '~ &&1, for some important / values. When
approximation (i) is made,

~
Si '

~

is set equal to 1,
making the amplitude pertaining to this l much
smaller than it is when evaluated more accurately.
Approximation (ii) may also tend to underestimate
the cross section, although it would vary from one

I

case to another. Compared with the above two, (iii)
seems to tend to overestimate the cross section; we
have experienced this in a few sample calculations
which produced two sets of results, with and
without this approximation.

Under favorable situations it may happen that
the above opposing tendencies work together, so
that the continuum cross sections predicted with the
FKK approximations agree rather closely with
those that are calculated with a less approximate
method, like ours. Under unfavorable situations,
however, it may not be impossible that two results
differ significantly. We are currently investigating
how these two compare under various conditions.

Very recently, Bonetti et al. applied the FKK
theory for the analyses of several (p, n) continuum
data. Contrary to our earlier work, which was
limited to the Pb(p, n) reaction with Ez ——45 MeV
(see Sec. V B), they analyzed more cases with several
different targets, and with Er ranging from 25 to 45
MeV. It. is seen that good fits to data were ob-
tained, in general, although there. are seen also cases
in which fits are not necessarily very good.

Limiting to the Pb(p, n) reaction with Ez ——45
MeV, for which two types of calculations are avail-
able (ours and FKK's), we may say that the predic-
tions of the two theories are rather similar. For one
thing, both theories fit data with about the same
quality. For another, both show that it is necessary
and (almost) sufficient to consider one- and two-
step contributions.

There are, nevertheless, subtle differences. The
relative significance of the two-step contributions is
somewhat larger in the calculation of Bonetti et al.
than it is in ours. This means that in their calcula-
tions, e.g., the contributions of the three-step contri-
butions of the three-step processes are not entirely
negligible. (We have not estimated the three-step
contributions with our method. ) We do not know,
at this moment, whether this difference originated
from their use of the FKK approximations, as we
mentioned above, or is due to their use of the
strengths of the p-n and p-p (and n-n) interactions,
which were taken as adjustable (within relatively
narrow ranges). Further investigations do seem
necessary before we can answer these questions une-

quivocally.
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VII. CONCLUDING REMARKS

We have explained first why we believed that the
MSDR theory could be used to analyze continuum
data, and then presented formulation of the calcula-
tions to be performed. In the few examples that we
showed, it was seen that the fits to data, achieved
with our method, were in general very good.

All the examples we considered were reactions in-
I

duced by protons with E~ =65 MeV or less, and we
showed that it was sufficient to consider one- and
two-step contributions. One may naturally ask
whether the three-step contributions were indeed
negligible, or more generally, whether our expansion
does converge.

From the forms of Eqs. (4.4a) and (4.5a), one
may easily guess that the three-step cross section is
written, somewhat schematically, as

do' '/dEdQ= g g g Ifp(E„)p(E„')p(E„")do' " /dQ . (7.1)

The threefold summation is over the transferred an-
gular momenta in three steps, while the twofold in-

tegrals are over the two intermediate energies. The
third order DWBA cross section do' " /dQ may
be very small, but its smallness may be compensated
for by the presence of the threefold summation.
The question is whether or not the p factor in the
integrand can be sufficiently large.

To make the matter explicit, let us keep in mind
a (p,p') reaction with Ez ——60 MeV, and consider
the excitation of the target by 30 MeV. It is then
easy to see that the contribution of the p factor is
the largest when this total excitation energy is
shared equally by the three steps, i e., when
E„=E„'=E„"=10MeV. With this low E„,howev-

er, each p, and hence the p factor in the integrand,
remain rather small; and it eventually makes
do'3'/dEdQ much smaller than the corresponding
one- and two-step cross sections.

As the above example shows, there is always an

upper limit of the number of steps beyond which we
do not need to consider, once the upper limit of the
excitation (of the residual nucleus) to be considered
is fixed. For a given incident energy, there is a na-

tural upper limit to this excitation energy. There-
fore, there is also a natural upper limit of the num-

ber of steps to be considered. In this sense, our ex-

pansion is guaranteed to converge.
We have remarked above that the two-step calcu-

I

lations were already fairly time consuming, and
thus one might wonder what we could do, when it
indeed becomes necessary to calculate the three-step
cross sections. We have experienced in the two-step
calculations, however, that the cross sections, in
particular the angular distributions, were very
weakly dependent on the (pair of) transferred angu-
lar momenta, unless these angular momenta were
both very small. This situation would be more so
the case with the three-step transitions. This means
that we would not need to perform calculations for
all the triads of transferred angular momenta. We
may calculate accurately the cross sections for a
limited number of selected triads. The cross sec-
tions for other triads may be obtained easily and ac-
curately by using, e.g., an interpolation.

When projectiles other than the nucleon were
used, there occurs a process, the breakup process,
which very often dominates the continuum cross
sections. We shall not go into this subject in the
present paper, however. We have, along with a few
other authors, discussed this subject in a few recent
publications, and the reader is referred to these pa-
pers.
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