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The absolute cross section for the reaction C(a,X)"C has been measured from 0.64 to
2.8 GeV using a counter telescope to determine the alpha flux and a plastic scintillator tar-

get to determine the "C activity. The results are 55.6+2.2 mb (0.64 GeV), 49.2+1.9 mb
(1.2 GeV), 44. 1+1.8 mb (2.0 GeV), and 42.0+1.7 mb (2.8 GeV).

NUCLEAR REACTIONS C(a,X)"C,E=0.64, 1.2, 2.0, 2.8 GeV; mea-

sured absolute cross section.

I. INTRODUCTION II. EXPERIMENTAL PROCEDURE

The number of particles in the intense beains
delivered by accelerators in the intermediate and
high energy regions is generally measured indirect-
ly, very often using activation reactions. One such
reaction, particle+ C~"C+X, is widely used and
serves as a reference, ' since its cross section is rela-
tively easily determined. Because of its mode of
disintegration and the fact that it can be produced
in a plastic scintillator, "C induced activity can be
measured by an absolute method. Even with the
low intensity beams necessary when using absolute
measurement techniques (scintillation counter tele-

scope, nuclear emulsions), the induced activity can
still be easily measured because of the short half-life
of "C and the fairly large cross sections. While the
excitation function of the proton-induced reaction
C(p,X)"C is quite well known between 20 MeV and
300 GeV (Refs. 1 —3), cross section values for reac-
tions induced by other particles are scarcer and
available only for much narrower energy ranges.
Thus, when this work was begun, the excitation
function of the helion induced reaction C(a,X)"C
was known only up to 380 MeV, beyond which one
single cross section measurement had been made at
920 MeV. Using the Saclay synchrotron Saturne I,
we measured the cross section of this reaction for
subsequent use as a primary monitor of alpha
beams delivered by accelerators between 0.1 and 1

GeV per nucleon.

As discussed by Cumming, ' techniques available
for determining absolute cross sections of high ener-

gy reactions are quite limited. In the present exper-
iment, the alpha particle flux crossing a plastic scin-
tillator target in association with a counter telescope
was determined (Fig. la); the nuinber of "C atoms
was measured by means of the internal scintillation
produced from the "C positron decay in the target.
Once the system is in operation, a significant ad-

vantage of this method is the possibility of making
multiple determinations with only a slight increase
in effort. Its main drawback is the need to use low

intensity, well-controlled beams. This latter restric-
tion has been somewhat lessened by the availability
of faster electronic systems, but a careful approach
is still required.

A. Beam and telescope

The accelerator beam intensity was initially re-
duced to a minimum (=10 particles per cycle)
compatible with stable machine operation, which
requires continuous feedback of the internal beam.
The beam was extracted using a resonance extrac-
tion system and it was passed through variable col-
limators adjusted to give the desired maximum
operating flux ( = 10 particleslpulse). The beam
could then be further reduced by using a steering
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FIG. 1. Schematic diagram of the plastic scintillator
telescope system (a) and its associated electronics (b).

magnet to direct only a portion of the available par-
ticles through the second part of the beam line. It
was then passed through several more sets of bend-

ing and focusing magnets before arriving at the
counter telescope. Possible contamination of the
beam by deuterons and/or neutrons is discussed
below. This beam line cannot transport the max-
imum energy alpha beam (4.6 GeV) of the machine,
so our measurements had to be limited to 2.8 GeV.

The telescope consisted of three scintillators (NE
102 A} with the target placed between the first two
scintillators, as shown in Fig. 1(a). All three were 3
inm thick; the first two (A and B) having the same
diameter as the targets (38 mm). The third (C) was

larger (55 mm) in order to permit checks of beam
alignment and possible losses due to scattering,
beam size, etc. The scintillators were connected by
8 cm light pipes to XP 2020 photomultipliers, with

appropriate absorbers at the photomultiplier inter-
face for optimum operation at =2000 V. The post-
photomultiplier electronics, shown schematically in
Fig. 1(b), featured 60 mV discriminator thresholds,
4 ns pulse widths, and nominal dead times of 10 ns
(time-over-threshold discriminator). These charac-
teristics were verified by a double pulse generator.
However, in-beam measurement and analysis of

dead time losses suggest somewhat different "effec-
tive" characteristics (see the Appendix). For each
exposure, the integrated number of counts of singles

(Sz, Sii, Sc) pulses, prompt coincidences (Szs,
Sqc), and delayed coincidences (SD, with a delay of
35 ns between A and B}were recorded. The coin-
cidence Szz gives the raw measure of alpha parti-
cles, while SD enables evaluation of dead time losses

(delayed coincidences were not employed for the
0.64 GeV exposures). Every ten pulses, a running
total of Sqq was also recorded so that variations in
beam intensity during an exposure could be correct-
ed. The time between pulses varied from 2 to 2.4 s

depending on the energy of the beam. The time
profile of the extracted beam was in the approxi-
mate form of a triangle with a FWHM of =100
ms. In an attempt to reduce the microstructure of
the extracted beam to a minimum, the radiofre-

quency of the machine was turned off before extrac-
tion. Nevertheless, some structure was still evident.
The exposures were made at average intensities of
2X 10 to 4 X 10 alphas/pulse, which gave estimat-
ed instantaneous rates (deduced from the random
coincidence rates) of 3X10 to 8X10 alphas/s.
Exposures lasted from 5 —15 min, giving total in-

tegrated fluxes of 5 X 10 —7 X 10 alpha
particles.

B. Targets and "C counting

The targets were 3, 6, or 10 mm thick disks of
NE 102 3 or PILOT B scintillator plastic, 38 rnrn

in diameter and polished on all sides. The beam
spot size, checked before and during each exposure

by radioautograph (Polaroid film), was normally
(2 cm in diameter. In order to check possible edge
or alignment effects, two exposures were made with
the beam deliberately defocused so as to be much
larger than the telescope diameter. The results were
in excellent agreement with the normal runs, con-
firming an absence of problems. The "C measure-
ments of the irradiated targets were made in an un-

derground counting facility, where they were opti-
cally coupled with glycerol. A small light pipe at-
tached to a 5 cm photomultiplier tube (56 DVP)
served to center the scintillator and hold the optical
coupling fiuid. The mounting procedure was per-
formed under red light to reduce photocathode exci-
tation. The whole assembly was shielded by 5 cm
of lead. The photomultiplier signals were processed
through a standard preamplifier-amplifier-
discriminator-sealer system. The discriminator lev-

el was set at 60 keV using the y rays from an 'Am
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source, which was checked at each run with a mul-

tichannel pulse height analyzer. An automatic con-
trol system was used to print out and reset the
counting system every two minutes, with the decay
being followed from 2 to 4 "C half-lives. The time
between the end of exposure and the beginning of
counting was from 8 to 12 mins, and initial "C
count rates were 250—3000 cpm. To increase the
rate of data taking, two systems identical to that
described above were used.

III. ANALYSIS OF DATA
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Using a least squares program, the "C decay
curves were fitted to two components, one having a
half-life of 20.39 min, the other a constant back-
ground, which was measured for the targets several

days after irradiation, when all the "C had decayed.
Fits were also made leaving the background quanti-

ty a free parameter. Averaged over all exposures,
the difference in "C fits between the two pro-
cedures was (0.8+0.9) %. The measured back-
ground fit was used in the final cross section calcu-
lation. The average X for these fits was 1.2+0.3.
The average calculated error in the "C from the de-

cay fits is (1.0+0.4) %%uo. From the measured "C ac-
tivity, the total number of "C formed was calculat-
ed by correcting for decay during irradiation, in-

cluding effects of variable beam intensity. A
branching ratio of 0.998 was assumed for "C p+
decay. A carbon weight fraction of 0.9152 was used
for both NE 102 and PILOT B targets. The targets
were thick enough for effects due to "C diffusion
losses to be neglected.

"C detection efficiencies have been measured in

separate experiments, with higher intensity beam,
by the 4n P-y coincidence method. Experiments
were carried out with 3, 6, and 10 mm thick targets,
and with 16, 50, and 60 keV energy thresholds (the
discrimination threshold was calibrated in energy
with Fe, Co, Zn, ' Cd, and 'Am sources). A
summary of results, together with previous mea-

surements ' "under similar conditions, is given in

Fig. 2, which is a plot of the detection efficiency
variation versus scintillator thickness for all the
three thresholds. In cross section calculations, effi-
ciency values of 0.930, 0.945, and 0.955 (+0.010)
were used (the p detection threshold being fixed at
60 keV) with 3, 6, and 10 mm thick targets, respec-
tively.

0.1 0.2 0.5 l 2 5
scintillator thickness xT (cm)

FIG. 2. "C detection efficiency ep as a function of
scintillator thickness xT for 16, 50, and 60 keV thresh-
olds. References 8—11 for 3.2 mm thickness, Ref. 11 for
3.8 mm, Ref. 5 for 25.4 mm, and this work for 3, 6, and
10 mm (error bars are omitted for the sake of simplicity;
0.5 to 1% for 50 and 60 keV thresholds, 0.1 to 0.2' for
16 keV). 0, Q, denote efficiency with thick reflector
screen (1.5—1.6 mm Al); 0, 4 denote efficiency with thin

reflector; the triangle is for the 50 keV threshold. The
solid curve is the best fit (Ref. 11)of nine results for scin-
tillator thickness between 0.16 and 0.66 cm with a thin
reflector and narrow beam (ep ——0.9964—0.0019/xT).
The dashed curves are guides for the eye, only for thin re-
flector.

S. Corrections

1. Effect of target on coincidence AB. A number
of comparisons of the coincidences to singles ratio
Sza/Sz were made at 1.2 GeV, with and without
target. This enabled us to establish a correction fac-
tor of 3.4)&10 xT for the measured coincidence
rate, where xT is the thickness of the target in

g/cm . This same factor was used to correct the
measured beam fiux at all energies.

2. Dead time corrections As mentione. d earlier,
the experimental technique adopted requires a care-
ful evaluation of dead time effects. This is especial-

ly true in our case because of the relatively poor
duty cycle of the available a beam and the resulting
high instantaneous particle fluxes. The methods we
considered for making these corrections are
described in the Appendix. To use these methods
requires making a sufficient number of exposures
over a large enough range of intensities.
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3. Deuteron contamination One of the disadvan-

tages of reducing the beam by collimation is that a
significant number of H are produced by the
breakup of alphas on the collimator edges, so that
any H produced with little momentum change can
be transported and focused with the alphas, and so
produce "C in the target. Having the same rigidity
as the alpha, these H will give a signal in the tele-
scope. This signal is equal to one quarter of the
alpha's, a value below the setting of the telescope
discriminator levels. To look for such particles, we
monitored the output of one of the telescope scintil-
lators on an oscilloscope. There was occasional evi-
dence of them, particularly when the steering mag-
net reduced the beam intensity to its lowest level (in
these conditions, there is a tendency to take the
"tail" of the main beam, hence there is a greater
susceptibility to edge effect in the collimator}. We
have no quantitative information on the magnitude
of this H contamination. Comparison of exposures
containing this contamination with those where
none was seen gives no systematic differences
within our detectable limits (=3%), which indi-
cates that the effect of this occasional contamina-
tion is small. We have therefore allowed for a pos-
sible 3% systematic error in our final results to cov-
er this effect.

4. Neutron contamination. To check for the ef-
fects of fast neutron background at the position of
our experiment, a "blank" target was placed =10
cm to one side of the telescope during one of our 2.8
GeV exposures. The activity of this blank was
2.6% of the irradiated target. This can probably be
considered an upper limit since it neglects any con-
tribution from a charged particle "halo" at this po-

0.)5

sition. For this reason, a correction of
( —1.3+1.3) % has been made, which assumes the
neutron contribution to be the same at the position
of the telescope, and to be constant for all energies
and intensities.

5. Secondary production M. any of the alphas
which interact in the target give rise to high energy
secondary particles, which can also produce "C.
These are mostly in the forward direction, and we
have estimated their effect in separate experiments

by exposing target stacks in a high beam intensity
and comparing the specific activity in the front and

back disks. The results of these experiments lead to
the coefficient of secondary activity production a
(in cm /g), which depends on energy in the follow-

ing form:

a =0.0665+0.0388 lnE~,

where E~ is the alpha energy in GeV. Figure 3
shows this fit and experimental values of a at
0.6—3.3 GeV. For a target of thickness xz
(g/cm ), the increase in apparent activity is there-
fore given by a[(xT/2)+x], where x refers to the
thickness of matter present in front of the target
(telescope scintillator A). Although this technique
does not take backward moving secondaries into ac-
count, the fact that the corrected results for 3, 6,
and 10 mm targets show no systematic differences
indicates that any such effect is small. These
corrections for secondary production vary from a
maximum of 4% at 0.64 GeV to 9% at 2.8 GeV,
with a relative uncertainty of =10% in the correc-
tion.

IV. RESULTS

A total of 48 runs (12 at each energy) were ac-
cepted for the cross section fitting procedure
described in the Appendix. During this analysis,
certain measurement points were eliminated: one at
2.8 GeV and two at 0.64 GeV (the beam intensity

0 2 3 4

incident alpha energy E (GeV}

FIG. 3. Coefficient a of "C enhancement due to
secondary particles created in the target. The points are
experimental values (an average of several results). The
curve is the least squares fit (a=0.0665 + 0.0388 lnE).
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TABLE I. Measured cross section for the C(a,X)"C
reaction.
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E No. of Cross section error error
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was too high), two at 2.8 GeV and one at 1.2 GeV
(this was more than three standard deviations from
the fit). The cross sections finally adopted, along
with their errors, are given in Table I. The observed
random error comes mainly from the counting
statistics in determining the "C activity (=1%
from the decay fits). The systematic errors for each
energy are 1.3%%uo from the neutron beam contamina-
tion, 3% from H contamination, 1% froin the
depth effect (secondary production), and 1% for the
"C counting efficiency in the target, all of which
combine quadratically to a total systematic error of
3.6%%uo. The final error is the arithmetic sum of the
random error and the systematic error.

Our results, and those available in the literature,
are given in Fig. 4. The value obtained by Crandall
et al. 'z at 380 MeV that is corrected in Ref. 2
(58.2+3) mb, that of Radin at 920 MeV (48.9+1.8)
inb, and our own values all show that the
C(a,X)"C reaction cross section decreases slowly
from 380 MeV to 2.8 GeV, probably tending to-
wards a constant value only beyond several GeV.
Since these measurements were carried out, several
other unpublished results have come to our atten-
tion; one at 700 MeV by Dollhopf' (50+4) mb, and
two others, ' one at 1.59 GeV (45.9+1.4) mb and
one at 4.19 GeV (42.1+1.3) mb. These results are
also given in Fig. 4. More details on this work, and
related measurements with H and H projectiles,
are given in Ref. 15.¹teadded in proof. Reference 14 has since ap-
peared as the following article, J. W. Geaga et al.,
Nucl. Phys. A386, 589 (1982). Their final values

are 46.4+1.3 mb at 1.59 GeV and 4.25+1.1 mb at
4.19 GeV, instead of 45.9 and 42.1, as quoted here.
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FIG. 4. Absolute cross section for the (a,X)"C reac-
tion. The symbols are as follows: 0, Ref. 4; ~, Ref. 12,
as corrected in Ref. 2; 4, Ref. 13; , Ref. 14; o, this
work. The solid curve is from Ref. 2. The dashed curve
is to guide the eye.
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APPENDIX: CORRECTION FOR LOSSES
DUE TO TELESCOPE DEAD TIME

A. Loss estimation by measurement
of the random coincidence fraction

According to the type of dead time of the count-

ing system, ' the corrected cross sections have been
calculated by the following expressions:

rr, =o(1—kR}

(nonextended dead time) or

o, =ojexp(kRJ }

(extended, also cumulative or paralyzable) with

RJ ——R exp(kRJ i }

and R& ——R.
In these expressions we have the following: o„

the apparent cross section, obtained from the ap-

parent flux S„s, o (or oj ), the corrected cross sec-

tion; k, the ratio of dead time r of the direct coin-

cidence line to resolution time 8D (sum of pulse
widths at the coincidence selector input) of the ran-
dom coincidence line; and R, the ratio of total num-

ber of random coincidences So to the apparent flux

Sqs recorded by the telescope at the end of irradia-
tion.

Because a sufficient number of exposures were

performed at each energy for a fairly wide range of
intensities, it was possible to look for the best fit of
expressions (Al) and (A2) to the experimental data
R and cr„ the coefficient k being considered a free
parameter. This fit was made by the least squares
method in an attempt to find the k value minimiz-
ing X . Figure 5 shows at each energy (except 0.64
GeV, where the random coincidence circuit was not
used) the fits adopted for expression (Al). The re-
sults given for these two expressions are very close
(their difference is &0.4%). It is worth noting that
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FIG. 5. Measured apparent cross section o., versus de-

layed to direct coincidence ratio R. The circles are exper-
imental values (closed circles lying at more than three
standard deviations from the fitted values have been
eliminated). The best fits to the data using Eq. (A1) are
indicated by the dashed curves.

the best values found for k ( =3—4) are consider-
ably larger than the estimated ones (k =1.5 —2} on
the basis of the off line measurements of 8D and r,
with a double pulse generator (r=10 ns, 8D ——7.4
ns), a random pulse generator (8D=6 4 ns), or by
using a variable delay technique in the beam (v= 14
ns}. The poor duty cycle of the a beam available
for this experiment and the high particle fluxes uti-
lized here are probably responsible for this differ-
ence (the effective duration of the beam spill, de-
duced from the random coincidence rate, has been
found only between 35 and 60 ms, depending on en-

ergy).

B. Loss correction by extrapolation to zero intensity

The information delivered by the random coin-
cidence circuit is ignored here. The correction for
losses due to dead time is carried out by fitting a

parametric expression, in which the independent
variable is the mean intensity per cycle, to the ex-
perimental data. These expressions for the two
kinds of dead time already considered are the fol-
lowing:

45

40 l I I I I

0 ] 2 3 4 5

beam intensity ( 10~«yc(e)
FIG. 6. Measured apparent cross section cr, versus

beam intensity (alphas per cycle); for symbols, see Fig. 5.
The best fits to the data using Eq. (A4) are indicated by
the dashed curves. The data of Figs. 5 and 6 are not
corrected for neutron contamination ( —1.3%).

cr, =o [1 (r/5, )(S~~/—p)]

o, =0~exp[ —(r/5, )(Sgg/p), ],
(A3)

(A4)

with

(S»/p}J =(S~B/p}exp[ (r/5, )(Sgg/p}—J )],
where (Szz/p) is the average intensity (particles per
cycle) during exposure to a number of p cycles and

5, is the "effective" duration of the beam spill
[(r/5, ) is considered as a free parameter during the
fitting procedure].

As seen in the preceding paragraph, the distinc-
tion between the two types of dead time is not very
significant in our case. We only used expression
(A4), and Fig. 6 shows fits which were found.

To conclude, the corrected cross sections obtained
from Eqs. (Al), (A2), and (A4) are very close. The
value finally adopted is the average of the two ex-
treme values [Eqs. (Al) and (A4)] which is given in
Table I (the difference mean value given by these
two equations is =1%).
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