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The decay of compound nuclei formed at high excitation and angular momentum in Li
bombardment of ' 'Ta, '9 '9 Pt, '97Au, and 20 Pb has been investigated in a coherent pro-
gram of experiments and statistical model analysis. The measured decay properties include
absolute cross sections for fusion and for all major competing decay modes, fission-
fragment angular distributions, charged-particle energy spectra, and ( Li~n) residue mass
distributions. The measurements are compared with highly constrained calculations in
which all nuclear structure parameters are fixed to values consistent with the rotating-
liquid-drop and noninteracting Fermi-gas models. Possible ambiguities in interpreting the
experimental results, and the likely influence of neglected effects on the statistical model
calculations, are explored. In order to obtain good quantitative agreement with all mea-
surements it is necessary to simulate in the calculations the effects of preequilibrium nu-

cleon emission in the early stages of the decay, and it is furthermore helpful to allow the
collective enhancements of deformed-nucleus level densities to fade out with increasing
temperature. Within existing uncertainties in the statistical model treatment, reproduction
of the experimental results does not require any appreciable macroscopic or microscopic
corrections to the nuclear structure input parameters. Several experimental methods for
studying more selectively the fission and particle decay of low-excitation, high-spin nuclei,
and thereby enhancing sensitivity to microscopic structure contributions, are suggested.

NUCLEAR REACTIONS Fusion, fission, particle emission for
Li+' 'Ta, ' "' 'Pt, ' Au, Pb E( Li)=74.8, 84.2, 94.4 MeV; mea-

sured energy spectra, 0„„0.(0) for fission and inclusive charged-particle
emission, o.„t and mass distribution of residual nuclides for ( Li,xn) re-
actions; compared measurements with statistical model calculations in-

corporating simple macroscopic structure predictions, deformed-nucleus
level densities, "hot-spot" simulation of preequilibrium nucleon emis-

sion; discussed theoretical uncertainties in statistical model analysis, pos-
sibihties for experiments with enhanced sensitivity to microscopic

structure.

I. INTRODUCTION

Much of the current interest in the structure of
nuclei at high spin stems from the expectation of
dramatic shape changes with the addition of angu-
lar momentum. At the simplest level the evolution
in shape can be predicted on the basis of the classi-
cal rotating-liquid-drop model (RLDM, Ref. 1), in
which the potential energy surface (PES) of the nu-

cleus as a function of deformation and spin (J) is
determined by the balance among macroscopic sur-

face, Coulomb, and rotational energy contributions.
One expects the RLDM predictions for high-spin
structure to be modified significantly in a real nu-

cleus by the inclusion of explicit single-particle de-

grees of freedom —by allowing for generation of an-

gular momentum from alignment of single-particle

spins as well as from collective rotations, and by
correcting the PES for shell and pairing effects
which themselves depend on deformation and

spin. ' The investigation and understanding of the
interplay between these macroscopic and micro-
scopic aspects of high-spin nuclear structure are the
goals of a wide variety of current experimental and
theoretical research.

It is of particular interest to study the variation
with angular momentum of the energy and shape
for both the yrast state (corresponding to the
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minimum in the PES} and the saddle-point state
(the lowest fission-unstable maximum in the PES)
of a nucleus. According to the RLDM, both of
these energies should increase with increasing J, but
the difference between them —i.e., the fission barrier
height Br,„(J)—should decrease monotonically, and
eventually vanish with increasing angular momen-
tum. ' Considerable progress has been made in
probing the yrast line of selected nuclei via experi-
mental investigations of the y-decay cascades in
(heavy ion, xn) residues. ln contrast, previous at-
tempts to extract quantitative information about

Br,„(J) from studies of the fission and particle de-

cay of high-spin nuclei have led to questionable and
conflicting conclusions ' and have stimulated the
more complete and systematic investigation report-
ed here.

In both the present and previous experiments, the
decaying nuclei studied have been produced, un-

avoidably at high excitation energy (E, or tempera-
ture r) as well as over a broad range of J values, in
heavy-ion induced fusion reactions. As illustrated
in Fig. 1, particle or fission decay may then occur
from the compound nucleus (CN) directly or at any
subsequent stage in the decay chain by which the
system "cools" to excitation energies below the par-
ticle emission and fission thresholds. From obser-
vations which are integrated over the decay chain,
one may hope to extract information about Br„,(J)
and the s-wave particle separation energies B,(J)
only by some sort of statistical model unfolding of
the competition among the many open decay chan-
nels. This statistical competition is unfortunate-

ly quite sensitive to many poorly understood aspects
of the nuclear structure and fusion reaction
mechanism, over and above the spin and deforma-
tion dependence of the CN potential energy surface,
in which we are ultimately interested. For example,
it depends crucially on nuclear level densities and
their variation with neutron and proton number,
spin, shape, and excitation energy; on (Coulomb
plus centrifugal} barrier penetrabilities for particle
decay from highly excited and possibly strongly de-
formed nuclei; on the initial spin distribution in the
CN; on the path by which thermal equilibrium
among the intrinsic nuclear degrees of freedom is
reached, and the relative time scales for this equili-
bration versus the observed decay.

The difficulty in adequately constraining such
statistical model analyses, usually compounded by
experimental ambiguities in determining the cross
sections for formation and decay of the CN, is re-
flected in the diversity of conclusions reached about
high-spin structure in previous investigations.

(J)—fus

FIG. 1. Schematic illustration of possible decay
modes of a compound nucleus (CN) formed at a unique
high excitation energy ECN and over a broad range of
spins J, with population cross section Of„,(J). The decay
chains indicated for low and high spins are intended to
illustrate that evaporation of a given type of particle or
(for high P fission may occur at various stages in the
deexcitation process. The competition among different
decay modes is sensitive to the p, n, and cz-particle bind-

ing energies and barrier penetrabilities, the fission bar-
rier heights, the level densities at yrast and saddle-point
deformations, and the CN spin distribution.

For example, Beckerman and Blann are able to fit
fission excitation functions for CN in the mass
range 100(A (180 only by using high-spin fission
barrier heights which are consistently 50—60%%uo of
the values expected from the RLDM. ' From
analysis of similar measurements for a different
compound system in the same mass region, Plasil
et al. ' conclude that the fission barriers are closer
to 80%%uo of the RLDM values. Delagrange et al.
use barrier heights which are generally larger than
the RLDM values to fit fission data for ACN-190,
and also require very much larger level densities at
the saddle-point deformation than were needed in
the above analyses. Faber and Ploszajczak' argue
that even the qualitative features of the decay of

Hg from high spin and excitation can be under-
stood only if one incorporates sizable spin-
dependent shell corrections to the particle separa-
tion energies and fission barriers, which were not
explicitly included in any of the statistical model
analyses. The results of other work "' ' in
similar mass regions tend to add to the confusion.
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In this paper we report the results of a coherent
program of measurements and statistical model cal-
culations aimed at determining whether one can, in
fact, learn anything quantitatively about high-spin
nuclear structure by studying the decay of hot
fusion products. In order to constrain the analysis
of the CN decay much more effectively than in pre-
vious work, ' we have had to significantly expand
the scope and improve the techniques of both the
experiment and the calculations. We have mea-
sured a wide variety of observables characterizing
the CN decay in reactions induced by Li on ' 'Ta,

Pt, ' Au, and Pb, each at bombarding ener-

gies of 74.8, 84.2, and 94.4 MeV. The grazing an-

gular momentum for these projectile-target corn-
binations is typically 45 —506, while our measure-
ments of fusion cross sections suggest (see Secs. III
and IVB) that only for J(30—35A' are completely
fused compound nuclei formed. (In this mass and

spin region, the RLDM predicts' mildly oblate
yrast and strongly prolate saddle-point deforma-
tions, and fission barrier heights comparable to neu-

tron separation energies. ) The CN excitation ener-

gies are in the range 70—100 MeV, corresponding
to temperatures —1.7—2. 1 MeV.

For each case studied we have compared mea-
surements and statistical model calculations for a
number of quantities, among them the absolute to-
tal cross sections for all of the major competitive
CN decay modes: fission (or,„),a-particle evapora-
tion (o~), Z=l particle evaporation (oz I), and
multiple neutron emission (o„„).With the measure-
ment techniques used (to be detailed in Sec. II) these
cross sections represent mutually exclusive process-
es, and their sum provides an experimental value of
the total cross section for CN formation:

Ofus=ofiss+Oa+OZ =i+Oxn .

(While measurement of O.r„, is essential to constrain
the initial CN spin distribution, one should keep in

mind that the definition of cd„, is somewhat subjec-
tive. ' ' There is no sharp distinction between

composite systems which decay subsequent to, and
those which decay during, the attainment of ther-
mal equilibrium. ) We have also measured and cal-
culated the angular distribution 8'r,„(8) of the fis-
sion fragments, the backward-angle energy spectra
of the emitted charged particles, and, in selected
cases, the distribution of ( Li,xn) residues. We have
thus generated a data set far more complete and
systematic than has been subjected to previous sta-
tistical model analyses. ' The target dependence
of the cross sections is especially relevant in de-
lineating the influence of nuclear structure on the

competition between decay modes: The compound
nuclei studied ("Os, Tl Pb, and ' At)
span a wide range in expected shell corrections and
ground-state shapes (e.g. , see Ref. 2), and an appre-
ciable range in expected saddle-point shapes. '

We have also substantially expanded the scope of
the statistical model calculations in comparison
with most previous work, e.g., by including a calcu-
lation of Wr,„(8)(Refs. 19—21), an improved treat-
ment of level densities for deformed nuclei, ' and
a facility for simulating the effects of preequilibri-
um particle emission on subsequent evaporation and
fission. Even with these improvements and the
present expanded data set, however, the analysis is
still not sufficiently constrained that we may
deduce meaningful structure information in an un-

biased fashion, by allowing all of the many (often
hidden) parameters involved to vary freely to fit the
measurements. In such an approach we should
have to parametrize, for example, the dependences
on X, Z, J, and E* of the particle separation ener-

gies and of the yrast and saddle-point energies, mo-
ments of inertia, and level density parameters. In
reality we know that all these structure parameters
are not mutually independent: The spin dependence
of the energies and the moments of inertia are clear-

ly closely allied; shell and pairing corrections affect
all of the structure, in correlated ways. ' ' ' 6 Given
the complexity of the problem, it is crucial that the
structure input to a calculation be self-consistent
and incorporate the expected correlations. This is
best guaranteed by fixing the input according to
predictions of a selected structure model —i.e., by in-

cluding microscopic corrections, within some
chosen prescription, for a/l of the relevant nuclear
structure, or none of it. In this way we view the
measurements of decay properties as providing, at
best, an experimental test of various structure
models.

At the moment there are no sufficiently complete
Strutinsky-type microscopic calculations, ' includ-

ing predictions of both deformation energy surfaces
and level densities over the entire relevant range of
N, Z, J, E*, and nuclear shape, on which to base
structure input for our statistical model calcula-
tions. Our analysis to date has thus treated the nu-

cleus as a two-component noninteracting Fermi gas
(NIP G) with an overall shape and (zero-
temperature) deformation energy given by the
RLl3M. We have included some collective
enhancement of deformed-nucleus level densi-

ties, ' but comp/ete/y omitted microscopic correc-
tions (even to nuclear masses, as required by our
self-consistency constraint). This is an eminently
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reasonable starting point for the analysis since mi-
croscopic structure predictions evolve toward these
macroscopic limits at moderately high temperatures
(where shell and pairing effects wash out).
There are, of course, other parameters involved in
the statistical model analysis than those which
describe the nuclear structure, e.g., the inverse reac-
tion cross sections (i.e., barrier penetrabilities) for
particle emission, and the CN spin distribution; in
most of our calculations we have also fixed these to
conform with what we deem to be the best available
information from other sources (details will be
given in Sec. IV 8).

Given our restriction so far to a single, very sim-

ple, macroscopic nuclear structure model, what can
we hope to learn from the comparison of theory and
experiment'? We can first of all check whether the
average decay properties are, in fact, consistent with
RLDM-NIFG and the assumption of decay from a
thermally equilibrated nucleus. It is important in
this context to identify the ambiguities which exist
in the statistical model treatment within the con-
fines of the above assumptions, and to estimate the
associated level of uncertainty in the present calcu-
lations. If systematic discrepancies exceeding this
uncertainty are observed, we can try to discern
whether they reflect inadequacies in the structure
model, in the equilibrium assumption, or in some
other aspect of the input parameters. In particular,
we can look for evidence (especially in the compar-
ison of measured and predicted target dependences)

regarding the necessity for including microscopic
structure corrections to obtain a quantitative under-

standing of the decay. We can vary parameters, not
in an attempt to fit the measurements, but to ex-

plore the sensitivities of the various measured quan-

tities. On this basis we can devise more selective
second-generation experiments with enhanced sensi-

tivity to particular interesting aspects of the inter-

play between macroscopic and microscopic contri-
butions to high-spin structure.

Brief reports of various aspects of this work, ' '
and a review of the results and relevant theoretical
background, have been published previously. The
present report is organized as follows: The experi-
mental techniques used and various characteristics
of the measurements, along with possible ambigui-
ties in their interpretation, are discussed in Sec. II.
The experimental results are presented in Sec. III.
In Sec. IV we describe the statistical model analysis,
with emphasis on the basis f'or our input parameter
choices and the sensitivity of the calculations to
various parameters. [The central assumptions
underlying the analysis, and some of our major im-

provements to the code MB-II (Ref. 30), are dis-
cussed in the following paper. ] The measurements
are compared in Sec. V with fixed-parameter calcu-
lations based on the assumption of pure equilibrium
decay of the CN, and with other calculations incor-
porating a simulation of some preequilibrium ef-
fects. The conclusions of the present work are sum-
marized in Sec. VI. There we suggest several future
experimental approaches to study more selectively
the fission and particle decay of loic-excitation,
high-spin nuclei, and thereby to enhance sensitivity
to microscopic structure contributions in compar-
ison with the present investigation.

II. MEASUREMENTS

A. Charged-particle detection

A11 of the measurements were made using
Li+++ beams obtained from the Indiana Universi-

ty Cyclotron Facility. For the fission and charged-
particle evaporation measurements beams with typi-
cal intensities of 50—150 nA (electrical) bombarded
self-supporting metallic foils mounted in a 163-cm
diameter scattering chamber. The ' ' Pt and

Pb targets were isotopically enriched to g95%.
The target thicknesses were in the range 1.8—2.2
mg/cm, except for Pb (4.9 mg/cm ) and for a
thinner ' Au target (0.80 mg/cm ) used in some
runs to cross-check the fission data obtained with
the thicker (2.15 mg/cm )

' Au target.
Full energy spectra for all emitted charged parti-

cles from protons through fission fragments were

acquired simultaneously using a five-element
silicon-detector telescope, with a front counter
thickness of 12 pm, a total depth of 12 mm, and a
solid angle of 0.3 msr. The representative two-
dimensional spectra (E„„ivs AE) shown in Fig. 2
demonstrate the broad dynamic range of this tele-

scope and the very clean separation obtained (over
the full angular range 10'& Hi, b & 170') between fis-
sion fragments and all other reaction products.
This clear distinction of the fragments is charac-
teristic of fission induced by relatively light ions,
since there are no significant deeply inelastic (or
"quasifission") processes involving massive transfer
to the projectile, which might be confused with fis-
sion. In the present paper, we confine our attention
to results for the Z = 1, Z =2, and fission groups in

Fig. 2. Energy spectra and angular distributions for
these groups will be discussed separately below.

The yields measured in the telescope were nor-
malized via the sum of Li elastic scattering events
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F[G. 2. Representative two-dimensional spectra obtained with the five-element charged-particle telescope. The plots
show E ) vs (a) {QE~+AE2+EE3) for particles which reach at least the fourth detector in the stack, (b) (bEj, +AE2)
for pa~lcles which reach at least the third detector, and (c) ~El for those pa~lcles which stop 1n the first or second

etector. The calibration of the Empty] scale is the same in all three plots. The vertical (counts) scale is logarithmic.
Full energy spectra for p, d, and t are reconstructed cleanly with the use of all three plots with the lowest-energy por
tion obtained by expanding the 6E& gain considerably in comparison with that used in (c). Energy straggling in the tar-
get contributes significantly to the observed breadth of the fission group in (c).

collected simultaneously in two silicon monitor
detectors placed symmetrically to the left and right
of the beam direction at e~,q ——(10.0+0.04)'. Abso-
lute cross sections were obtained, using geometric
measurements of the ratio of telescope and
monitor-detector solid angles, under the assumption
that the 10' elastic differential cross section is pure-
ly Rutherford for all the targets studied at
E~,q ——74.8 MeV. This assumption is confirmed to
an accuracy of +2~o by optical model calculations
employing parameters deduced in an investigation '

of 99-MeV Li scattering from Pb. At the higher
bombarding energies the Inonitor cross sections
were determined relative to those at 74.8 MeV using
the same targets and Faraday-cup beam integration;
the results for all targets were within 5% of Ruth-
erford at 84.2 MeV and within 8% at 94.4 MeV.

The overall normalization uncertainty for absolute
charged-particle cross sections reported in this pa-
per is +5% at 74.8 MeV and +6—7% (depending
on the target) at the higher energies.

The ratio of counts in the left versus right moni-
tor detectors was used to correct the nominal tele-
scope angle settings for the sometimes sizable shifts
in incident beam direction. By this technique we
obtained typically +0.1' accuracy in the relative
telescope angle. There may be an additional abso-
lute angle shift (affecting all measurements) of
—+0.1'. Corrections to the telescope yields for
electronic and computer-processing dead times were

measured with a pulser triggered by the monitors,
fed into the telescope-detector preamplifiers, and
processed in a manner similar to the pulses from
the detected particles.
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and straggling of the fragments (compare spectra
for the two targets in Fig. 3). The fission spectra
observed for other targets, with the exception of

Pb, are quite similar to those sho~n for the
thicker ' Au target. In the case of Pb (4.9
mglcm ), the thick target introduced a severe dis-
tortion of the spectrum shape, which prohibited a
clear distinction at forward angles between fission
fragments and other reaction products stopped in
the front counter. %e were still able to deduce reli-
able total fission cross sections for 8Pb from yields
measured in the range SO'&O~,b&170'; over this
range, corresponding to a considerable variation in
the mean laboratory kinetic energy of the fission
fragments, the observed angular distribution shapes
are consistent with those for other targets (see
below).

Representative fission-fragment angular distribu-
tions are shown in Fig. 4. Complete angular distri-
butions spanning the range 10'& H~,b & 170' were ob-
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FIG. 3. Fission-fragment energy spectra obtained at
several angles for 94.4 MeV Li+' Au. The two spec-
tra shown for 150' differ because of the increased energy
loss and straggling of the fragments in the thicker (2.15
mg/cm ) Au target.

B. Fission characteristics
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Fission-fragment energy spectra obtained at
several angles for 94.4-MeV Li+' Au are shown
in Fig. 3. After approximate correction for energy
loss in the target and for pulse height defect in the
detector, the observed centroid energies in Fig. 3
are consistent with well established fission-fragment
kinetic energy systematics. Because the spectra at
all angles are free from contamination by any other
reaction products, the accuracy of the measured fis-
sion cross section was not at all reduced in going
from the 0.80 to the 2.1S mg/cm ' Au target,
despite the substantial increase in the energy loss
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FIG. 4. Representative c.m. angular distributions for
the fission fragments. The circles denote measurements
made with the 2.15 mg/cm ' Au target and the trian-
gles measurements with the 0.8 mg/cm target. The
kinematic conversion from laboratory to c.m. frame was
carried out for equal mass fragments with total kinetic
energy equal to the mean value given by the systematics
compiled in Ref. 33. The solid curves represent the em-
pirical formula displayed with the parameters A, 8, and
k adjusted for optimum fits to the data. Also shown for
comparison at 94.4 MeV is W{0)~ (sin8)
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tained at at least one bombarding energy for each
target other than 'Pb. In all cases the c.m. dif-
ferential cross sections exhibit a clear symmetry
about 8, =90' (see Fig. 4), as expected for the de-

cay of an equilibrated compound nucleus. There
are several effects which might have introduced
some asymmetry in the angular distributions: (1)
fission from the composite system prior to attain-
ment of thermal equilibrium; (2) fission following
the transfer (incomplete fusion' ) of an a particle
with the beam velocity ' (which would yield
-20%%uo fore-aft asymmetry when the laboratory
cross sections are converted to the c.m. frame via
kinematics appropriate to Li-induced fusion-
fission); (3) multiple Coulomb scattering of the
fragments in the target and neutron emission from
the fragments, both of which would yield greater
"smearing" of the angular distribution at backward
angles than at forward angles, because of the re-
duced laboratory kinetic energy of ihe fragments.
While it is conceivable that some of these effects
might tend to cancel, it seems most likely that all
are negligible in light of the persistent observed
symmetry of the angular distributions. (The con-
sistency of measurements with the thin and thick

Au targets also rules out appreciable multiple
scattering effects. ) In particular, the experimental
limits on the fore-aft asymmetry suggest that no
more than 10% of the total fission cross section for
any of these systems can result from incomplete
rather than complete fusion. An even more
stringent limit on possible transfer contributions is
imposed by the particle-particle coincidence mea-
surements described in Sec. IIE. This result is not
surprising, even though the a-transfer cross section
is large: The composite system has lower Z, lower
angular momentum, and lower excitation energy
than that formed in the Li-induced fusion, and
these effects act in concert to severely reduce the
fission probability (see Sec. IV C).

Two types of curves are compared with the mea-
sured angular distributions in Fig. 4. The dashed
curve shown for Ehb ——94.4 MeV varies with c.m.
angle as 1/sin0, as would be expected for high-spin
fission in the limit in which the angular momentum
is completely aligned perpendicular to the symme-
try axis of the fissioning nucleus and to the incident
beam direction. The significant deviations of the
observed distributions from 1/sin(9 play an impor-
tant role in the statistical model analysis of the re-
sults which is described in Secs. IV and V (see also
Refs. 21 and 23). In order to quantify these devia-
tions we have fitted each angular distribution (mea-
surements were always made at at least four angles)

with an empirically constructed formula,

2+Bsin8cos 8
[sin 8+k cos 8]' (2)

C. Charged-particle emission characteristics

Representative forward- and backward-angle en-

ergy spectra for Z=1 and Z=2 products are
shown in Fig. 5. At large angles one observes low-

energy peaks qualitatively consistent with expecta-
tions for evaporation processes. At more forward
angles these peaks become buried under large yields
of products attributable to breakup, transfer, and
preequilibrium mechanisms. This change in the na-
ture of the spectrum is reflected in Fig. 6 in the
strong forward peaking exhibited by the inclusive
charged-particle angular distributions. ( He data
have been omitted from Fig. 6 since the backward-
angle yield is insignificant. ) The observed angular
distributions are very similar for all targets and en-

ergies studied.
For the present purposes we are interested in the

total cross sections for particle emission only from
equilibrated compound nuclei. We have extracted
these cross sections under the assumption that the
evaporation yields are isotropic in the CN rest
frame, and are dominant over contributions from
other processes at the far backward angles, where
the observed angular distributions do indeed flatten
out. We have thus taken

0 evaP
=4~ 80

backward

with the differential cross section averaged over the
range 130'& 8i,b & 170 for p and a, and over
150'(0),b(170' for d and t. Some quantitative as-
sessment of the applicability of this assumption can

by varying the parameters 3, 8, and k to minimize
The solid curves in Fig. 4 represent such fits.

Formula (2) is manifestly symmetric about 8=90',
reduces to I/sin8 in the vicinity of 90, and pro-
vides good fits not only to the measurements, but
also to the angular distributions calculated in the
statistical model treatment described in the follow-
ing paper. The empirical fits with Eq. (2) are used
to extract from the measurements the total fission
cross section o.f,„and the fission-fragment aniso-
tropy

yr, „=Wr,„(8, =170')/8'rss(8, =90') .

(3)
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FIG. 5. Representative forward- and backward-angle energy spectra for p, d, t, and a particles. The spectra ac-

quired at 160' and 170' have been summed to improve statistics. The slight discontinuities observed in the forward-

angle p, d, and t spectra, at outgoing particle energies of 19, 25, and 31 MeV, respectively, result from a thin dead layer

at the entrance to the fourth (S mm thick silicon) detector in the telescope. The presence of the dead layer has no ef-
fect on the energy-integrated particle yields extracted from the spectra.

be made later (see Sec. VA) by comparing the ob-
served back-angle energy spectra with evaporation
predictions. Possible corrections to the evaporation
cross sections to account for multiple charged-
particle emission or for evaporation following direct
reactions will be discussed in Sec. IIE. Since the
statistical model code we have used does not allow
for d and t evaporation, we will later compare
predicted proton evaporation cross sections with the
sum (oz &) of the measured p, d, and t cross sec-
tions.

D. Measurement of 0.„„
The dominant decay mode of the highly excited

nuclei studied here is multiple neutron emission,
i.e., ( Li,xn) reactions. The total cross section (o„„)

for such reactions cannot be readily determined in
analogous fashion to o'z

~ and o —i.e., by measur-

ing the neutron yield itself—since one would have
to (a) discriminate against the many neutrons which
accompany charged-particle emission or fission, and
(b) independently determine the multiplicity of neu-
trons emitted in the average ( Li,xn) reaction. It ''s

far more direct to measure the total production
cross sections for the ( Li,xn) residues. However,
standard techniques for measuring such
"evaporation-residue" cross sections are of limited
usefulness in the present case, where the residues
have high Z (-80), very low laboratory kinetic en-

ergy (- a few MeV), and relatively high level densi-

ties and poorly known y-decay schemes.
In the present experiment we have identified pro-
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FIG. 6. Measured angular distributions for inclusive
production of light charged particles. The curves are
only to guide the eye. Total cross sections for evapora-
tion are deduced from the backward-angle differential
cross sections, assuming isotropic emission in the c.m.
frame.

duction of residues with the same atomic number

(ZcN) as the CN via detection of the characteristic
prompt E x rays, which result from E-shell internal
conversion during the y cascades deexciting the resi-
dues. ' Repeated E-shell conversion (hence, mul-

tiple E x-ray emission) is possible during a single y
cascade because EC-vacancy lifetimes for heavy
atoms (-10 ' s) are much shorter than typical
nuclear transition lifetimes. The (isotropic) singles
yield (N~) of ZCN E x rays in a detector of efficien-

cy g~ can be written:

where F2 is the efficiency of the second x-ray detec-
tor. The doubles-to-singles ratio D would be pre-
cisely equal to (Mx) if the frequency distribution
of Mx values were a Poisson distribution. The un-

certainty estimate +0.2 included in Eq. (6) is based
on detailed statistical considerations of possible
systematic deviations from a Poisson multiplicity
distribution. The validity of Eq. (6) has been exper-
imentally confirmed in selected cases by measure-
ments of x-ray —y-ray coincidences.

We have determined o„„experimentally from
Eqs. (5) and (6) by measuring the singles and coin-
cidence E x-ray yields with two or three intrinsic
Ge detectors, whose efficiencies were calibrated
with radioactive sources. The absolute x-ray pro-
duction cross sections, and hence 0„„,have been
normalized in a manner exactly analogous to our
normalization procedure for oz ~, cr~, and or„„i.e.,
against the nearly Rutherford Li elastic scattering
yields at O~,b

——10.0'. Further experimental details
of the x-ray measurements, and a discussion of the
nuclear structure implications of the (Mx ) results,
are pr'esented elsewhere.

It should be noted that the x-ray multipiicity
method could, in principle, be applied as well to the
determination of element-production cross sections
for ZCN —1 and ZCN —2, although in these cases (in
contrast to ZcN) large P-activity contributions to
the x-ray yie1ds would have to be subtracted. How-
ever, this technique would not allow us to distin-

guish formation of the residues via ( Li,pxn) or
( Li,axn) evaporation processes, as opposed to in-

complete fusion or transfer mechanisms. For this
reason we have chosen to determine o~ and az
by direct detection of the evaporated charged parti-
cles. This possible confusion between residue pro-
duction by direct versus fusion mechanisms is not
serious for 0„„,since Li transfer is viewed as an
unlikely process.

E. Possible ambiguities

in the total fusion cross section

D =N(p/N)qz (Mx ) +—0.2, —— (6)

where O.„„ is understood to be summed over all
values of x, and the E x-ray multiplicity (Mx) is
averaged over a/l y-decay paths in all ( Li,xn) prod-
ucts. If (Mx ) ) 1, as we observe for all cases stud-
ied here, then the multiplicity can be reliably de-
duced from x-ray —x-ray coincidence yields (N~q):

%e have deduced the total cross section for CN
formation for each target and bombarding energy

by summing the contributions corresponding to the
four major decay modes [see Eq. (1)]. In this sec-
tion we discuss possible ambiguities in the resultant
values of Of„, arising from three aspects of our mea-

surement techniques:

(1) The singles charged-particle detection is sub-

ject to double counting of contributions to ofss,
oz t, and o, if the CN decay involves any appre-
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ciable multiple charged-particle emission or fission
following charged-particle evaporation. In contrast,
by identifying the production of ( Li,xn) residues,
we avoid multiple counting in multiple neutron
emission and we exclude from O.„„processes in
which neutrons accompany the emission of one or
more charged particles (the latter processes contri-
bute instead to o.s„, oz ~, or o ).

(2) The decay of highly excited nuclei formed in
direct reactions (e.g. , involving a and d transfer)
with large cross sections "' may contribute in prin-
ciple to the singles measurements of o.f,„,oz &, and
o. . We have already seen (Fig. 4) some evidence
against sizable contributions of this sort in the ob-
served symmetry of the fission-fragment angular
distributions, but no comparable evidence is avail-
able from the singles evaporation yields.

(3) Our technique for determining cr„„d oesnot

discriminate against residues reached via emission
from the composite system of one or more pre-
equilibrium neutrons. However, we have specifical-
ly tried to avoid including preequilibrium charged-
particle emission in o.~„, by concentrating on the
Z =1 and n-particle yields at far backward angles.

In order to determine the magnitude of effects (1)
and (2) above, we have made particle-particle coin-
cidence measurements for a few angle pairs in 95
MeV Li bombardment of ' Pt. %e used two
silicon-detector telescopes, each capable of identify-
ing Z =1 and Z =2 particles and fission fragments
over the full expected energy ranges, one at forward
angles (H~,b

——15 and 25', —1 msr solid angle) and
one at backward angles (O~,b

——150 and 16S, -4
msr). Total coincidence cross sections were estimat-
ed from the measured yields under the following as-
sumptions: (1) energetic forward-going Z= 1 and
Z =2 particles detected in coincidence with back-
angle products are characterized by laboratory an-

gular distributions similar to the observed inelusiue

distributions for the corresponding particle type and
energy; (2) the mass, direction, and energy of the
unobserved recoil nucleus corresponding to a detect-
ed Z =1 or Z =2 particle are calculated as for a
two-body final state; (3) evaporation particles are
emitted isotropically in the rest frame of the recoil-
ing residual nucleus (or in the rest frame of the CN
when in coincidence with a fission fragment or
another evaporation particle); (4) fission fragments
are emitted with angular distributions in the recoil-
nucleus rest frame similar to those observed in Fig.
4, with an anisotropy yf,„——3.0.

Under these assumptions, the particle-particle
coincidence measurements reveal that there is no
significant double counting introduced when we

sum O.f,„,o.z &, and o. . We are able to place mean-
ingful upper limits on multiple charged-particle
evaporation (&S% of the corresponding singles
yields) and on fission following charged-particle
evaporation or direct reactions ( & 3% of o.

r,„).
[The small probabilities for these processes reflect
largely the Coulomb barrier hindrance and the large
excitation-energy removal associated with charged-
particle emission from heavy nuclei; the experimen-
tal limits are completely consistent with statistical
model expectations (see Sec. IVC).] At the same
time, we find that for ' Pt at 95 MeV, (13+2)% of
oz ~

and (8+2)% of o deduced from Eq. (4) are
associated with evaporation following direct, pre-
equilibrium, or incomplete fusion reactions giving
rise to energetic charged products. The raw cross
sections from the singles measurements have been
correspondingly reduced. Since the forward-angle
energetic charged-particle production cross sections
are quite similar for all targets and energies studied,
we assumed it reasonable to reduce the charged-
particle evaporation cross sections by similar factors
[(0.87+0.06) for o.z &

and (0.92+0.04) for cr ] for
all cases. The indicated uncertainties in these
reduction factors are included in the errors assigned
to the corrected experimental values for o.z ~ and
0'o.

The asymmetry in our experimental treatment of
charged-paNicle versus neutron preequi librium
emission is, to first order, appropriate for our pur-
poses. For our later analysis we want O.f„, to in-
clude all those processes which may lead with ap-
preciable probability to subsequent fission or
charged-particle evaporation. Our particle-particle
coincidence measurements and our statistical model
calculations together demonstrate that fission and
charged-particle evaporation are far less likely fol-
lowing emission of an energetic p or a than follow-
ing emission of an energetic neutron. (In any case,
contributions of the former sort have already been
subtracted in the correction procedure described
above for oz &

and cr .) If we do indeed find evi-
dence in our measurements for significant preequi-
librium particle emission, then we should be
prepared to incorporate somehow in our statistical
model calculations the associated changes (relative
to pure equilibrium decay) in the excitation energy
and angular momentum distributions of nuclei
along the decay chain which undergo fission and
charged-particle evaporation.

III. EXPERIMENTAL RESULTS

The measured absolute total cross sections
(oz &, a, or,„,o„„,and of„,), fission-fragment an-
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TABLE I. Experimental results for Li-induced fusion decay.

Target

181Ta

Elab
(MeV)

74.8
84.2
94.4

aOZ=]

136+12.3
163+14.7
206+18.5

aoa

56.5+3.4
75.3+4.6

103.0+6.0

b
O fiss

2.1+ 0.1

4.6+ 0.2
8.8+ 0.3

C
Pfiss

3.20+0.52
2.73+0.20
3.19+0.14

1.16+0.26
1.25+0.21
1.03+0.25

e
&xn

1127+265
1023+208
1329+360

f
Ofus

1322+274(355)
1266+220(303)
1647+371(460)

'98pt 74.8
84.2
94.4

93+ 8.S
105+ 9.8
123+11.1

21.5+1.4
30.3+2.2
44.4+2.7

15.9+ 0.5
28.2+ 1.1
47.6+ 1.3

2.62+0.11 3.OS+0.34
2.63+0.12 3.21+0.16
3.18+0.09 3.21+0.22

1110+127
1034+ 99
1049+ 75

1241+142(216)
1198+118(194)
1264+ 101(188)

194pt 74.8
84.2
94.4

112+10.2
139+12.8
177+16.0

37.9+2.4
56.4+3.7
78.7+4.8

50.8+ 1.5 2.87+0.07 3.00+0.40g

87.2+ 2.6 2.79+0.10 3.12+0.17
136 + 3.9 3.06+0.08 3.15+0.35

987+ 135 1188+148(209)
904+ 94 1187+115(181)
775+ 89 1167+112(169)

197A 74.8
84.2
94.4

107+ 9.8
128+11.9
150+13.7

34.2+2.6
50.5+3.9
72.1+5.4

87.6+ 2.5 2.71+0.05 2.15+0.26
139 + 4.1 2.84+0.08 2.25+0.13
220 + 6.2 3.15+0.04 1.83+0.29

653+ 81 882+ 94(138)
578+ 52 896+ 76(123)
732+ 128 1174+147(193)

208Pb 74.8
84.2
94.4

124+ 11.2
121+11.1
135+12.2

17.0+ 1.1 160 + 6.4 3.12+0.29 1.70+0.13
24.7+ 1.7 224 + 9.0 3.22+0.11 2.24+0.17
34.2+2.1 342 + 13.4 2.80+0.09 2.34+0.21

1055+ 94 1356+117(199)
719+ 67 1089+ 93(152)
807+ 77 1318+111(177)

The charged-particle evaporation cross sections have been corrected to subtract contributions following direct reac-
tions, as explained in the text. The quoted errors include, in addition to counting statistics, the estimated uncertainties
in these correction factors and relatiue errors (which may differ from one target and energy to the next) arising from
the normalization procedure and isotropy assumption.
"The errors in or,„include statistical uncertainties in fitting Eq. (2) to the measured differential cross sections and rela-
tive normalization uncertainties.
The errors in yr, „are primarily statistical [from fitting with Eq. (2)], but allow for small possible systematic deviations

of the actual angular distributions from the assumed form.
The errors in (Mx ) arise mainly from background subtraction uncertainties in the x-ray singles and coincidence spec-

tra and from coincidence counting statistics. They do not include the +0.2 systematic uncertainty from Eq. (6).
The errors in o„„arise from the same sources as for (Mx), plus relative normalization uncertainties for the x-ray

cross sections.
In addition to the indicated relative errors in the component cross sections, the errors in crf„, include estimated overall

absolute normalization uncertainties —+5% in both o.„„and the charged-particle cross sections. The numbers in
parentheses represent o.f„, errors including also +10—15% systematic errors in o.„„associated with possible deviations
from Poisson x-ray multiplicity distributions [see Eq. (6)].
'This (Mx ) value was not measured, but has been assumed on the basis of observed systematics.

isotropies (ya„), and ( Li,xn) K x-ray multiplicities

((Mx ) ) are specified in Table I, along with a sum-

mary of the sources of the quoted uncertainties. A
graphic presentation of the division of or„, among
the four major decay modes is given in Fig. 7 for
the five targets studied at two bombarding energies.
It can be seen that o. „ is the dominant contribution
to o.~„, in all the cases studied. The charged-particle
evaporation cross sections exhibit a mild depen-
dence on both target and bombarding energy; a sig-
nificantly stronger sensitivity to both is seen for
o.~„. The targets have been arranged from left to
right in order of increasing values of Z /A (i.e., in-
creasing fissility) for the CN, and the corresponding

increase observed for of,„is qualitatively consistent
with liquid-drop expectations. In contrast, as may
be seen from Table I, yr», is at most weakly depen-
dent on target and bombarding energy. A quantita-
tive analysis of these dependences will be presented
in Sec. V.

The solid a~„, error bars in Fig. 7 represent the
overall absolute cross section measurement uncer-
tainties (see Table I). These are dominated by un-
certainties in o.„„,which in turn arise from counting
statistics in the x-ray —x-ray coincidence yields,
from background subtraction in the x-ray spectra,
and from uncertainties (-+5%) in the absolute
normalization procedure. The dashed error bars in
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It should be noted that (Or„, ) corresponds to
roughly half of the total reaction cross sections
(o«„) expected for these systems from optical
model calculations. The ratio O.r„,/o„„-0.5 is
similar to that observed with heavier projectiles on
much lighter target nuclei at comparable energies
per nucleon (e.g., see Ref. 16). In the present cases,
most of the remainder of o„„is exhausted by vari-
ous types of projectile fragmentation (simple "elas-
tic" breakup, incomplete fusion, etc.).
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IV. STATISTICAL MODEL ANALYSIS

A. General features of the calculations
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FIG. 7. Decomposition of the measured fusion cross
section for five targets at two energies. The solid and
dashed error bars are explained in the text. Total reac-
tion cross sections from optical model calculations are
indicated for each energy.

Fig. 7 (corresponding to the errors in parentheses in
Table I} include an estimate of the additional sys-
tematic uncertainty [see Eq. (6)j associated with
possible deviations of the x-ray multiplicity distri-
butions from the assumed Poisson form Within.

the errors there is no real evidence for any signifi-
cant dependence of o.f„, on target or bombarding en-

ergy. The largest observed anomalies in the O.f„, re-
sults (see Table I} are the low values for Li+' Au
at 74.8 and 84.2 MeV; while we have no reason for
expecting any greater systematic error in these cases
than in all others, we are nonetheless not confident
that the anomaly is real. Since the statistical model
predictions are very sensitive to the value one inputs
for or„„and since the largest fluctuations in mea-
sured o.g„, values are of marginal significance, we
will later compare measurements to two types of
calculations: one which uses the individual mea-
sured err„, values, with (the dashed) error bars, and a
second employing for all cases the value

(or„,) =1213 mb, obtained by averaging over the
measurements for all targets and bombarding ener-
g1cs.

A statistical model analysis of the decay of the
compound systems investigated has been carried out
with the code MBEGAT, the underlying assumptions
and computational details of which are explained in
the following paper. ' The relative decay widths for
fission and for neutron, proton, and u-particle evap-
oration are evaluated as functions of angular
momentum and excitation energy in each emitting
nuclide along the CN decay chain. The calculation
of fission widths is based on the Bohr-Wheeler
transition-state formalism and the evaporation
widths on a Hauser-Feshbach approach, which in-
cludes proper angular momentum coupling at each
stage of the decay.

MBEGAT is an extensively modified version of the
Beckerman-Blann code Ma-II (Ref. 30). Two of the
major modifications we have made —incorporating
a calculation of the fission-fragment angular distri-
bution and improving the level density treatment
for the deformed nuclei relevant to both fission and
particle emission —are discussed in detail in the fol-
lowing paper. A third modification, allowing for
simulation of the effects of preequilibrium particle
emission on the subsequent equilibrium decay, is
described, together with its influence on our
analysis, in Sec. V B of the present paper. Most of
the calculations we present here do not include the
latter change, and include our level density im-
provements only partially. Specifically, we evaluate
level densities at the yrast (for particle emission)
and saddle-point (for fission) shapes predicted by
the RLDM, ' using in both cases a deformed-
nucleus Fermi-gas treatment which fully includes
the collective rotational bands built upon each in-
trinsic configuration [see Eqs. (33) and (34) in the
following paper]. While this approach represents a
significant improvement in principle over the usual
(Refs. 5 —7, 11, 12, and 23) spherical-nucleus treat-
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B. Choice of parameters

In Sec. V A we compare our measurements to the
results of statistical model calculations employing
no adjustable parameters. It is important to specify
our choice of parameter values in some detail, since
the choice involves several significant subtle or con-
troversial points.

Our approach is to fix all of the relevant nuclear
structure information according to the predictions
of the RLD and NIFG models. Consistency. re-

quires that if we neglect shell and pairing correc-
tions, we do so completely, as should be appropriate
in the high-temperature limit. ' Thus, for exam-

ple, the ground-state masses of all nuclides in the
decay chain, and hence the'n, p, and n binding ener-

gies, are determined from the liquid-drop model. It
is also important for consistency to use the LDM
mass for the CN (but experimental masses for the
projectile and target nuclei, which are cold) in com-
puting the initial excitation energy ECN, we thus use
a "hybrid" effective Q value for the fusion reaction:

2 expt expt LDM
Qeff c [mproj +mtarg mcN ] ~ (7)

The yrast energies and moments of inertia (need-
ed for evaluation of the particle-emission level den-
sities p ) and the saddle-point energies and moments
of inertia [needed in calculating the fission level

ment of the level densities, it neglects the dilution of
the collective level density enhancement which must
set in with increasing excitation, at different rates
for the yrast and saddle-point deformations. In the
following paper we propose a somewhat specula-
tive method for taking account of this dilution, and
in Sec. VC of the present paper we explore its
consequences for our comparison of measurements
and calculations. A number of additional effects
omitted in the present (and many previous) statisti-
cal model calculations, but expected to cause only
minor changes in our results, are specified in Sec.
IV D.

It should be kept in mind that the output of any
statistical model calculation depends very strongly
on a wide variety of parameters describing aspects
of the nuclear structure and of the mechanisms for
CN formation and particle emission. The most im-

portant parameters, and our justification for adopt-
ing the specific values used in the present calcula-
tions, are discussed in the following subsection. In
Sec. IV C we investigate the quantitative sensitivity
of the calculations to variations in some of these
parameters.

a„=a&——a~ =A /9. 0, (8)

where A is the mass number of the final nucleus.
The proportionality constant here is based on calcu-
lations ' ' of smoothed shell-model single-particle
spectra in the Pb region.

The level density parameter relevant to fission is
given by an expression of the same form as Eq. (8),
but with A representing the mass number of the fis
sioning nucleus and a proportionality constant
differing from 1/9.0 by a factor denoted by the
parameter a~/a„. One would expect go to be shape
independent, and hence a//a„ to be unity, for a
NIFG with uniform particle density (for which
goocA' V, where V is the volume of the con-
tainer). In a realistic model of a nucleus, however,
one must take account of the diffuse surface region,
where the matter density is lower than the central
value. Since the surface-to-volume ratio increases
with increasing nuclear deformation, a correspond-
ing small increase in the volume, and hence in go, is
necessary to conserve the total number of nucleons.
This deformation dependence has been estimated
quantitatively by Bishop et al. , who deduce a sim-

ple functional dependence of go on the major-to-
minor axis ratio r of the nucleus.

We have based our choice of aj/a„values on
Bishop's calculations and on RLDM predictions'
for the saddle-point axis ratio r„d in a typical fis-
sioning nucleus (halfway down the evaporation
chain) with spin J=25fi. (At the yrast deformation
in our cases, r does not deviate sufficiently from
unity to yield any appreciable change in go from
that for a spherical nucleus. ) In our mass region

r„d varies quite slowly with spin, but rapidly with
Z /A, e.g., from 4.9 for ' Os (the "typical" fission-

densities p/ and the angular distribution Wr,„(8)]
are taken from the RLDM predictions of Cohen,
Plasil, and Swiatecki. ' It should be noted that the
X, Z, and J dependences of these structure proper-
ties are all completely determined by the RLDM,
and would probably have to be independently
parametrized in a less constrained (parameter-
search) approach to the statistical model calcula-
tions.

The Fermi-gas level density parameter a, which
determines the rate of increase of p with E*, is
directly related to the single-particle level density

(go) at the Fermi energy, and should be proportional
to mass number A (e.g., see Ref. 27). The propor-
tionality constants are chosen in the present work to
be the same for n, p, and a emission, each of which
leaves the residual nucleus at relatively small (yrast)
deformation:
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ing nucleus for Li+ ' 'Ta) to 2.8 for ' At
( Li+ Pb). There is correspondingly a variation
in a//a„with target nucleus: We use aI /a„= 1.067,
1.046, 1.043, 1.039, and 1.029 for ' 'Ta, ' Pt, ' Pt,
197Au and 208Pb respectively
is extremely sensitive to aI/a„(see Sec. IVC) so
that this 4%%uo variation over our range of target nu-

clei is quite significarit.
Aside from these nuclear structure parameters,

we need to specify the initial CN spin distribution
o CN( J), and a prescription for calculating the
particle-emission barrier transmission coefficients
T (E) as a function of particle type (v), orbital an-

gular momentum (I), and kinetic energy (e). In
most previous statistical model calculations, the
spin distribution has been assumed to have a sharp
cutoff at some well-defined value of J. We make
the more realistic assumption of a diffuse (Fermi-
function) falloff:
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FIG. 8. The angular momentum distributions
relevant to the total cross sections for all reactions, for
fusion, and for fission. For o„„, the magnitude and
shape of the curve are given by optical model calcula-
tions; for o~„„the shape is assumed and the area under-
neath the curve fixed by measurement; for 0.~„, the
magnitude and shape result from statistical model calcu-
lations described in the text.

crcN(J) =~X (2J+1)
1+exp[(J—Jo) /dJ ]

where k is the entrance-channel de Broglie wave-

length. Although we have performed some calcula-
tions investigating sensitivity to the spin-diffuseness

parameter dJ, in most of our calculations we have
fixed it to the value characteristic of the partial-
wave distribution for the total reaction cross section,
given by optical model (OM) calculations for our
Li-target systems. Using a fixed Li potential

(determined from an analysis ' of 99-MeV elastic
scattering from Pb), these OM calculations sug-
gest a negligible dependence of dJ on target, but an
appreciable dependence on bombarding energy:
dJ ——2.55 at 74.8 MeV, 2.72 at 84.2 MeV, and 2.90
at 94.4 MeV. Once dJ is chosen, the parameter Jo
in Eq. (9) is constrained to ensure that

g&cN(J) =0'r:."""'.
J

(10)

The angular momentum distributions of cr„„(from
an OM calculation) and of or„, [from Eqs. (9) and
(10)] are compared for one case in Fig. 8. While
our assumption of similar shapes for the two curves
seems reasonable, we have neither sufficient experi-
mental information on the fusion distribution nor
sufficient theoretical understanding of the fusion
mechanism to justify it in any detail.

The difference between fusion and total reaction
cross sections for light projectiles bears on the
choice of prescription for the T', (e). Ideally, one
should base penetrabilities for particle emission
from hot nuclei on cross sections for the time-
reversed reaction, i.e., fusion of low-energy n, p, and
a particles with hot target nuclei. The latter pro-
cesses are unfortunately not subject to laboratory in-
vestigation, and so one needs to employ a suitable
approximation. McMahan and Alexander have
argued for the use of measured fusion cross sections
on cold target nuclei, while the more traditional ap-
proach has been to use optical model calculations of
T'„(e), which are tied to total reaction cross sections
for cold target nuclei. Since for low-energy projec-
tiles o.~„, is typically substantially smaller than a„„
(e.g., see Ref. 43), this choice has considerable influ-
ence on statistical model calculations of evaporation
energy spectra.

We have opted here for the traditional approach.
Fusion of low-energy projectiles with cold nuclei
must be substantially inhibited simply by Pauli-
blocking effects—i.e., the unavailability of nearby
single-particle states into which inner-shell nucleons
can scatter —and this inhibition must fade with in-
creasing temperature of the target nucleus. On this
basis, one should expect the ratio o.~„,/o„„ to be
significantly closer to unity for hot target nuclei
than for targets in their ground state. At the same
time, there should be a slow increase in the effective
size of the target nucleus, and hence in o.„„,with
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increasing temperature, as more single-nucleon
states with high quantum numbers become occu-
pied. ' The net effect should be to make O.g„, for
a hot nucleus similar in magnitude to cr„„ for a
cold nucleus. The use of OM calculations for T„(e)
can thus be justified qualitatively, although not
quantitatively. In our calculations we take the n, p,
and a OM parameters from relevant low-energy
elastic scattering studies specifically for targets in
the Pb region.

The nuclei from which particles are emitted dur-

ing the decay are not only hot, but in general are de-
formed as well. Beckerman and Blann have em-
phasized that large deform ations may cause
dramatic changes in the transmission coefficients,
leading, for example, to enhanced o. decay. We
have ignored deformation effects on the T„(E) in
most of the present calculations, since particle emis-
sion has been assumed to populate nuclei at the
RLDM yrast deformation, and in our mass and
spin region this deformation is small (e.g. , major-
to-minor axis ratios are less than 1.10). However, in
Sec. VC we consider calculations in which particle
emission populates residual nuclei at significantly
greater deformation, and there we estimate the ef-
fect of this increased deformation on the particle
decay widths, using a method outlined in the fol-
lowing paper.

It is clear from the above discussion that some
significant uncertainties remain regarding the ap-
propriate input for the statistical model calcula-
tions, even within the confines of our restrictive
structure assumptions. The validity of some of our
educated guesses can be assessed a posteriori from
the comparison of calculations with our wide range
of measured quantities. One should keep in mind
that the uncertainties would be greatly multiplied if
we attempted to include shell and pairing correc-
tions consistently in all aspects of the nuclear struc-
ture. This, again, is why we consider it more
reasonable to use pure RLDM-NIFG nuclear struc-
ture at this stage of the statistical model analysis.

C. Characteristics of the calculations
and sensitivity to input parameters

In order to assess the quality of agreement when
we subsequently compare our statistical model cal-
culations with experimental results, it is useful first
to examine some characteristics and parameter sen-

sitivities of the calculations.
One important feature of the statistical model re-

sults, namely, the spin distribution of the calculated

fission cross section, is indicated in Fig. 8. It is
seen there that at 94.4 MeV bombarding energy the
maximum contributions to fission come from spins
of 25 —30k. This region is somewhat beyond the
peak in the assumed CN population distribution, re-
flecting the increase in fission probability with in-

creasing spin. In contrast, the calculated relative
partial widths for n, p, and a evaporation exhibit
relatively little spin sensitivity, a result which
differs from the situation for substantially lighter
emitting nuclides, ' because in our cases the large
moments of inertia yield relatively "flat" yrast lines.
Consequently, for an emitted particle of given ener-

gy the intrinsic excitation, and hence level density,
in the daughter nucleus is not enormously greater
when the particle emission reduces the nuclear spin
than when it increases it by a like amount. Thus,
the reduction in mean nuclear spin accompanying
particle emission in our cases is small (typically
0.3trt per neutron).

It is also instructive to consider the "chance" dis-
tributions characteristic of fission and charged-
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FIG. 9. Calculated chance distributions for fission
and charged-particle evaporation probabilities at each
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lar to those following p+xn emission. The contribu-
tions following p and a emission account for &2%%uo of
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particle evaporation (i.e., the variation of the decay
probabilities along the evaporation chain). In Fig.
9, we have plotted the calculated fraction of the to-
tal population cross section for a given nuclide in
the decay chain which leads to fission, p, or e de-

cay, as a function of the number of neutrons emit-
ted from the CN to reach the nuclide in question.
Nuclides reached via ( Li~n), ( Li,pxn), and
( Li,axn) processes are included in the figure. For
any one nuclide the three fractions plotted do not
sum to unity; the missing fraction is accounted for
by neutron decay or, near the very end of the chain,
by y decay (which is not treated explicitly in the
calculations).

The chance distributions displayed in Fig. 9 re-
sult from effects associated, on the one hand, with
the change in neutron excess, and on the other, with
the change in nuclear temperature, accompanying
particle emission. Let us concentrate first on the
decay of nuclides reached by emission of neutrons
only (the top three curves in Fig. 9). Emission of

.each neutron reduces the neutron excess in the de-

caying nucleus, leading to an increase in the binding
energy B„relevant to subsequent neutron emission,
but to a decrease in 8& and 8 . (Since o. particles
are unbound in heavy nuclei —their emission imped-
ed by the Coulomb barrier —B actually becomes
more negative. ) The binding energies change
smoothly with neutron number when LDM masses
are used. There is a simultaneous reduction in the
fission barrier height Br,„, since Z /A increases.
(The mean spin in the decaying nuclei decreases as
more neutrons are emitted, but as mentioned above,
this variation is very slow for heavy nuclei, and any
consequent effect on B~ss is much less important
than that from the Z /A increase. ) The result of
these variations in relative barrier heights is to
enhance high-chance fission and charged-particle
evaporation, at the expense of neutron emission.

In the calculations in Fig. 9, this enhancement is
counterbalanced by the temperature dependence of
the relative decay widths, since the magnitude of B„
remains smaller than B~„, B& + V&

'"', and
8 + V '" (where V '"' represents the Coulomb
barrier which must be penetrated by an emitted pro-
ton or a particle). A given absolute reduction in
overall excitation energy of the decaying nucleus, as
accompanies n emission, thus causes a larger frac-
tional decrease in the intrinsic excitation energies
and level densities relevant to subsequent fission, p,
and a decay than in those relevant to subsequent n

decay. It should be kept in mind, however, that the
temperature dependence of the decay widths, and
hence the chance distributions, might differ strong-

ly from the results in Fig. 9 if the nuclear structure
parameters were chosen to deviate significantly
from RLDM-NIFG values (see Fig. 11).

Emission of a proton or a particle tends to reduce
the temperature of the decaying nucleus more than
neutron evaporation, and furthermore increases the
relative neutron excess [(N —Z)/A], so that the two
effects discussed above reinforce one another. The
net result is a rapid decrease in the probability for
subsequent charged-particle emission or fission, so
that the curves in Fig. 9 representing nuclides
reached in ( Li,pxn) and ( Li,axn) processes are
much lower than the curves for ( Lipcn) nuclides.
The suppression is particularly strong for fission
following charged-particle emission since Bp„ in-
creases rapidly with decreasing Z of the decaying
nucleus.

One may conclude from Fig. 9 that multichance
fission and charged-particle evaporation, following
emission of a sizable number of neutrons, are im-
portant processes to include in the statistical model
calculations, while the contributions arising after
the emission of a charged particle may be safely
neglected in the mass region of interest here. In the
calculations for 94.4 MeV Li+ ' Au the latter
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FIG. 10. Variation of the calculated values for the
fission cross section and anisotropy, and for the p and a
evaporation cross sections, with the level density param-
eter ratio a~/a„and with the fission barrier scaling
parameter C~. All parameters other than the one varied
have the values characteristic of the master parameter
set (see Sec. IV 8).
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contributions account for &2% of the total cross
sections o&, 0.~, and O.f„, in good agreement with
the results of our particle-particle coincidence mea-
surements discussed in Sec. II E. In the subsequent
calculations we present, the contributions associated
with the lower four curves in Fig. 9 have indeed
been neglected (cutting computing time by more
than a factor of 2).

As detailed in the following paper, both the
spin and chance distributions for the calculated fis-
sion cross section are significantly affected by our

use of a deformed-nucleus level density treatment in

place of the more usual spherical treatment.
Remaining ambiguities in the formalism for includ-

ing collective level density enhancements give rise

to appreciable uncertainties in the fission calcula-

tions. While these theoretical uncertainties should

not be neglected (they will be further addressed in

Sec. VC), it is important to realize that they are

small in comparison with the changes in calcula-

tional results which would arise from even minor

alterations in some of the input parameters. In Fig.
10, for example, we illustrate the sensitivity of the
calculations to the level density parameter ratio

of /a„and to the scaling parameter Cf by which all

RLDM fission barrier heights are multiplied. In
the calculations represented in Fig. 10 only a single

parameter at a time has been varied from the start-

ing values prescribed earlier: af/a„ from its initial

value of 1.043 on the left-hand side, and Cf from
1.00 on the right-hand side. It is obvious that O.f;„
is extremely sensitive to both of these parameters,
increasing by three orders of magnitude when

af/a„ is increased by -2S%%uo or when Cf is reduced

by a factor =2. Previous analyses of high-spin fis-
sion measurements ' have led to claims of neces-

sary parameter adjustments over just such ranges in

af/a„and in Cf. The changes in Cf and af/a„
have no direct effect on the partial decay widths I z
and I ~; they lead to small changes in o& and 0-~

when I r,„becomes a sizable fraction of I „,.
We see in Fig. 10 that an increase of af /a„and a

decrease in Cf have apparently similar effects not
only on crf,„,but also on yf,„.One might be tempt-
ed to conclude from this observation that it is gen-

erally possible to make simultaneous changes of like
sign in of /a„and in Cf which leave both or,„and
yf,„essentially unaltered. However, this conclusion
is invalid because the two parameters have strongly
correlated effects on the temperature dependence of
the relative fission width, and hence on yf,„,as il-

lustrated in Fig. 11.
Concentrate first on the calculations labeled A, 8,

D, and F. in Fig. 11. These differ from one another
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FIG. 11. Calculations illustrating the variation of the
fission anisotropy and cross section with chance for five
different parameter sets, each reproducing the measured

total fusion cross section and yielding the same total fis-
sion cross section to within +5%. The mean yf,„values
listed refer to 8'f,„(0) summed over all chances. The

yf,„curve for parameter set E (not shown) falls between

those for A and C.

in that of/a„and Cf have been changed as ap-
propriate to maintain a constant value for the total
fission cross section. (In addition, of course, all the
calculations are constrained to match the same mea-
sured fusion cross section. ) We see in the upper
part of Fig. 11 that the calculated anisotropy yr,„
for any giuen chance of fission exhibits an appreci-
able, but not dramatic, sensitivity to these parame-
ter variations; in each case y~„ increases rapidly to-
ward higher chances, as the temperature of the fis-
sioning nucleus decreases. ' On the other hand,
the chance distribution of o.f,„,plotted in the lower
part of the figure, changes dramatically from one
parameter set to the next. A reduction in af/a„
leads to a greater fractional decrease in the corre-
sponding ratio of level densities pf/p„at high than
at low excitation energy, thereby suppressing low-

chance relative to high-chance fission. A reduction



S. E. VIGDOR et al.

in C~ has a similar effect, leading to the greatest
fractional increase in saddle-point intrinsic excita-
tion, and hence in p~/p„, when the temperature is
low. The two changes thus reinforce one another in
suppressing low-chance and enhancing high-chance
fission, while keeping the total fission cross section
constant.

The overall observed anisotropy arises not from
any single chance, but is rather weighted by the
chance distribution for 0.~„. Thus, as is clear from
the table of mean y~„results in Fig. 11, the progres-
sive enhancement of high-chance fission as we go
from parameter set A to 8 to D, in conjunction with
the strong temperature dependence of yp„ for high
chances, yields a rapid increase in the overall aniso-

tropy. There is little change in the overall anisotro-

py between parameter sets 3 and E because the pri-
mary effect of the increases in a~/a„and in C~
from their RLDM-NIFG values is to further
enhance the already dominant contributions from
low chances, where y~„varies only slowly with
chance.

The results in Fig. 11 afford some insight into the
likely effects on fission observables from shell
corrections to the nuclear structure. Shell correc-
tions, which may be important at the late chances
(low temperatures), always tend to introduce modi-
fications of like sign in deformation energies and
corresponding level density parameters. ' ' For ex-

ample, if the late-chance decaying nuclides happen
to fall near a shell closure at the saddle-point defor-
mations, or in the middle of a shell at the equilibri-
um deformations, both Cy and a~/a„would be ef-

fectively lowered from RLDM-NIFG values.
While the consequent effects on the level density at
any one excitation energy tend to cancel one anoth-

er, the cancellation is not complete —the energy
dependence of the level density is modified. It is

just this sort of alteration in the energy dependence
which is reflected in the changes to the chance dis-
tribution and to yr,„in Fig. 11. (There is also a sig-
nificant effect on the calculated variation of o.~„
and y~„with bombarding energy; see Refs. 6, 12,
and 21.) The results in Fig. 11 suggest that while
shell corrections to barrier heights and level density
parameters may conceivably cancel in their effects
on observed fission cross sections, it is unlikely for
them to compensate simultaneously in both o ~„and
y~„. Thus, to the extent that the microscopic nu-
clear structure influences the decay properties ob-
served in the present experiment, we may expect our
RLDM-NIFG calculations to have difficulty in
reproducing the measured target dependences of
o.~„and y~„simultaneously, since the compound
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nuclei investigated here span a wide range in expect-
ed shell corrections (e.g., from significant reduc-
tions in 8~„ in the Os region to increases in 8~„
near Pb).

There is one additional calculation (C) included
in Fig. 11, this for a parameter set similar to 8, but
with the spin diffuseness parameter dJ from Eq. (9)
increased substantially. This change has little effect
on the chance distribution for o~„„but significantly
modifies the spin distribution (enhancing high-spin
fission at the expense of low-spin fission, with a
small decrease in aI/a„serving to keep the overall

or,„constant). The increase in dJ raises yr, „signifi-
cantly, and nearly uniformly, at all chances. While
for a given bombarding energy similar increases in

y~„may be caused by an increase in dz or, alterna-
tively, by decreases in C~ and aj/a„, the effect on
the energy dependence of y~„ is different in the two

es. ' A.s illustrated in Fig. 12, 0-~„, and y~„, ar
the only calculated quantities with significant sensi-
tivity to d~, both seeming to increase roughly as
(dJ) . However, at the dz values used in our master
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parameter set (see Sec. IVB), the deviations from
calculations employing a sharp-cutoff spin distribu-
tion are not yet larger than the effects of 15%%u& un-
certainties in the measured absolute fusion cross
sections.

In Fig. 12 we also illustrate the sensitivity of the
calculations to the overall level density parameter
a„(=a&——a~). The major effect of varying a„(and
aI proportionately) is to modify somewhat the rate
of change of the level densities (p) with excitation
energy (U). As a„ is reduced from A/7 to A/11,
Bp/8 U decreases, favoring the evaporation of
slightly higher energy particles. The small increases
in mean proton and a kinetic energies ((Ez ), (E ))
correspond to substantial increases in Coulomb bar-
rier penetrability, and hence in o& and o.~. A simi-
lar small increase in (E„) (not shown in Fig. 12)
has relatively little effect on .the decay width I'„,
but does lead to a small decrease in the mean num-
ber of neutrons emitted in ( Li~n) reactions. The
effects on Or» and yr» are small compared to their
sensitivities to other parameters.

While the parameter variations considered in
Figs. 10—12 are hardly exhaustive, they do serve to
illustrate that the various calculated quantities we
shall compare to experimental results are sensitive
in quite different ways to the various statistical
model input parameters. In Sec. V we shall note ex-
amples of other sensitivities useful in assessing the
agreement between theory and experiment.

D. Effects omitted from the calculations

Our aim in the present analysis is to assess the
degree to which the observed decay properties of
hot, high-spin nuclei can be understood in a statisti-
cal model framework using simple macroscopic
models for the relevant nuclear structure. In this
context it is important to identify and correct (or at
least estimate the uncertainties introduced by)
shortcomings of conventional statistical model
treatments, other than neglect of shell and pairing
corrections to the structure. Several significant im-
provements to standard analyses are already incor-
porated in the calculations described in the preced-
ing subsections. The most important remaining
ambiguities in the treatment, associated with effects
of preequilibrium particle emission and the expect-
ed disappearance of collective rotational bands at
high excitation, ' are addressed quantitatively in
Secs. VB and V C, respectively. In the present sec-
tion we mention a number of other effects which we
have so far neglected in our calculations, along with
at least qualitative reasons for expecting their influ-

ence to be small for the systems investigated here.
We have not included y-decay competition with

the particle emission and fission, as has been done
in some other codes. The y competition is ex-
pected to become noticeable only at the very end of
the decay chain, at excitation energies just above the
neutron emission threshold; its only appreciable ef-
fect on our calculations might be to reduce very
slightly the mean number of neutrons emitted in
( Li~n) reactions. We have also omitted evapora-
tion (or preequilibrium emission) of composite par-
ticles other than a's (e.g., deuterons and tritons,
which together account for -15' of the measured
0'z i); allowance for such cluster emission might
slightly alter the calculated balance among the vari-
ous particle decay modes and fission.

As already mentioned in Sec. IVB, we have
neglected the effects of nuclear deformation on the
barrier transmission coefficients for particle emis-
sion. Inclusion of such effects can lead to sizable
enhancements of particle decay, especially the emis-
sion of n particles or larger clusters, when the
relevant deformations are large. ' In the regions
of interest here (A 200, J &40fi) the enhancements
would not be significant because the RLDM equili-
brium deformations are quite small. ' Indeed, in the
following paper (see also Sec. VC of the present
paper) we find no more than 10% enhancement of
a decay when we apply an approximate treatment
of the deformed potential barriers to hot nuclei with
deformations substantially larger than the RLDM
equilibrium values.

The small yrast deformations expected for these
heavy nuclei are also likely to reduce to insignifi-
cance any practical consequences of the conceptual
inconsistency ' ' between the transition-state for-
malism applied to fission and the Hauser-Feshbach
treatment of particle emission in the present, as well

as most other, statistical model analyses. A more
consistent transition-state approach to particle
evaporation would evaluate the phase space for a
configuration consisting of the ejectile just outside a
residual nucleus with the same shape as the parent
decaying nucleus, rather than for the configuration
in which ejectile and equilibrium-deformed residual
nucleus are at infinite separation. ' However,
one expects such an approach to yield results appre-
ciably different from the present calculations only if
the equilibrium deformations of the emitting and
residual nuclei are quite different, " so that the par-
ticle decay must effect a large change in the nuclear
shape.

As in most other statistical model codes, we have
based our level density formalism on the approxi-
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mation of a constant single-particle level density go
in the vicinity of the Fermi energy eF. A more ex-
act NIFG treatment would include the variation of
g with single-particle energy. The resultant effect
on our calculations would be small, since in all our
applications the temperature ~ is small compared to
e+, and would probably be similar in nature to that
arising from a small change in the overall level den-
sity parameter a„(see Fig. 12): The rate of change
of all level densities with excitation energy would be
slightly modified, but with no significant direct in-
fluence on the ratio of level densities relevant to dif-
ferent decay modes.

The ratio of level density parameters af/a„
relevant to fission versus particle emission deviates
from unity in a NIFG treatment because of the dif-
fuse nuclear surface region and the deformation
dependence of the surface-to-volume ratio. " While
we have incorporated this effect to first order in our
calculations by choosing for each system studied a
single af/a„value appropriate for a "typical" fis-
sioning nucleus (see Sec. IV B), we have not explicit-
ly included the variation of af/a„(arising from
variations ln the RLDM saddle-point shape) with
spin and chance. In the mass and spin region stud-
ied these variations are slow: Typically af/a„de-
creases by 0.6—0.8% from the first-chance to the
last-chance fissioning nuclide, and also from spin
zero to the maximum angular momentum contri-
buting appreciably to the calculated fission cross
sections. The af/a„values used in the present cal-
culations fall in the middle of these ranges. The
perturbations which would be introduced by the
spin and chance dependences of af/a„can be easily
estimated from the calculated fission characteristics
presented in Figs. 8—10: One should expect -S%%uo

increase in the calculated values of ef;„and perhaps
—1% decrease in yf,„. It is much more crucial to
include the spin dependence of af/a„when one

populates CN spins approaching the critical value
at which BP,", vanishes (J,„,-80—856 in our
cases), since in that limit the equilibrium and
saddle-point deformations rapidly converge.

The diffuseness of the nuclear surface (and the
finite range of the nuclear force) may be expected in
general to modify RLDM predictions for the nu-

clear deformation energy, in addition to inAuencing
level density parameters as described above. The
modifications to some features of the RLDM struc-
ture predictions of Cohen, Plasil, and Swiatecki
have been considered by Krappe, Nix, and Sierk
and by Mustafa et al. However, results from
these improved treatments ' are not yet available
in sufficient detail (e.g. , including the variation of

fission barrier heights, saddle-point shapes, and mo-
ments of inertia with N, Z, and J ) for inclusion in
our statistical model calculations. The neglect of
these modifications does not have serious implica-
tions for the present work, since the structure calcu-
lations reported to date ' indicate that for A =200
there are at most very small ((5%) differences
from RLDM values for fission barrier heights and
saddle-point shapes at zero angular momentum, and
for critical angular momenta (where the fission bar-
riers vanish). The differences are much larger for
lighter compound nuclei and may explain at least
part of the sizable reduction to RLDM fission bar-
rier heights apparently needed to reproduce other
fusion-fission measurements.

It is also worth noting here several nonessential
simplifying assumptions introduced in the calcula-
tions of the fission-fragment angular distribution
Wr,„(8)in our code. ' We assume that the angu-
lar momentum of the fissioning nucleus at its sad-
dle point has zero projection along the beam direc-
tion (M =0) and that the projection (E) along the
symmetry axis is characterized by a Gaussian
probability distribution. As pointed out in the fol-
lowing paper, these two approximations introduce
small errors in yf,„which nearly cancel one another.
We also neglect the "smearing" of the fragment an-
gular distribution associated with multichance fis-
sion, which arises because prefission neutron emis-
sion introduces an angular spread of the decaying
nuclei with respect to the beam direction. Inclusion
of this effect would yield a reduction in the calcu-
lated values of yf;„, but only a very small one be-
cause most of the decaying nuclei in our cases must
fall within -5' of the beam axis, and the derivative
of Wr,„(8) is zero (or near zero) at the angles being
compared in yf;„.

The neglect of all the above effects in the present
version of our statistical model code, besides saving
considerable computing time, serves mainly to in-
crease slightly the theoretical uncertainties which
should be attached to our pure RLDM-NIFG pre-
dictions. It is unlikely that inclusion of any of these
effects would appreciably change the conclusions
drawn from the present experiment and analysis.

V. COMPARISON OF
STATISTICAL MODEL CALCULATIONS

AND EXPERIMENTAL RESULTS

A. Equilibrium decay calculations

Measured and calculated fission cross sections
and anisotropies are compared for five targets at
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tially larger than the uncertainties in the corre-

sponding measured quantities. Note, in particular,
that the percentage error in each calculated value of
of„ is larger than the percentage error in crf„',

"from
which it arises, because the partial width for fission
varies rapidly with spin in the vicinity of Jo. Accu-
rate absolute determination of crt„, is thus essential

to any meaningful comparison of statistical model
calculations with fission measurements.

In light of the great sensitivity of 0~», and y~», to
statistical model parameters observed in Figs.
10—12, the overall agreement in Fig. 13 between

the zero-adjustable-parameter calculations and mea-

surements for both quantities is remarkably good,
and unlikely to be fortuitous. The calculations for
both of„and yf;„are in most cases very close to or
slightly smaller than the experimental results; there
are several exceptions to this trend, e.g., the 74.S
MeV results for ' Au and the 94A MeV results for
's'Ta. However, if we refer back to Fig. 7, we see

that the discrepancies in these two cases simply
track with fluctuations in the measured total fusion
cross sections. For this reason, it is of interest also
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FIG. 13. Measured and calculated fission anisotro-

pies and cross sections at two bombarding energies plot-
ted versus the compound-nucleus fissility. The calcula-
tions use the master parameter set, including af/a„
values listed in the figure, and the individual measured
fusion cross sections for each case. The error bars on
the calculations arise from the measurement uncertain-
ties in the total fusion cross sections. The dashed lines
connect the calculated values.
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two bombarding energies in Fig. 13. The results are
plotted as a function of the fissility parameter'
(Z !SOA) for the CN. The calculations assume that
the CN has reached complete thermal equilibrium
prior to the first-chance decay. They use the master
parameter set described in Sec. IVB (i.e., there are
no adjustable parameters), and constrain the CN
spin distribution to match the measured total fusion
cross section appropriate to each target and energy.
The absolute measurement uncertainty in ca~„,
translates in our prescription into an uncertainty in
the location of the cutoff in the CN spin distribu-
tion, i.e., in the parameter Jo in Eq. (9). These un-
certainties in Jo (associated with the dashed or„, er-
ror bars in Fig. 7 and the errors in parentheses in
Table I) are reflected in the error bars for the calcu-
Iated points in Fig. 13, which are typically substan-
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FIG. 14. The ratio of calculated to measured values
of the fission cross section and anisotropy when the cal-
culations employ the mean measured fusion cross sec-
tion, rather than individual o.~„, results for each target
and energy. The error bars represent only the relative
measurement uncertainties in O.f,„and yf,„.
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to compare the measurements here to calculations
in which the scatter in O.f„',

"values is removed, i.e.,
in which the CN spin distribution is constrained in
all cases to match the average measured fusion cross
section |,'or„, ) = 1213 mb, without including any as-

sociated uncertainty. The results of such a compar-
ison are shown in Fig. 14 in terms of the ratio of
predicted to measured values.

We find in Fig. 14 a remarkably accurate quanti-
tative reproduction of the observed target depen-
dence (and, over this admittedly small range of
bombarding energies, of the energy dependence as
well) of or,„and yr, „by the statistical model calcu-
lations. This result is by no means trivial. We have
included in these calculations, from the start, the
variation of af/a„with target nucleus (see the
values listed in Fig. 13) arising from the deforma-
tion dependence of the single-particle level density
for a NIFG confined by a potential with diffuse
walls. If we had not included this effect (it has been
neglected in most previous work), the or,„points for
' 'Ta and Pb in Fig. 14 would differ from one
another by a factor =3.5. If me had included the
af/a„variation and neglected only to calculate the
initial CN excitation with respect to the liquid-
drop, rather than the experimental, ground-state en-

ergy [i.e., if we had used the true fusion Q value in
place of Eq. (7)], the cr rpoi tsnfor ' 'Ta and '9sPt

would differ from one another by -30%. In light
of this strong sensitivity to small corrections in the
statistical modd input, the fact that we reproduce
the observed target dependence of err, „(and of yr, „)
to several percent without adjustable parameters is
very significant.

Furthermore, the results in Fig. 14 present strong
evidence that the effects of shell corrections on
these overall fission characteristics are negligible.
We have covered a range of compound nuclei over
which the shell corrections at low spin are known,
and those at high spin expected (e.g., see Ref. 2), to
vary dramatically. We expect such shell correc-
tions, if they are going to show up at all, to reveal
themselves in target-dependent fluctuations of the
theory-to-experiment ratios for o.f,» and/or yf, » in
Fig. 14, where the theory used has completely
neglected microscopic structure contributions. Re-
caH from our discussion of Fig. 11 that it is unlikely
for the shell effects to cancel simultaneously in o.f,»
and yf,„.The absence of sizable fluctuations in Fig.
14 thus suggests that any shell corrections to the
nuclear structure have indeed "melted" at the tern-
peratures which dominate the observed fission de-
cay. Such corrections, though undoubtedly present
for cold nuclei in this mass region, apparently do
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FIG. 15. Comparison of measured and calculated
cross sections for Z =1 and u-particle emission, for five

targets at two bombarding energies. The calculations
use the master parameter set and the mean measured

fusion cross section.

not yield a sufficient enhancement of high-chance
fission contributions in any of the cases studied to
affect the overall values of Of» and yf;» significant-

The results in Fig. 14 also reveal that the calcu-
lated absolute fission cross sections are systemati-
cally —15% low, and the calculated anisotropies
—10% low, in comparison with the measured
values. These normalization discrepancies are very
small in comparison with the variations which
would arise from the range of adjustments to Cf
and af /a„considered in previous work. Indeed, the
systematic deviations in Fig. 14 appear at this point
to be of marginal significance, in that they could be
accounted for by a plausible overall systematic error
of -10% in the measured value of (or„,); however,
it pays to reserve judgement on the possible signifi-
cance of the deviations until we have compared the
calculations to other measured decay properties.

Since the target dependences of o.f;» and yf,» are
so well reproduced when we use the mean measured
fusion cross section for all cases, we mill continue to
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do so in the remaining comparisons of experiment
and calculations. We thus effectively assume that
the fluctuations in measured o.r„, values (see Fig. 7
and Table I) originate in the experiment, rather than
in nature. (A possible, but less plausible, alternative
explanation of the low 0.~„, values for ' Au at 74.8
and 84.2 MeV, consistent with the observed fission
results, would invoke a loner cutoff on the partial
waves contributing to fusion with Au, appropriate
to leave the upper spin cutoff Jo essentially the
same as for the other targets. )

The calculations employing (or„,) (without error
bars) are compared with measurements of o and

oz &
in Fig. 15. For convenience the results are

again plotted versus the CN fissility, although this
is not an especially relevant parameter for the
charged-particle decay. Let us address first the re-
sults for 0. in the lower frame. Here again we find
the measured target dependence to be reproduced
well, if not quite as precisely as for O.~„and y~„, by
our fixed-parameter calculations. The statistical
model a-evaporation cross sections tend, however,
to be systematically higher, by -30%, than the ex-

perimental values.

Again, we might expect shell correction effects to
alter the target dependence of 0. considerably, as il-

lustrated in Fig. 16. In that figure we have plotted,
for various assumptions concerning particle binding
energies and level density parameters, the ratio
p~(U~)/p„(U„) of intrinsic level densities relevant
to the first-chance competition between evaporation
of a 0.1-MeV s-wave neutron (reaching excitation
energy U„ in the daughter nucleus) and of an s-
wave a particle with kinetic energy equal to the
exit-channel Coulomb barrier height (reaching exci-
tation U~). When we use pure LDM binding ener-
gies and 3/9. 0 for both a„and a~, the target
dependence of p~/p„(see triangles in Fig. 16}close-
ly reproduces that for o from the full calculations
in Fig. 15, demonstrating that the essential in-
gredients affecting the calculated 0. are included in
Fig. 16.

The three remaining sets of calculations in Fig.
16 represent the effects on 0. of including shell
corrections to varying degrees. The closed circles
result from calculations employing the known ex-
perimental (shell- and pairing-corrected} ground-
state masses for the relevant nuclides, but still using
3/9. 0 for level density parameters. The change
from LDM particle binding energies leads to more
pronounced fluctuations in p /p„with target nu-
cleus, with a particularly striking enhancement for

Pb, where a decay leaves daughter nuclei close to
the double shell closure at Z =82, X =126. If shell
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corrections are included also in the level density
parameters, and are correlated with the mass
corrections as appropriate for cold nuclei in the
semiempirical prescription of Ignatyuk et al., ' then
the target dependence of p /p„ is yet much more
pronounced (open circles in Fig. 16). Furthermore,
the pattern is inverted from that produced by
correcting only the binding energies, since the
changes in a relevant to low excitation produce at
high excitation a gross overcorrection for the shell
effects on the masses. Finally, if we apply
Ignatyuk's prescription ' for the level density
parameter at ECN, rather than at low excitation, we
nearly reproduce the LDM-NIFG results. This
similarity (between the calculations represented by
triangles and by crosses in Fig. 16) merely confirms
that the level density prescription in Ref. 41 does
the job it was intended to do: It includes a "melt-
ing" function specifically designed to phase out the
shell corrections to level densities progressively with
increasing excitation, so that they have nearly com-

0.65 0.67
(Z /504 c

FIG. 16. Target dependence of the ratio

p (U )/p„(U„) of intrinsic level densities relevant to
first-chance a-n competition, calculated under various
assumptions (see text) for the particle binding energies
and level density parameters. The calculations illustrate
the effects on a-evaporation cross sections of including
shell corrections to varying degrees in the nuclear struc-
ture parameters.
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pletely disappeared by the time we reach EcN. The
similarity of both calculations to the observed target
dependence of e~ indicates that yet another aspect
of the decay processes studied here can be under-

stood without invoking significant shell effects.
Now let us return to the proton emission results

in the upper frame of Fig. 15. Here we see the first
major failure of our statistical model calculations.
Neither the magnitude nor the target dependence of
the observed o.z i is adequately reproduced. In
particular, there is a much weaker dependence on

target and bombarding energy in the measurements
than in the calculations. How can we do so well in

understanding O.f;„, yf,„,and o, and so poorly for
O.z ~~ The answer is contained in Fig. 17, where
we compare calculated energy spectra for the evap-

orated particles with the spectra observed at

H~,b
——170'. The calculated and measured spectrum

shapes are in excellent agreement for a particles.
The calculated proton spectrum matches the obser-

vations reasonably well at the low-energy end, but
greatly underpredicts the yield of high-energy pro-
tons.

The location of the low-energy cutoffs in the
charged-particle spectra are determined in the cal-
culations almost exclusively by the barrier penetra-
bilities; our success in reproducing the relevant ob-

servations for both protons and alphas supports our
earlier arguments (see Sec. IVB) in favor of the
traditional optical model prescription for evaluating
the T„(e). On the other hand, the high-energy tails
in the evaporation spectra are sensitive primarily to
the energy dependence of the level densities, i.e., to

a~ and a . There is simply no reasonable change in

the nuclear structure which can account for the
gross discrepancies at high proton energies in Fig.
17. Instead we interpret these discrepancies as evi-

dence for surprisingly large yields of preequilibrium
(PE) protons even at the most backward angles.

If we have evidence for substantial PE emission
of protons, we must expect even larger PE yields of
neutrons. These would show up in neutron energy
spectra, which we have not measured, and in the
distribution of ( Li~n) residual nuclides, which we
have determined from y-singles spectra in a few
cases. Experimental results for this distribution for
84.2 MeV Li + ' Au are compared in Fig. 18 with

statistical model calculations. The observed distri-
bution is shifted (by nearly one mass unit) toward
higher-mass products, and is somewhat broader,
than that predicted. These differences are con-

i97 6
DISTRIeuTIOX OF AU( Li, xn) RESIDuAL XuCLiDES

I.O

$ —Y Singles data at 84.2 Mev
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0 10 255 15 20 50
(Mev)

FIG. 17. Comparison of measured and calculated
c.m. energy spectra for p and a emission from 74.8 MeV
Li+' Au fusion. The measurements represent angle-

integrated spectra inferred from the observations at
O~,b——170' under the assumption of isotropic emission.
The measured spectra here have not been corrected to
remove the small contributions associated with non-
fusion reactions giving rise to energetic forward-going
charged particles (see Sec. IIE of text).
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yields measured at 84.2 MeV. The fraction of the total
( Li,xn) cross section which goes into population of each
isotope is plotted. The dashed lines connect the calcu-
lated values at each bombarding energy, while the solid
lines connect the measurements.
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sistent with the expected effects of PE emission, i.e.,
the emission of one or two neutrons during the de-

cay chain with a broader spectrum of kinetic ener-

gies, and a significantly higher mean energy, than
characterize evaporation.

%hile there is good evidence in Figs. 17 and 18
for substantial PE contributions to the observed de-

cay processes, there are several associated features
of the data whose origin we do not understand in
detail. Why, for example, is the PE tail so pro-
nounced in back-angle proton spectra, and the an-

gular distribution deduced from back-angle mea-
surements (Fig. 6) so flat (The forward-angle cross
sections in Fig. 6 may well be dominated by protons
from various types of projectile fragmentation,
which cannot easily be distinguished from PE pro-
tons at our bombarding energies. ) These observa-
tions are consistent with a few previous calculations
and measurements, ' but seem inconsistent with
others and with much of the "folklore" built

up about PE phenomena. Why do we not see ap-
preciable PE a emission at large angles? Why
would the back-angle PE proton cross section
remain nearly constant in magnitude as a function
of bombarding energy, as is suggested by the com-
parison of calculated and measured energy depen-
dences in Fig. 19'? (Note that for protons in Fig. 19
it is the absolute difference between experimental
and theoretical cross sections which is constant,
while for o~ and or» it is the corresponding ratio ).
The available theories of PE phenomena do
not provide simple answers to these questions. For
example, in the various thermodynamic models pro-
posed, ' the angular distribution of emitted nu-

cleons results from some complicated interplay be-
tween the spatial and temporal variation of the
nonequilibrium temperature field within the emit-
ting nucleus, the reflection and refraction of the
emitted particles upon passage through the nuclear
surface, the rotation of the nucleus during equilibra-
tion etc.

Despite all the detailed PE features which we do
not understand, we have been able to develop a sim-

ple semiempirical prescription (described below) for
simulating those essential features which are
relevant to our predictions of fission and charged-

particle evaporation characteristics. Incorporation
of this prescription in our statistical model calcula-

tions will permit us to assess whether allowance for
the PE contributions may adversely affect the good
agreement found earlier with measurements of o.r»,
Xfiss~ and Oa.
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FIG. 19. Comparison of the calculated and measured

energy dependences for 0~, cr, crf,„, and yq„ from 'Li
bombardment of ' Pt. The calculations at 55 and 124
MeV are based on smooth extrapolations of the CN spin
distribution from those used at the three intermediate
energies.

B. Effects of preequilibrium nucleon emission

It seems fair to assume that PE emission is con-
fined to the early stages of the decay, before suffi-
cient time for energy sharing among all degrees of
freedom has elapsed. The excited nuclei produced
in the early stages will then be characterized by sig-
nificantly different excitation energy and spin dis-
tributions than those resulting purely from evapora-
tion. It is these differences which will affect the
probabilities for subsequent neutron and charged-
particle evaporation and fission, and which are
therefore important for us to simulate.

Our approach is based effectively on the existence
of a "hot spot, " occupying some fraction of the
volume in the composite system, which is internally
equilibrated at much higher temperature than the
surrounding nuclear matter. ' For calculations of
the early-chance decays over some fraction of the
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initial CN spin distribution (corresponding to the
"hot spot"), we allow n and p evaporation only,

starting from an anomalously high nuclear tempera-
ture ~d~, chosen to guarantee emission of protons
with ihe observed spectrum of energies. The high
temperature is simulated by an artificial reduction
in the level density parameters a„=a&. Except for
this change we perform a standard equilibrium de-

cay calculation, with the balance between n and p
PE emission, and the angular momentum removed

in the process, determined by the level densities p„
and the barrier transmission coefficients T„(e).
After allowing this PE emission for the desired

number of chances (usually one or two), we revert to
the original values of the level density parameters
and evaluate the probabilities for the various modes
of subsequent equilibrium decay using the E*-J
population profiles resulting from the PE stage.
The final decay cross sections calculated for this
"hot-spot" region are then added to the results of a
normal equilibrium calculation for the remaining
fraction of the initial CN spin distribution.

In practice we determine the "hot-spot" tempera-
ture r,tt by fitting the high-energy portion of an ob-

served proton spectrum with the following formu-
61.

0
dQ, dE,

(0) ~ (E~ —7 MeV)exp[ (Ez ——7 MeV)lr, ff],

where 7 MeV is the approximate proton kinetic en-

ergy at which Coulomb barrier impenetrability cuts
the spectrum off. The value of ~,ff deduced by fit-
ting with Eq. (11) varies with the proton angle. We
have taken ~df from the observed spectrum at 90 as
a suitable average value. (At 170', rett 1s 10%
smaller than at 90', while at forward angles it is

presumably somewhat larger, but difficult to deter-

mine due to contamination of the spectrum with

fragmentation protons. } The modified level density
parameter a„' is then chosen to make the actua/ in-

trinsic excitation energy U correspond to the
anomalously high temperature w,ff.

U=ar +a„' =a—„(r,q /r, tt ),
where ~,q denotes the normal CN equilibrium tern-

perature. The ("hot-spot") fraction of the fusion
cross section for which we use a„ is adjusted to
yield reasonable agreement with the measured dis-

tribution of ( Li~n) residues. There is little experi-
mental evidence on which to base some choice for
the location of the "hot-spot" region in spin space.
We have therefore performed calculations-. for vari-

ous choices of this location, in order to investigate
the range of possible effects on of,„,yf,„,and o. .

While we explicitly calculate equilibrium decay
widths following neutron emission in the PE stages,
we feel justified (on the basis of Fig. 9 and the asso-
ciated discussion) in neglecting contributions to
overall fission and charged-particle evaporation
cross sections which arise after the emission of PE
(or evaporation) protons. Nonetheless, the PE pro-
ton emission can have a significant secondary ef-
fect, in that it renders some potentially important
portion of the assumed initial spin distribution un-

available for fission. To include this effect, we irn-

pose a "self-consistency" requirement on the total

l

"fusion" cross section (ot„s) used to constrain the

spin distribution for the PE calculations:

The first term on the right is 1213 mb. The second

term, typically=100 —150 mb, represents that part
of the total (PE plus evaporation) proton cross sec-

tion resulting from the calculation in question

which is not already included in O.z'"&.

The physical model implicit in the above

prescription is undoubtedly oversimplified, and we

do not expect it to explain all aspects of PE phe-

nomena. For example, our calculations are intrinsi-

cally incapable of accounting for the fore-aft asym-

metric angular distributions characteristic of PE
particles, because we generate them strictly by an

equilibrium decay from high temperature. Further-
more, the reduction in the energy derivative of the
level densities which is required to account for the
enhanced emission of energetic nucleons need not be
attributed to a "hot spot" at all; rather, it may re-

flect limited access in the early stages of the decay
only to some subset (associated with relatively sim-

ple particle-hole configurations ) of all the nuclear
levels available at a given excitation. Nonetheless,
our technique is quite adequate for our purposes of
simulating the energy and angular momentum re-

moval associated with PE emission and investigat-

ing the range of possible effects on subsequent

equilibrium decay.
The results of calculations incorporating the

above PE prescription are compared to those for an
equilibrium calculation and to measurements for
84.2 MeV Li+ ' Au in Fig. 20. Calculations for
three different choices (labeled II, III, and IV) of
the spin-space division between PE and equilibrium

decay are included: In II, PE emission is allowed at
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tion of ( Li,xn) residual nuclides, and (c) the fission cross section and anisotropy, and a-evaporation cross section, with
statistical model calculations based on four different assumptions concerning the competition between equilibrium and
preequilibrium (PE) decay at the early stages. Calculation I assumes pure equilibrium decay for all spins and chances;
II allows only PE emission of nucleons at the first chance, for all spins; III and IV allow PE emission at the first two
chances from portions of the initial spin distribution, as represented by the cross-hatched areas in the o.i vs l sketches in
(c). In all cases the PE emission is assumed to occur from a "hot spot" of temperature hfdf=4. 8 MeV {see Sec. V 8).

the first chance only, but from the full spin distri-
bution; in III and IV, two chances of PE emission
are allowed from portions of the spin distribution,
as sketched in Fig. 20(c). In all three cases r,fr —4, 8
MeV is used for the PE stages of the decay. In
parts (a) and (b) of the figure we see again that the
normal equilibrium calculation (I) deviates widely
from the observed proton spectrum and ( Li~n) dis-
tribution. All three PE calculations reproduce these
observables well, as they mere constrained to do.
[Actually, we have imposed a constraint only on the
shape of the proton spectrum, not on the magnitude
of the double differential cross section. The fact
that the PE calculations reproduce this magnitude
at the same time as the ( Li~n) distribution sug-
gests that the competition between PE proton and
neutron emission is well treated. ]

In Fig. 20(c) we have plotted the ratios of calcu-
lated to measured values for O.f;„, yf,„,and o, for
each of the four calculations. %e see that inclusion

of the PE contributions reduces this ratio for o.n»
and 0, and increases it for yr,„. The directions of
these changes are easily understood. Since we do
not allow fission and a evaporation to compete with
the PE emission over the "hot spot" portion of the
spin distribution (the fission fragments and back-
angle a particles we observe experimentally appear
to come strictly from fully equilibrated nuclei), the
cross sections for these processes at the first one or
two chances are directly reduced. Their cross sec-
tions at subsequent chances are indirectly reduced
since the mean temperate&re of the relevant decaying
nuclei is lower than in a pure equilibrium calcula-
tion. {The mean stains of the decaying nuclei turn
out to be no lower than in a pure equilibrium calcu-
lation, despite the somewhat greater average orbital
angular momentum carried by the preequilibrium
nucleons, because of the absence of fission competi-
tion at high spins during the PE phase. ) Since the
fission which survives comes from lower tempera-
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tures, y~„ is increased relative to an equilibrium cal-
culation. The small increase in extent of the initial
spin distribution arising from Eq. (13) tends to add
back a bit to o.~„and to increase y~„ further.

The quantitative PE effects seen in Fig. 20(c} are
neither very large nor terribly sensitive to the num-
ber of PE chances or the spin-space location of the
"hot spot, " so long as we constrain the calculations
to reproduce the data in Fig. 20(a) and (b). Since, in
addition, the observed features of the PE emission
ale quite slmllar fol all the systems studied (e.g. , r~rr
is nearly the same for all cases), we do not expect
the PE effects to alter the calculated target depen-
dences of or,„,yr,„,and o in any appreciable way.
Our earlier conclusion concerning the negligible in-

Auence of shell corrections on these overall decay
characteristics still stands. Only our estimates of
the absolute deviations of theory from experiment
have changed, with the calculations including PE
effects now overestimating y~„by a factor of
1.05 —1.15, and underestimating o. by a factor
=0.8 and o.~„by 0.6—0.7. The poorly known as-

pects of the PE emission appear to add -10% un-

certainty to the other theoretical uncertainties (see
Secs. IVD and VC, and Ref. 23) in the statistical
model calculation of absolute values for these quan-
tities. The remaining discrepancies between theory
and experiment are somewhat larger and of a dif-
ferent nature than those which would arise from a
conceivable error in the mean measured fusion cross
section: e.g., increasing (o&„,) by 10% would typi-
cally lead to increases in err, „by 15—20% and in

o by 10% (making up less than half the discrepan-
cies in Fig. 20), but would also increase yr,„by
5 —10% (thereby worsening the corresponding
discrepancy).

C. PossiMe origins
of the remaining discrepancies

The calculations incorporating PE nucleon emis-

sion in Fig. 20 employ only two adjustable parame-

ters, the "hot-spot" temperature ~,~~ and the frac-
tion of the fusion cross section to which w, ~~ is ap-
plied. These parameters have been adjusted to fit
the observed 90' proton spectrum and ( Li~n) resi-

due mass distribution. All of the nuclear structure
input parameters, specifically those with large
direct influence on or,„, yr,„, and o (see Figs.
10—12), have been held fixed at the values predict-
ed by the RLD and NIFG models (see Sec. IVB).
The remaining quantitative discrepancies between
calculations and measurements in Fig. 20(c) could

easily be removed if we were now to allow minor
adjustments to some of the structure parameters.
For example, suppose that we apply PE calculation
IV from Fig. 20 (wherein 60% of the CN popula-
tion at each angular momentum value yields PE nu-

cleon emission at the first two chances), with

~,~~
——4.8 MeV, to all target-bombarding energy

combinations studied. We could then reproduce all
measured fission cross sections and anisotropies to
within —+10% by making a uniform 1 —2 /o ad-

justment in the absolute values of aI/a„(maintain-
ing the same target dependence indicated in Fig. 13)
or, alternatively, by lowering all fission barrier
heights by -5% (i.e., taking CI-0.95). These ad-

justments are very small in comparison with the

ranges of "necessary" parameter variations claimed

in previous fusion-fission analyses. ' lt does

seem possible, in particular, for as much as a S%%uo

reduction in RLDM fission barrier heights for
3=200 to be introduced by the diffuseness of the

nuclear surface and the finite range of the nuclear

force (see Refs. 53, 54, and Sec. IV D}.
Modifications to ay/a„and/or Cy would not af-

fect the calculated values of o (see Fig. 10). How-

ever, the remaining o discrepancy in Fig. 20(c)
would disappear if we used A/9. 9, rather than

3/9. 0, for the level density parameters relevant to
particle emission. [It should also be kept in mind

that in assuming an isotropic angular distribution

for the a evaporation (see Sec. IIC) we may have

slightly overestimated the experimental values of
cr .j

While we could thus produce an excellent fit to
all of our measurements with only minor parameter

adjustments, those adjustments would not be unique

and would be of questionable significance. The
magnitude of the remaining discrepancies is also

comparable to the uncertainties we expect in our
statistical model calculations from remaining

theoretical inadequacies in our treatment of
deformed-nucleus level densities and of preequilibri-

um effects, from our neglect of deformation effects
on barrier transo ission, and from a host of other,
minor effects discussed in Sec. IV D.

We judge the most important omission from the
calculations presented so far to be our neglect of the

expected dilution of collective rotational band struc-

ture with increasing temperature. This effect is

considered in detail in the following paper. We
conclude there that at the temperatures of interest
in the present study, the collective enhancement of
level densities is likely to be still fully effective at
the highly deformed saddle points, but should al-

ready have disappeared at the relatively small
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FIG. 21. The ratio of calculated to measured values
of o, o~„, and y~„ for five targets at 84.2 MeV bom-
barding energy when the calculations include both pre-
equilibrium nucleon emission (as in calculation IV of
Fig. 20) and the fadeout of the collective level density
enhancement with increasing temperature. The collec-
tive cutoff deformation scaling parameter g (see Ref. 23)
has been adjusted to the value 1.05 to optimize the
agreement between calculated and measured values of
0f for 84.2 MeV Li + ' Au. The error bars represent
only the relative measurement uncertainties in 0, 0.~„,
and y~sg.

RLDM yrast deformations. The net result of this
collective enhancement "fadeout" is to shift the
daughter-nucleus shapes most probably reached in
particle decay processes to deformations consider-
ably larger than the RLDM yrast values. The ex-
tent of this shift increases with increasing tempera-
ture, and for fixed temperature with decreasing an-
gular momentum of the daughter nucleus. In-
clusion of the collective enhancement fadeout in the
statistical model according to the prescription
described in the following paper leads necessarily
to an increase in calculated values of or»„a de-
crease in yr, „,and an increase in o» (resulting from
the effect of the increased deformation on barrier
transmission), in comparison with the calculations
presented so far. All of these changes are in the ap-

propriate direction to improve the agreement be-
tween theory and experiment. The relatiue size of
the effects on or,„, yr, „, and o~ is fixed by the
fadeout prescription we have developed. The
treatment includes a single adjustable parameter (g,
of order unity) which scales the "cutoff" deforma-
tion for the collective bands, and hence determines
the overall magnitude of the changes to calculated
decay properties.

In Fig. 21 we compare the measured values of 0. ,
0fj, and yfss for all five targets at E, =g4. 2. MeV

to calculations incorporating the collective enhance-
ment fadeout in addition to PE emission at the ear-

ly chances (calculation IV from Fig. 20, r,ff—4 8

MeV). The fadeout parameter g has been adjusted
to optimize the agreement for o.~», for Li+' Au,
and then held constant for all other cases. The re-

sulting value ('=1.05 is physically reasonable.
The results in Figs. 20 and 21 demonstrate that
with a total of three (nonstandard) adjustable
parameters, we are able to reproduce all of the
present experimental results quite well, specifically
to —+10% for all quantities other than o~. The
enhancement of o~ from the collective fadeout and
deformed barrier transmission is small (&10%%uo),

and the calculated values continue to underpredict
the measurements, generally by 10—20%. The o.

discrepancy for Li+ Pb is worse, possibly re-

Aecting very small residual microscopic corrections
to the level densities at high excitation in the im-
mediate vicinity of the (spherical) double shell clo-
sure at Z =82, 1V = 126.

The improved agreement between theory and ex-
periment in Fig. 21 is encouraging, but cannot be
viewed as clear confirmation for our somewhat
speculative approach to incorporating the fadeout
of collective bands. Rather, we interpret the re-

sults of our most complete calculations as evidence
that, within current theoretical uncertainties in the
statistical model treatment and experimental uncer-
tainties in the determination of total fusion cross
sections, there is no need to alter simple RLDM-
NIFG structure predictions in any way to under-
stand the decay properties of the hot, high-spin nu-

clei investigated here.

VI. CONCLUSIONS AND OUTLOOK

We have presented the results of a coherent pro-
gram of measurements and statistical model
analysis of decay properties of nuclei with 2=200
formed at high angular momentum and high excita-
tion energy in Li-induced fusion reactions. Exten-
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sive improvements to previous studies of high-spin
fission have been incorporated in both the experi-
ment and the analysis. Of particular importance is
the measurement of a much wider variety of decay
properties, for a number of nuclei spanning a nar-
row range in mass but a wide range of expected
shapes and (low-temperature) shell effects. The sta-
tistical model calculations have been extended to in-

clude evaluation of fission-fragment angular distri-
butions and an improved treatment of the level den-

sities for deformed nuclei. We have considered
quantitatively the effects on the calculations of
preequilibrium particle emission, of the expected di-

lution of rotational band structure with increasing
nuclear temperature, and of particle transmission
through deformed potential barriers, A number of
other possible shortcomings of the statistical model
treatment have been discussed qualitatively and

judged to have little significance for the systems in-

vestigated here. The input to the calculations has
been constrained to as great a degree as possible,
most notably by fixing all nuclear structure parame-
ters to values consistent with the rotating-liquid-
drop (RLD) and noninteracting Fermi-gas (NIFG)
models (with care to include subtle effects which
have often been neglected in the past, e.g., the de-

formation dependence of the NIFG level density
parameter, and the use of the liquid-drop mass for
the CN in computing the initial excitation energy).
With this approach we have been able to test mean-

ingfully the adequacy of the statistical model-
RLD-NIFG treatment of the decay of hot, high-

spin nuclei.
Our results demonstrate that the degree of con-

straint on the statistical model analysis improves

greatly as a wider range of decay properties is con-
sidered, since different observables have quite dif-
ferent sensitivities to the various parameters of the
calculations. For example: (i) the combination of
or,„and yr, „as a function of bombarding energy for
a given target constrain Cf, af /a„, and the CN spin
distribution; (ii) the target dependence of err,„ is
especially sensitive to the non-negligible target
dependence expected for a//a„; (iii) o is the cross
section most sensitive to variations in the propoi. -

tionahty constant relating the overall level density
parameter to mass number A; (iv) the shapes of the
back-angle proton and a-particle spectra near the
low-energy cutoffs are determined largely by the
choice of prescription for the barrier transmission
coefficients; (v) the high-energy part of the proton
spectra and the mass distribution of ( Li,xn) resi-
dues exhibit clearly the effects of preequilibrium
nucleon emission. All of the measurements play

significant roles in delineating our conclusions.
The most important conclusion from the present

work is that the measurements of gross decay prop-
erties can be understood quite well using statistiml
model calculations based on pure RLDM-NIFG nu-

clear structure, so long as we allow for some pre-
equilibrium (PE) nucleon emission at the early
stages of the decay. Given the range of sensitivities
mentioned above, the agreement is unlikely to be
fortuitous. The accurate quantitative reproduction
of the measured target dependences of O.f,„and yf;„,
and, to a slightly lesser extent, of cr, is especially
significant —it provides the clearest evidence we
have that microscopic nuclear structure corrections,
though undoubtedly present for cold nuclei, have
little influence on the overall decay patterns for the
hot, high-spin systems studied.

The effects of PE particle emission on subsequent
equilibrium decay processes appear to be simulated
adequately in our mlculations by a "hot spot" ap-
proach employing two adjustable parameters, which
are varied to fit measured proton energy spectra and

( Li,xn) residue mass distributions. Uncertainties
—10% in the PE effects on or,„,yr,„,and o. arise
from our lack of knowledge about the variation of
the PE emission probability with the angular
momentum of the composite system. Allowing for
these uncertainties, there still remain, after in-
clusion of the PE emission, appreciable overall nor-
malization discrepancies between the calculated and
measured absolute values for O.f,„, yf,„, and u .
These discrepancies can be attributed, at least in

part, to the fadeout with increasing temperature of
the collective enhancement to level densities at the
relatively mild deformations reached in particle de-

cay. The quantitative extent of the collective
enhancement fadeout effects, while it can be adjust-
ed (via one parameter) to bring the calculations into
reasonable agreement with all measured quantities,
is not well constrained a priori, since there is no
independent information available on the degree of
persistence of rotational bands at high excitation.
Significant further improvements in the level of
quantitative confidence one can place in statistiml
model calculations thus require a better understand-
ing of level densities in deformed nuclei at high
temperature and of the detailed mechanisms for
preequilibrium particle decay.

At the present level of sophistication of the
analysis, we can rule out the need for macroscopic
or microscopic corrections of more than -5%% to
the nuclear structure input parameters. This result
is in marked contrast to, although not necessarily
inconsistent with, conclusions of fusion-fission
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studies for lighter compound nuclei (e.g., see Refs. 6
and 12}, where RLDM fission barrier heights have
had to be reduced by as much as a factor of 2 to
reproduce measurements. Calculated modifications
to RLDM predictions ' arising from the diffuse-
ness of the nuclear surface and the finite range of
the nuclear force are indeed sizable for 2 in the
100—150 region, but negligibly small for 3=200.
In any case, we regard the conclusions of all earlier
studies ' as more questionable than those report-
ed here, because previous workers applied less care-
fully constrained statistical model analyses to far
less complete data sets. It would clearly be of in-

terest to apply the guiding philosophy of the present
work over wider ranges in mass and bombarding en-

ergy than we have investigated.
The success of the present statistical model

analysis indicates that gross decay properties of hot
fusion products are insensitive to microscopic struc-
ture corrections at high angular momentum but, at
the same time, it serves to provide a credible signa-
ture for shell and pairing effects in more selective
second-generation experiments. Specifically, one
needs to develop experimental techniques for
enhancing the decay contributions from cold nuclei;
one would then expect microscopic structure correc-
tions to introduce significant deviations of mea-
sured target dependences from those predicted by
the statistical model-RLDM-NIFG calculations
which succeed so well at high temperature.

There appear to be two basic methods for aiming
future experiments more selectively at the decay of
cold, high-spin nuclei. In the first, one would con-
tinue to form nuclei at high angular momentum
and excitation in heavy-ion-induced fusion reac-
tions, but would stress measurements with enhanced
sensitivity to high-chance decay contributions. The
fission anisotropy increases rapidly with decreasing
temperature, and hence is already more sensitive to
high-chance contributions than is of„. However, as
an integral quantity (with contributions summed
over all chances}, yr» would be most useful when

the experimenter is lucky enough to choose for
study nuclides where the microscopic structure
corrections conspire to increase substantially the
probability of late-chance fission. Crystal-blocking
measurements, as reported in Ref. 9, are perhaps
more generally useful, in that they allow one to
separate (and map out the energy and target depen-
dences for) short- and long-lifetime components of

fission, which are closely correlated with early- and
late-chance events, respectively. Still more control
(at still a greater expense of experimental effort)
would be provided by a many-detector prefission
neutron "multiplicity filter. " (Prefission neutrons
can be distinguished, in principle, from postfission
neutrons since the latter have, and the former do
not have, a significant angular correlation with the
direction of the detected fission fragment. ) Such a
device would allow one to emphasize fission from
progressively lower temperatures by gating on
higherfold neutron coincidences, just as in a y-
multiplicity experiment one can emphasize cascades
from progressively higher spin by gating on higher-
fold y events.

The second general method would involve the use
of an appropriate incomplete fusion reaction to pop-
ulate nuclei more selectively in the E~-J plane„
namely, at relatively low E* and high J (see Refs.
17 and 63 —65). The entry region in the E*-Jplane
for the incompletely fused system could be adjusted
experimentally by detecting the decay products in
coincidence with the surviving projectile fragment,
and simply gating on different energy bins for the
latter particle. Ideally, one would like to scan entry
regions from below to above the fission threshold in
a given narrow spin range; in practice, it is probably
difficult to reach low enough excitations in incom-
plete fusion while maintaining sufficient yield for a
coincidence measurement. If one cannot "see" the
fission threshold directly, but rather must still rely
on a statistical model interpretation of such coin-
cidence measurements, there is a significant worry:
One has less guarantee of a statistical population of
states in a relatively cold decaying nucleus when it
is populated directly than when it is reached via
multiple neutron evaporation from a hot CN.
These two classes of second-generation experiments
are thus complementary, and may both contribute
to our further understanding of nuclear structure at
high angular momentum.
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