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Proton-proton bremsstrahlung cross sections have been measured at 42 MeV incident beam energy using a- wire

chamber spectrometer developed for the study of nuclear reactions with three-body final states. Proton-proton

bremsstrahlung events from a 22 cm long gaseous target were detected concurrently over polar angle ranges from

16' to 40' and all kinematically allowed values of event noncoplanarity. The data have been analyzed and compared

in two different ways to a theoretical calculation based on the Hamada-Johnston potential. In a conventional

analysis, the data were divided into eighteen independent polar angle regions and the d o/dQ, dQ,dg„
d'o. /dQ, dQ„and d'o. /d8, d8, cross sections were determined and compared with the theoretical calculations. In a
"global" analysis, the data were compared directly with a theoretically weighted, simulated set of events. The latter

comparison was made in terms of a wide range of variables, both in the laboratory and in the center of mass systems.

A significant discrepancy between experiment and theory was found in certain parts of the observed phase space.

NUCLEAR REACTIONS Bremsstrahlung p(p, py)p, E=42. 0 MeV; measured

d a/dQ&dQ2dg» d fT/dQidQ2, d o/d(9id92, global analysis; compared calcula-
tions Hamada- Johnston potential.

I. INTRODUCTION

A. Reasons for studying the pp bremsstrahlung process

Proper understanding of the nucleon-nucleon
interaction is important because it has many ap-
plications in diverse areas of nuclear physics.
The known properties of the nuclear force have
been summarized in the form of several phenome-
nological nucleon-nucleon potential models. With
simplicity being the guiding principle, these po-
tentials incorporate only those terms allowed by
the known conservation laws which are necessary
to describe the existing experimental data. '

Until the present, the only data available for the
determination of the potential parameters were
obtained from pp and np elastic scattering experi-
ments. Of necessity then, only information on
the elastic or on-energy-shell (ONES) nature of
the && interaction has been built into the detailed
specification of the potential models. However,
all nuclear processes other than NN elastic scat-
tering depend, to some degree, on the off-energy-
shell (OFES) portions of the &N interaction. Some
applications of potential models to the OFES phe-
nomena have not yet yielded satisfactory results. '
Nuclear structure calculations are very complex
and it is not clear whether the inability to repro-
duce the experimental results is due to the approx-
imations made in these calculations or because
the potential models used do not represent the
OFES interaction adequately. Therefore, it is
very important that the OFES behavior of the ++
force be understood first in elementary reactions.

E lastic scattering experiments cannot reveal

anything about the OFES properties of'the WÃ in-
teraction and cannot, even in principle, distinguish
between phase equivalent potentials such as the
Hamada- Johnston potential Bnd the nonlocal, mo-
mentum-dependent potentials derived from it by
applying certain unitary transformations. ' In or-
der to learn something about the NN interaction
OFES, it is necessary to study inelastic processes
where the OFES effects are both experimentally
observable and unambiguously calculable theoreti-
cally.

&X bremsstrahlung is the simplest and most
direct process that can be used for this purpose
because there are only two strongly interacting
particles involved in the interaction. Any other
inelastic process, such as pion production or
nucleon-deuteron scattering, involves three or
more strongly interacting particles, which greatly
complicates the theoretical analysis.

The information which the bremsstrahlung pro-
cess can be expected to provide may be summa-
rized in the form of two, still unanswered, ques-
tions:

(1) Is the long range part of the current potential
models "good" OFES? Most of the potential mod-
els are similar to each other at large distances.
Although the long range part of the potentials de-
scribes the ONES part of the Ã& interaction very
well, it has never been tested OFES. Therefore,
it is important to find out if this "well known" part
of the potential is good OFES.

(2) If the answer to question (1) is positive, we

must then ask: Which of the potential models
gives the best description of the nucleon-nucleon
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force at short distances where most of the poten-
tials differ substantially from each other?

Heller and Bohannon' have investigated the ef-
fects of various unitary transformations on the
PP bremsstrahlung (ppB) cross sections and have
found effects of differing magnitudes at both rela-
tively low (around 40 MeV) and relatively high
(150-200 MeV) energies. In general, the effects
at higher energies are larger than at lower ener-
gies but, even at relatively small energies, the
effects may be experimentally observable. At low
energies, one is testing preferentially the OFES
effects due to the long range part of the N& poten-
tial while at high energies, effects due to both the
long and short range parts should appear. There-
fore, it is of interest to study the bremsstrahlung
reaction at both high and low energies. Due to the
relatively low incident energy, the experiment re-
ported in this paper is expected to yield informa-
tion about the long range part of the && force.

The initial interest in studying the ppB process
was generated in 1.963 when Sobel and Cromer
evaluated the ppB cross section in a distorted-
wave Born approximation (DWBA) approximation
using the Hamada-Johnston (H-J) potential. Since
the first ppB experiment was performed at Har-
vard, ' about two dozen experiments have been
performed, most of them with rather low accu-
racy. A review of all of the experiments perform-
ed by the summer of 1977 is contained in articles
by Halbert and Jovanovich.

B. Summary of the experiment

The experiment described in this paper repre-
sents a major departure, both in experimental
technology and in its analysis procedures, from
earlier bremsstrahlung experiments. In all previ-
ous experiments, except for the one performed at
Rochester, the scintillation counter technology
common in low energy nuclear physics was used.
As a result, all of those experiments were charac-
terized by small solid angles, relatively poor
angular resolution, and counting rates of only a
few ppB events per hour. In the work reported
here, high energy wire chamber technology and
extensive on-line and off-line computer analysis
on an event-by-event basis were applied for the
first time to a low energy experiment. The bene-
fits of using this technology were a &00-fold in-
crease in data taking rates and a five-fold im-
provement in the angular resolution when compared
to previous ppB experiments performed at similar
energies.

The experiment reported here was performed
in two parts, henceforth referred to as Exp. I
and Exp. II. Some major results and conclusions

from these experiments have been previously re-
ported in three short letters, henceforth re-
ferr ed to as I.&, I 2, and I 3, and in a r eview
paper. In Exp. I, only a few thousand events
were collected, yielding statistical errors com-
parable to the estimated systematic errors. In
Exp. II, certain improvements were made in both
the experimental apparatus and the analysis pro-
cedures, and more events were collected. The
data from Exp. II were processed twice, the re-
sults of the "first analysis" allowed us to identify
particular problems. Some refinements in the
analysis were, tnen incorporated in a "reanalysis. "
A summary of some of the characteristics of the
two experiments is given in Table I. The appara-
tus has been described previously in detail in a
series of five papers, henceforth referred to as
Pl.-P5, Additional details of the apparatus and
analysis procedures can be found in four theses,
henceforth referred to as TI.-T4, and the Supple-
ment, henceforth referred to as S or by the sec-
tion number as used in the Supplement.

The wire chamber spectrometer shown in Fig. &

was used in the experiment for the detection of the
ppB events. The energies and the angles of both
final state protons were measured. Using the
four energy-momentum conservation relations,
the photon energy and angles, and a goodness-of-
fit parameter were calculated. The ppB cross
sections were determined relative to the pp elas-
tic cross section by detecting pp elastic events
concurrently with the ppB data in the same appa-
ratus.

The spectrometer consisted of a scattering
chamber and two arms located on either side of
the incident beam (also see Pl, T1, and T4).
Each arm contained two wire chambers and a
large 22.5 cm&&22. 5 cm plastic scintillation coun-
ter, which were used to measure the angles and
energies of the outgoing protons. This enabled the
complete range of kinematically allowed event
noncoplanarities for the large domain of polar
angles delj.mited by the heavy outside rectangle in
Fig. 2 to be detected concurrently.

Coincidences between signals from the scintilla-
tion counters Sz, and Sz (cf. Sec. 3.6 in Pl) pro-
vided a trigger if the pulse heights corresponded
to protons with energies in the ppB kinematic re-
gion. Random events were also recorded by trig-
gering on coincidences with the signal from SR
delayed by one cyclotron rf period. The counter
pulse height information and the spark positions
recorded in a ferrite core memory were read into
a PDP-15 computer (cf. P2). The coordinate
data from the wire chambers were later used to
improve the effective resolution of the counters by
correcting for the spatial nonuniformities in the
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TABLE I. Summary of experiments.

Exp. I
First

analysis

Exp. II

Reanalysis

Detected energy
threshold

Scattered energy
threshold

Number of ppB
event candidates

Number of random
events

Number of prompt
background events '

Number of ppB events used
in conventional analysis b

Number of ppB events used
in global analysis

7.5 MeV

10 MeV

5343

634

223

2049

4.5 MeV

7.0 MeV

10449

847

1022

8576

4.5 MeV

7.0 MeV

8402

435

7195

7190

' The percentage of prompt background events is larger in Exp. II because such events occur
preferentially with small energies for at least one of the protons.

Because of systematic effects, the number of events used in the conventional analysis is
less than the number of net {i.e. , all background subtracted) ppB event candidates. This is
especially true in the case of Exp. I.

counter pulse height response (cf. P5 and T2).
A beam positioning device (cf. P5 and T2) was

used to stabilize the centroid of the beam to a
fraction of a millimeter with respect to the center

line of the scattering chamber. A long gaseous
hydrogen target was used, which allowed a large
fraction of the random background to be eliminated
by means of vertex rejection criteria. The down-

BEAM ~
6p.m HAVAR

I

HAVAR

m MYLA

AFFLE

BEAM
C

: SR

SCALE

IO
cm

FIG. 1. A scale drawing of the spectrometer showing the scattering chamber, the wire chambers {W1 to W4), the
scintillation counters {&l.and S~), and the beam entrance and exit ports. Each wire chamber contained three coordinate
planes with wires oriented horizontally, diagonally, and vertically. The upstream baffles &1 prevented protons which
were multiple-scattered in the entrance HAVAH foils from entering the wire chambers. Plastic bags containing He gas
were used between the front and rear wire chambers to reduce energy loss and multiple scattering.
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analysis and comparison techniques were used.
In the first method, the experimental cross sec-
tions were obtained in a "conventional" manner
but all corrections due to the detection efficiency
and resolution of the apparatus were accounted
for by Monte Carlo techniques. The principal re-
sults of this analysis were reported in Ll and L2.
In the second analysis, which was quite different
from the analysis procedures commonly used in
low energy nuclear physics, an extensive compari-
son of the experimental results with the theoreti-
cal calcu'. ation was made in an unconventional
way. This method of analysis which, for con-
venience, we call the "global" analysis, was based
entirely on Monte Carlo simulation procedures
and the principal results were reported in L3 and
Ref. 9.

FIG. 2. A schematic representation of the proton polar
angles of interest in this experiment. The outside rec-
tangle outlines the ranges of polar angles covered by the
equipment used. The full dots represent the 9 f 0 2 pro-
ton angle pairs at which numerical computations of the
ppB cross sections were made. The areas A. , 8, C, and
D represent the areas over which the data was integrated
in the experiment to theory comparison outlined in Figs.
24 and 25. The shaded rectangles labeled a, b, e, and d
represent the areas of the 8 &-82 plane over which the
cross sections and squares of matrix elements pre-
sented in Figs. 27 and 28, respectively, were averaged.

stream baffles &2, and the baffles && and A2 be-
hind the rear wire chambers, were designed to
allow detection of some pP elastic events with
44.7' polar angles (cf. T4). These events were
used for the cross section normalization and for
control of gain drifts in the photomultiplier tubes.

The recording of the spark and proton energy
information, initial data reduction, track recon-
struction, and vertex determination were perfor-
med on-line by a PDP-15 computer (cf. P3).
Events accepted by the POP-15 were sent on-line
to a 360/65 computer via a high speed data link,
which then performed a more complete kinematic
and statistical analysis, recorded the data on
magnetic tape, and provided on-line feedback of
the fully analyzed events (cf. P3 and Sec. Sll).

Most of the general properties of the spectro-
meter have been reported in P&. Since that time,
further extensive investigations of various aspects
of the experimental apparatus have been made,
both by direct measurement and by a Monte Carlo
simulation. Because of their specialized nature,
the discussion of these properties is contained in
S and a summary of all the important spectro-
meter properties is presented in Table D.

An extensive comparison of the experimental
results with a particular Hamada- Johnston poten-
tial model calculation was made. Two separate

II. DATA ANALYSIS METHODS

Certain aspects of the experiment reported here
were quite different from those encountered in a
typical low energy (~150 MeV) experiment. Be-
cause of this, the determination of the experimen-
tal cross sections required developing certain
procedures which have not been used in other low

energy experiments. This section explains the
basic method used to analyze the data and to make
the comparison between experiment and theory.

A. Relationship between the cross sections
and experimental distributions

In general, the variables measured in a given
experiment do not correspond directly to those
which a theorist would calculate. Experimental
factors, such as multiple scattering, energy loss,
finite sized detectors, etc. , cause the observed
variables to differ from the theoretical ones. Be-
cause of this, it is convenient to distinguish be-
tween the experimentally determined value of a
given quantity and the value of the same quantity
at the point where the interaction occurs. The
former will be referred to as the "experimental"
(if determined from the experimental data} or
"randomized"" (if determined from the simulated
data) value, while the latter will be referred to
as the "theoretical" or "nonrandomized" value of
the quantity in question. The vector q is used to
denote the set of experimental variables [e.g. , q
= (8„8„Q„,P„)],which describe the observed distri-
butions, while the vector q' will be used to denote the
corresponding set of theoretical variables [i.e.,q
= (8{,8q, P„', g)]. These two sets of quantities are
related through a response function &'(q', r'; q, r, s}
which gives a complete description of the proper-
ties of the detection system. The vectors r and
s are used to denote the remaining measured or
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TABLE II. Spectrometer properties. All resolutions expressed as FWHM (Ref. 25).

Geometrical

Maximum polar angle range
Maximum azimuthal angle range
Solid angles subtended by spectrometer
arms at center of scattering chamber

Measurement of energies (MeV)

Low energy cutoff in detected
proton energies
Detected proton energy resolution
Missing particle energy resolution

Measured resolutions

For 21 MeV protons at 8 =44.7'
For 12 MeV protons at 8 =44.7'
Normalized vertical vertex error
Normalized horizontal vertex error

(left)
(right)

(left}
(right)

14 -48'
+38
0.22 sr
0.16 sr

4.4 MeV
4.6 MeV
0.42/E'~'
0.60/(Ep-E~ )

l.04'
1.60
0.28 cm
0.58 cm

Resolutions from the simulated data —average over all ppB events detected by the spect~omete~

Proton polar angles 81, and gz
Relative noncoplanarity P„
Photon angle g&
Lab photon energy relative to kinematic maximum
c.m. photon energy relative to kinematic maximum
Proton polar angles in c.m. 9P
c.m. angle &*
c.m. angle P*

Miscellaneous

Vertex rejection factor for gaseous H2 target
Maximum data- taking rate
PDP-15 processing time/good event
IBM 360/65 processing time/good event

l.7'
0.44
44'
9.4/o

4.0/p
70

30'
30'

=95/p
75 events/sec
=15 ms
=15 ms

inferred variables needed to complete the descrip-
tion of the experimental system. Two sets are
used in order to distinguish between the vertex
coordinates, for which it is meaningful to define
a theoretical equivalent (r'), and those variables
(e.g. , spark coordinates, vertex errors, X, etc.)
for which such a definition is meaningless.

The probability of an event originating with
variables q' and r' being detected in the ranges
dq, dr, and ds is given by

K'(q', r', q, r, s)dq dr ds .
8 q' and r' are uniformly distributed within the
ranges ~' and ~r', then the probability of an
event originating with q' and r' within these ranges
being detected by the spectrometer in the range
~q centered at qo is given by

f dS Ji
dS' Jf dr'JIJ K(S', r';ii, r, s)drds,

syec

where "spec" designates that the integrations over
dr and ds are taken over the ranges allowed by
the spectrometer. The number- of ppB events de-

tected by the spectrometer within the range bq
can then be written

~' (qo) =Rll(qo) Lq,

where

f(qo) = ' dq I dr t dq
"all "all

r

x I &(q'r';q, r, s), d ds. (4)

The range of integration over r' and q' is taken
sufficiently large so that K vanishes outside the
limits. The quantity do(q')/dq' is the appropriate
ppB cross section and l is the nominal target
length. R is an overall normalization constant
equal to

~ s(t)n(t)f(t) f & —D(t) ]« .

This integration is performed over the entire data
collection time of the experiment. The quantities
c,(t), n(t), I(t), and D(t) represent the efficiency
of the system in recognizing and unambiguously
reconstructing an event, the number of hydrogen
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atoms per unit volume, the number of incident
protons per unit time, and the dead time of the
system, respectively. The method used to evalu-
ate R is discussed in Sec. VII.

HAMADA- JOHNSTON COMPUTE TABLE OF PPB SIMULATE

POTENTIAL MODEL CROSS SECTIONS

hali

CONVENTIONAL
COMPARISON CORRECTION

MATHEMATICALLY

PRODUCED
HISTOGRAMS

GLOBAL
COMPARISON

B. Experiment to theory comparison

Two different methods were used to compare
the experimental data with the theoretical calcula-
tions. A diagram depicting the major steps-in the
conventional and global methods is shown in Fig.
3. The Hamada- Johnston potential was used to
calculate a large table of ppB cross sections (see
Sec. III) which was used as input for the Monte
Carlo simulation program. This program, which
is described in Sec. IV, produced a set of -10'
events which were weighted according to the ppB
cross sections -and which reproduced all impor-
tant experimental effects. These events were
then used to form a series of histograms. It is in
the use of these histograms that the conventional
and global methods diverge.

In the conventional analysis, the cross sections
were determined from the experimental histo-
grams by solving Eq. (3) for da(q')/dq' (see Sec.
VIIIA for details). These cross sections were
then compared directly with the calculated cross
sections as shown by a double arrow in Fig. 3.
The problem with this method was that it was
necessary to introduce certain approximations and
corrections in the solution of .Eq. (3). The only
practical-way to do this was to use the histograms
of the simulated data. This is indicated by the
arrow labeled "correction" in Fig. 3. This pro-
cedure makes the results dependent on the theory
to be tested. " While this is in principle unsatis-
factory, in practice it is often an adequate analy-
sis method.

The global method avoids this problem com-
pletely because the experimental cross sections
are never computed. The experiment to theory
comparison is made directly between the simu-
lated histograms and similar ones formed from
the experimental data. This is again shown by a

double arrow in Fig. 3. In addition, the global
method has the following advantages over the con-
ventional method. First, integration over all
variables not under investigation can be performed
easily, allowing the experiment to theory compari-
son to be made at the level of single differential
cross sections. As a result, relatively high sta-
tistics per bin can be achieved, allowing more
accurate tests of particular aspects of the theory.
Second, the global method allows an easy change
of variables and the comparison of experiment to
theory can be made easily in terms of any desired
variable. In fact, this procedure can be used to
determine those variables and regions of phase
space which provide the most sensitive test of
theory. As shown in Sec. S IV, this procedure
also proved to be valuable in studying various
properties of the experimental system and in the
detailed investigation of systematic errors.

III. THEORETICAL CROSS SECTIONS

A. Method

The ppB cross sections were calculated accord-
ing to the method originally developed by Liou and

27Cho. The calculations were performed in the
laboratory system using the Hamada- Johnston
hard- core potential. The nuclear interaction was
treated exactly and the electromagnetic interac-
tion in the Born approximation. Relativistic spin
corrections were included in the electromagnetic
Hamiltonian, but Coulomb effects and exchange
terms were neglected. In a later publication by
Liou and Sobel, the results of this calculation
were compared with a similar calculation done in
the center-of-mass system. A s is shown in Figs.
2, 4, 9, and 12 of Ref. 28, the maximum discrep-
ancy between the codes is about 10o/o for the d o/
dQqdQ2dg cross sections. For the integrated
cross sections, the discrepancy would be smaller.

The Harvard coordinate system described in
Appendix A was used in the calculation and the
d'cr/dQqdII2dg„differential cross sections were
computed. . The calculated cross sections spanned
the full range observed in the spectrometer with4' spacing in the scattering angles of the protons.
For each g~- 6I, combination, the cro ss sections were
evaluated at 10'intervals in g for five values of the
noncoplanarity. The d o/dAqdQ2 and d o/de~d82
cross sections were obtained by integrations over
g and Qq and Q2, respectively. Their exact defi-
nitions are given in Appendix B.

EXPERIMENTAL

CROSS SECTIONS

EXPERIMENTALLY

MEASURED

HISTOGRAMS

FIG. 3. A schematic representation of the major steps
used in the conventional and global. analysis procedures.

B. Results

In Figs. 4 and 5, some representative cases of
the d e/dDqdD2dg and d o/dQqdII2 cross sections
are given. In Fig. 6 and Table III, the d o/deqde2
cross sections are plotted and listed. The numer-
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FIG. 4. The computed differential cross sections dsa/
deaf d02dg, are shown as a function of the photon angle
for four different values of the relative noncoplanarity
at the polar angle pairs indicated on the drawings. The
ordering of the curves is such that the solid, dotted,
dashed, and dot-dashed curves correspond to the points
labeled 1, 3, 4, and 5 in Fig. 5, respectively. A fifth
curve (corresponding to the point 2 in Fig. 5) has been
omitted to avoid overcrowding. The calculations were
made in 10' intervals in lItI, and the curves shown repre-
sent a smooth interpolation of these calculations.
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ical values of all computed cross sections are
given in Sec. SVI.

Due to the numerical approximations used in
these calculations, small discontinuities appear
in the data at g =0' and g =180' for some cases
of noncoplanar and asymmetric angles. In fact,
the cross sections were calculated at g =1' and
359' and g = 179' and 181' rather than g =0' and
&80' to avoid numerical difficulties. As these
discontinuities in the cross sections are small,
they are considered to be of no consequence for
the results reported in this paper.

IV. DATA SIMULATION

A. Event generation

The first step in the simulation procedure was
to generate an event at random in the center-of-
mass system. This consisted of selecting the
momentum components of three final state parti-
cles constrained only by the kinematics of the
reaction. A modified version of the random star
generator contained in the program QwL was
used to accomplish this. The event was then
transformed to the laboratory system and a vertex
was chosen at random within the reaction volume
of the target. Following this, each proton was
traced through the spectrometer. The effects of

FIG. 5. The computed cross sections d 0/dQ~d&2 are
presented as a function of the relative noncoplanarity Q„
for several characteristic pairs of proton polar angles.
The solid lines serve only to guide the eye.

multiple scattering and energy loss were calcu-
lated, the spark coordinates generated, and the
randomized detected energies determined. The
event was then reconstructed by processing it
through the same routines which were used to re-
construct an experimental event.

For practical reasons, the following approxi-
mations were introduced into the simulation pro-
cedure:

(1) The vertical beam profile was assumed to be
Gaussian and the event distribution along the beam
direction to be uniform (see Sec. SIV C).

(2) Multiple scattering was approximated by a
Gaussian distribution instead of a Moliere distri-
bution.

(3) The energy loss calculations were based on
an interpolation from tabulated values. The re-
sults were checked against tables and agree-31

ment to better than 1%.was found. '

(4) Straggling effects in the energy loss were
ignored because the spread of detected proton en-
ergies in the scintillation counters was dominated
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by the energy resolution of counters.
(6) The resolution in the detected energy was

approximated by 5F/F -0.42/M (cf. P3 and T4).
(6) The nuclear reaction tails in the scintillator

response function were smaller than 1%; thus
they were ignored.

(7) The dependence of the pulse height response
of the scintillators on the proton position was not
included.

(8) Neither the high nor the low discriminator
cutoffs were randomized. Both this and the pre-

TABLE III. Theoretical d 0/d6gd62 cross sections.

6-g, 62

(deg)
d'~/de, d6,

(vb/~')
8(, 82
(deg)

d 0'/d6gd62
(p,b/r )

18-18
22-22
26-26
30-30
34-34
38-38
14-18
18-22
22-26
26-30
30-34
34-38
38-42
14-22
18-26

0.382
0.361
0.374
0.406
0.472
0.605
0.379
0.350
0.348
0.373
0.426
0.522
0.779
0.317
0.340

22-30
26-34
30-38
34-42
14-26
18-30
22-34
26-38
30-42
14-30
18-34
22-38
26-42
18-38
22-42 .

0.331
0.373
0.445
0.589
0.229
0.265
0.309
0.368
0.478
0.184
0.237
0.298
0.378
0.213
0.279

I I I

52 60 68

e, +8, (deg)

FIG. 6. The calculated cross sections d 0/d6&d62 are
shown as a function of the sum of the proton polar angles,
8,= 8&+ 92, for different asymmetries, 8n= lei-e2I. The
solid lines are to guide the eye only.

ceding effect were compensated for by careful
selection of the energy cuts applied to the simu-
lated data (see Sec. SIVA).

(9) The screening effects of the baffles BI and
&2 were not simulated. This was compensated for
by restricting the effective target length (see Sec.
SIVC).

(10) No attempt was made to simulate missing
sparks or double tracks and the existence of the
diagonal coordinates was ignored. In both the
conventional and global analysis, the nor maliza-
tion procedures compensated for their effects.
Problems could only arise if such inefficiencies
were localized in one region of the spectrometer
(see Sec. SIVB).

(11) The pp elastic (normalization) events were
not simulated.

(12) No allowance was made for skewness, di-
vergence, or lateral displacement of the incident
beam (see Sec. SIVC).

B. Determination of weights

Since the objective of the experiment was to
compare the measured data with a theoretical cal-
culation, the final step in the generation of each
simulated event was to calculate its theoretical
weight (cf. T4 for details). In brief, the weights
W were defined as follows:

ds

dQ~d+dg s s m po

where R3 is the three body Lorentz-invariant
phase space factor, M& and m are the proton
charge and mass, respectively, Po is the incident
proton laboratory momentum, &~ and ~2 are the
proton energies in the final state, and M is the
matrix element computed on the basis of a speci-
fic theoretical model.

Since the kinematic parameters for the simu-
lated ppB events were chosen at random, they
seldom coincided with points for which the matrix
elements were evaluated. As a result it was nec-
essary to interpolate between different matrix
elements to obtain the proper weight for each
event. This was done using the subroutine

which made a two dimensional inter-
polation of the weights on the g-P„surface and
a simple two-way linear interpolation on the 8,-8,
surface. This interpolation procedure was tested
for a number of randomly selected events by com-
paring the interpolated weights with weights com-
puted at the same points using Liou's cross sec-
tion program. The differences observed were27

always smaller than a few percent.
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C. Detection efficiency and acceptance

Using the simulated data, the spectrometer effi-
ciency and geometrical acceptance were studied.
In Fig. 7, scatter plots of the detected events
(without energy cuts) are shown for each of the
spectrometer arms. The top half of the figure
shows the relationship between the vertex position
g and the proton polar angles g, while the corre-
lations between the azimuthal angle p and the polar
angles are given in the bottom half.

Figure 8 illustrates the fraction of phase space
observed in the experiment. In the top half of the
figure, scatter plots of all (the simulated) events
are presented, while in the bottom half, only
those events detected by the spectrometer are
shown. The plot of the c.m. photon energy k*
versus the sum of the proton polar angles, Os

= (9, = g„ illustrates the correlation between these
variables. A comparison of parts (a) and (c) shows
that the range of photon energies detected in this
experiment was very favorable for the detection of
QFES effects.

V. ENERGY CALIBRATION AND ANGULAR
RESOLUTION

The basic properties of the spectrometer have
been discussed in P&. Further details are given

in Sec. SIII. A summary of the most important
properties is presented. in Table II. In this sec-
tion, the energy calibration of the scintillation
counters and the determination of the angular res-
olutions are discussed in detail, as they are im-
portant for the interpretation of the results.

A. Energy calibration of the scintillation counters

In Exp. I, the photomultiplier voltages were
chosen in order to obtain a linear pulse height
energy relationship for proton energies up to
about 37 MeV. This procedure resulted in detec-
ted proton energy thresholds of 7.5 MeV. In that
experiment, the scintillators were calibrated by
observing PP elastic events at 45' at a number of
incident beam energies ranging from 42 down to
23 MeV, which was the minimum energy available
from the cyclotron.

In Exp. II, the photomultiplier voltages were
raised, causing the response curves to become
somewhat nonlinear above -20 MeV, and the dif-
ferential discriminator cutoffs were lowered.
This resulted in the energy thresholds being low-
ered to -4.5 MeV (detected energy) and allowed
significantly more data to be obtained at the smal-
lest and most asymmetric polar angles. The cal-
ibration curves for the two counters were obtained
by triggering the spectrometer on random coinci-
dences produced by protons elastically scattered
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FIG. 7. Scatter plots of the simulated ppB events geo-
metrically detected (no energy cuts applied) by the spec-
trometer are shown, illustrating the dependence of the
geometrical acceptance on the vertex position &0, proton
polar angle 6l, and azimuthal angle Q.

FIG. 8. Scatter plots of the simulated ppB events are
shown, depicting the acceptance range of the spectro-
meter in terms of k*, 6) &, and 0D. In parts (a) and (b),
a sample of -1000 generated events is shown. In parts
(c) and (d), an equal sample of events detected by the
spectrometer is shown.
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within the full fiducial volume of the H2 gas target
and detected over the entire surface of the scintil-
lation counters. Three different beam energies,
42.2, 31.5, and 23.0 MeV, were used. The results
are shown in Fig. 9. The lines labeled LA (RA)
and LB (RR) were obtained by fitt'ing the data in
the energy range between 10 and 25 MeV with a
linear (quadratic) function. As no calibration
points existed below 10 MeV, it was assumed
in L2 that the curves ~ and ~ adequately
describe the pulse height energy relationship
in this energy range. This extrapolation is
considered to be the weakest part of the experi-
ment, ~4 so further studies were performed (see
Sec. SIVA). The dashed lines L& and R& in Fig.
9 are alternate calibration curves which were also
consistent with the data. The curves deemed to

I I
I

~ i ~ I
I

600—

O

~ 000-
UJ

Z',

O
& xe—

be the best, and used for all global results pre-
sented in this paper, consisted of the LA/R& com-
bination. The results obtained using the LA/RA
and L&/RA combination were taken to be a mea-
sure of the uncertainty associated with the cali-
bration procedure.

B. Angular resolution

The angular resolutions ' for the outgoing pro-
tons depended on their angles and energies. Since
it was impractical to measure the resolutions for
a large variety of experimental conditions, the
following procedure was used (cf. Sec. 5.8 of Pl
and Appendix C of T4 for details). First, the
polar and azimuthal angle resolutions were deter-
mined by measuring the sum gs of the polar
angles and the difference Q~ of the azimuthal ang-
les for elastically scattered protons at 44.7' at
42 and 24 MeV incident proton energies. Then,
these results were extrapolated to other angles
and energies observed in the experiment by cal-
culating the contributions from the wire spacing
in the wire chambers and multiple scattering in
the spectrometer as a function of the proton angles
and energies (see Sec. 5.8 in Pl and Sec. 4.3 a in
T4). The results of these measurements and
calculations are shown in Fig. 10. They were also
compared with angular resolutions computed using
a simulated sample of ppB events (see Sec. SVA
for details).
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FIG. 9. The pulse height energy calibration for both

the left and right scintillation counters for Exp. II. The
crosses indicate the data taken at 31.5 MeV and the dots
the data at 23.0 MeV. The 42.2 MeV data are not in-
cluded as they lie primarily above the energy region
shown. The errors quoted with several of the points are
estimated and come mainly from the uncertainty in the
pulse height response matrix. The arrows indicate the
position of the fast discriminator cutoffs. The signifi-
cance of the solid (LA and RA) and dashed (LB and RB)
curves is discussed in the text.

FIG. 10. The computed resolutions (Ref. 25) (FWHM)
in proton polar angle (6 8), azimuthal event noncoplan-
arity {BED), and relative noncoplanarity (&fthm„= ~/DIED~)
for symmetric ppB events at 42 MeV are shown as full,
dashed, and dotted lines, respectively. Note that differ-
ent scales are used for the different curves. The points
shown at 45 were determined from the measurements of
Hq and /~on PP elastic events (cf. Sec. 5.8 in P1).
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VI. ppB EVENT SELECTION 25 I I I I I I I I I I I I I I

(0) (b)
The off-line event selection consisted of two

basic steps. First, the individual events were
subjected to a set of constraints (or cuts) designed
to define the geometry of the spectrometer and to
reduce background. Secondly, sources of random
and prompt background were identified and the
appropriate subtractions performed.

A. Constraints

)
CL

Lij

l5—

I I I I
I I I I

I I I
I I I

(c)
I I I I I I I
I I I I I I I

In the first analysis of the data, all constraints
(cuts) were determined solely from the experi-
mental distributions. In the reanalysis, in order
to further reduce background, some of the con-
straints were tightened after comparing the experi-
mental and simulated distributions (see Sec. S IV).

The following vari. ables were routinely constrained
in all experimental and simulated data: (1) the
wire chamber coordinates, (2) the longitudinal and
vertical vertex coordinates, (3) the horizontal
and vertical vertex errors, (4) the azimuthal angle
of the left proton, (5) the detected proton energies
(applied to the simulated data only), and (6) a
goodness-of-fit parameter X'. Additional cuts
on the relative noncoplanarity P„, Harvard photon
angle g„, and proton polar angles 81, and 6 „were
imposed as required by the particular analysis
being performed.

B. Goodness-of-fit parameter

It has been a common practice in previous ppB
experiments to select good events directly from
an &q-&2 scatter plot. Due to the large solid angles
used in this experiment with the consequent kine-
matic broadening, it was useful to define a good-
ness-of-fit parameter X as follows:

X' = (~r —&z)'/(&~~)' .

Here E+ is the total final state energy calculated
from the measured proton angles and energies
using momentum conservation, &I is the same
quantity obtained from the known energy of the
incident beam, and &~+ is the calculated uncer-
tainty in && obtained by compounding the measured
resolutions in the proton angles and energies.
More details of this procedure can be found in
T1 and Pl, . Since this procedure has never be-
fore been used in low energy bremsstrahlung ex-
periments, it is best explained by an example.
In Fig. 11 a series of scatter plots of &~ vs &&
for a small set of ppB events is shown. The angu-
lar ranges chosen were 44'& 0~ &52', 4'& 0~&6,
and P„& 0.4, since these correspond approximate-
ly to the region where the detection efficiency was
maximized, the background was average, and the

l5—

IO—

I I I I

5 l0 t5 20 5 IO l5 20 25
EL(MeV)

I I I I

FIG 11 Scatter plots of a sample of events in the
El,-&~ plane illustrating the usefulness of the X con-
straint in the process of data selection. The events
plotted have been selected on all standard constraints
and the following angular constraints: 4'& 0~&6', 44
& 0 q & 52', and Q„& 0.4. In parts (a) and (b), all prompt
and random events are shown, respectively. In parts
(c) and (d), the real (prompt minus random) events are
shown for X ~4,36 and X &4.36, respectively.

C. Background

Information from the X distributions proved to
be very useful in analyzing the data for background
contamination. In Fig. 13(a), the open circles
give the X distribution for all prompt events col-
lected in Exp. II. The existence of a large tail
indicates a significant background contribution.
In addition to the random background, four sources
of prompt background were identified; the baffles,
degraded elastic events, pile-up coincidences, and

kinematic broadening was minimized. Figures
11(a) and 11(b) show the prompt and random events,
respectively. These events have passed all of the
cuts except the X. cut. The expected concentration2

of ppB events near the kinematic ellipse is seen.
In part (a), the diagonal band in the upper right
corner corresponds to H(p, 2p)n events. In Figs.
11(c) and 11(d) the distributions of the real
(prompt less random) events for y' «4.36 and

X +4.36, respectively, are shown. It is clear2

that the effect of the g cut is to select events near
the proper kinematic ellipse for the measured
proton angles. In Fig. 12, the X distribution for
the events depicted in 11(a) and 11(b) are shown.
The sharp peak for X =0 in the prompt events is
due to the ppB events.
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PIG. 12. The X distributions are shown for the sam-
ples of prompt (part a) and random (part b) events dis-
played in Pigs. 11(a) and 11(b) .

impurities in the target gas. In Table IV, the
numbers of prompt ppB candidates and random
and prompt background events as a function of the
polar angle bin (see Sec. VIII) are summarized.

1. Random background

During data taking, random events were record-
ed in parallel with prompt coincidence events.
The prompt and random data were analyzed under
identical conditions and a .simple subtraction was
made on a bin by bin basis.

In Fig. 13(a), the g distribution for random
events is shown by the crosses. For large values
of X, the distribution is flat, while for small g,
it exhibits a definite peak. In order to understand
this behavior, a data simulation program RANDEV

was written to simulate elastic random events
which had their detected energies degraded through
nuclear interactions in the scintillation counters.
These events were generated over the full angular
range subtended by the spectrometer and were
weighted according to the do/de elastic cross sec-

FIG. 13. X distributions for the entire sample of ppB
events obtained in Exp. II. In part (a), the distributions
due to all prompt (open circles) and random (crosses)
events are shown. The histogram represents the distri-
bution of random events simulated by the program
RANDEv. The simulated histogram was normalized to the
experimentally measured random events by requiring
that the area under the histogram be equal to the sum of
all random events shown in this figure. In part (b), the
difference between the prompt and random event distri-
butions is shown. The heavy line is the expected X dis-
tribution for one degree of freedom assuming a Gaussian
distribution. The presence of a tail due to prompt back-
ground is obvious.

tions. The results are shown as the histogram
in Fig. 13(a). This has been normalized to the
experimental data so that the areas under the two
distributions are the same. The fact that the
simulated data also peaks for small X indicates
that the effect is real.

In Fig. 13(b), the X distribution of prompt events
with randoms subtracted is shown. The heavy
line represents the expected X. curve for one de-
gree of freedom. The large tail indicates the
presence of some prompt background.
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TABLE IV. The number of events in Exp. II used in the
conventional analysis of the data as a function-of angular
bin.

Prompt
events

Random
background

Prompt
background

18-18
22-22

0 26-26
30-30
34-34

18-22
22-26

4' 26-30
30-34
34-38

371
632
576
392
178

833
1059
881
538
202

96
41
12
3
1

94
73
17

3
1

41
73
47
15

2

96
123

59
19

1

18-26
22-30

8' 26-34
30-38

18-30
12' 22-34

26-38

18-34
22-38

514
678
507
239

217
313
146

59
67

8402

42
26

3
1

5
435

78
88
28

3

36
34

7

12
10

772

3. Degraded elasties

A second source of prompt background originated
from degraded pp elastic events. These events
were elastic scattering events in which one proton
was directly recorded in one spectrometer arm
but had its energy degraded through a nuclear re-
action in the scintillator, while the second proton
was scattered from a carbon atom in the 50 LL(m

Mylar foil so that it was recorded in the second
spectrometer arm. Such events could simulate
true ppB events, except that their vertex error
distribution was much broader, hence they could
be identified and rejected. It was determined
that the maximum contribution to any polar angle
bin from such events was less than 1%.

2; Baffles

The baffles Bl and B2 (see Fig. 1) constituted
potential sources of prompt background events. In
other bremsstrahlung experiments, this kind of
background has been termed "slit scattering back-
ground" and only in the last Oak Ridge experiment
was it dealt with. In this experiment, with the
help of the vertex reconstruction procedures, it
was observed and entirely eliminated by restrict-
ing the length of reaction volume away from the
baffles Bi and ~2.

4. Pile-up coineidenees

Another source of prompt background was due
to miscellaneous PP, nP, or nn coincidences which
were misinterpreted at the PDP- & 5 level due to
extra random tracks in the wire chambers. The
effects of pp and nn events were small; the back-
ground was due primarily to np and Pn coinciden-
ces with a spurious track occurring in the hodo-
scope which detected the neutron. Vertex con-
straints eliminated approximately 95% of these
events and the X constraint eliminated an addi-, 2

tional 90%. Thus, the overall contamination after
all constraints were applied was estimated to be
between 1 and 2% of the prompt ppB sample.

5. (p,2p) events from target impurities

The most important source of prompt back-
ground was due to (p, 2p) reactions on contami-
nants in the hydrogen gas. Impurities in the tar-
get gas were estimated to be on the order of 100
ppm. However, the (p, 2p) cross sections on
reactions from common impurities (oxygen, nitro-
gen) are generally three orders of magnitude lar-
ger than the corresponding ppB cross sections,
hence the contamination due to (P, 2P) reactions
was expected to be on the order of 10%.

In order to determine the amount of background
present, a separate experiment was performed
in which the scattering chamber was filled with
nitrogen, helium, or air. Data were taken and
analyzed in the same manner as the ppB data. In
Figs. 14(a) and 14(b), the missing mass distri-
butions of events taken with nitrogen and hydrogen
target gas, respectively, analyzed as ppB events,
and selected to have &0&& &50 are shown. In
Fig. 14(a), the peaks due to the carbon ground
state and the first few excited states can be iden-
tified. The distribution in Fig. 14(b) shows some
peaks in different positions and of somewhat dif-
ferent heights, thus indjcating that the prompt
background is not coming exclusively from nitro-
gen impurities, but, presumably, also from oxy-
gen and, to a lesser extent, other contaminants.

It was assumed that the X dependence of the
prompt background was the same as for the nitro-
gen target gas. The number of pure ppB events

was then computed from

x-' =x~' x;" z(lv," x„'), (8)

where ~~', ~~, &~, and &„denote the number
of measured prompt and random ppB candidate
and nitrogen events, respectively, and & is a nor-
malizing constant.

One obvious way to determine K was to demand
that g distributions of prompt minus random
events for the ppB and nitrogen data agree for
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-FIG. 14. (a) The missing mass distribution for the

data taken with a nitrogen gas target. The events were
processed as ppB events and selected to have X be-
tween 20 and 50. The arrow A indicates the position of
the ground state in C, the arrows B indicate the posi-
tions of the 3.09, 3.68, and 3.85 MeV excited states and
the arrow C indicates the position of the 6.86 MeV excited
state. The peak at 18 MeV is presumably due to excited
states at 10-11MeV which cannot be individually identi-
fied. (b) The heavy line histogram represents ppB data
selected to have X between 20 and 50. The light line has
been replotted from part (a) and is normalized to the ppB
histogram at the 7.5 MeV point. The arrows labeled N,
0, C, and He indicate the position of the ground states
for the (P, 2P) reaction on nitrogen, oxygen, carbon, and
helium, respectively.

large values of X . This was done by requiring
that the histograms A and & in Fig. 15(a) have the
same number of events for 10.8& X &21.6. This
yields a value of 0.419 for &.

A second method for evaluating &, and the one
which was used in the analysis, was to require
that the ground state carbon peak from the nitro-
gen reaction in both the ppB event sample and the
nitrogen event sample be equal to each other.
This requires that the peaks in the two distribu-
tions at 7.5 MeV shown in Fig. 14(b) be equal to
each other. This gives a value of 0.223 for &.

The results are shown in Fig. 15. In the first
panel the X distribut'ions for the real ppB, nitro-

0 5 IO I5 20 0 5 IO I5 20 0 5 IO 15 20

X

FIG. 15. (a) The top histogram (&) is the y distribu-
tion of prompt minus random events from Exp. II re-
plotted from Pig. 13(b). The heavy line represents the
smoothed out X distribution for simulated events (see
Sec. IV K in S) normalized so that the numbers of events
in the first two channels of the simulated and measured
distributions are the same. The heavy lines in parts (b)
and (c) have the same meaning. The bottom histogram
(B) corresponds to the net prompt events taken with an
N& gas target. This data has been normalized to the ppB
data as shown in Fig. 14(b). The dashed line represents
a smoothed out X distribution for N2 events (histogram
&) but normalized so that the numbers of nitrogen and

ppB events in the X range between 10.8 and 21.8 are
equal. (b) The difference between histogram A and the
dashed line shown in part (a). (c) The difference be-
tween histograms A and & shown in part (a). This repre-
sents the fully subtracted sample of ppB events used in
the conventional analysis.

gen, and simulated events are shown. In the
second and third panels, the X distributions of the
net ppB events as defined by Eq. (8) using &
=0.419 and 0.223, respectively, are shown. The
heavy line has the same meaning as previously
explained. In the first case, K=0.419, the back-
ground is clearly overestimated. In the second
case, the agreement is reasonable for X & 8 with
the simulated distribution being somewhat wider,
presumably due to overestimation of the multiple
scattering in the simulated data. ' On the other
hand, the light line histogram in Fig. 14(b) is
below the ppB histogram, which might indicate
that the prompt background is being underesti-
.mated by setting &=0.223, and that a mixture of
data from the nitrogen and oxygen target gas
should have been used. Although such a sophisti-
cated background subtraction procedure might
have been more appealing to perform, it was felt
that the purity of the net ppB sample would not be
any more reliable, as it would be impossible to
prove that all prompt background is coming only
from the nitrogen and oxygen impurities, and that
the X distribution for X &5.41, in fact, has the
same shape as that due to nitrogen and/or oxygen
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targets.
Because the prompt background is only on the

order of 10/0 and, in most cases, the statistical
errors were of the same order or larger, it was
judged that a sufficiently accurate procedure was
to use the normalizing constant K= 0.22 and to
assign to it a rather large asymmetric error of
+50% and -25%. In most cases the effect of error
in & on the data was smaller than either the statis-
tical error or the error due to the energy calibra-
tion of the scintillation counters (see Secs. VIII D
and IX D).

Quantity Units Exp. I Exp. II

(da /d~) p~

cM»
~»

msr

events
cm

29.8+ 1%
4.20 + 1.5%
0.296 + 1.7%
0.92 + 3%
207 502 + 0.22%
0.607 x10 + 4%

29.8 + 1%
4.20 + 1.5%
0.324 +1.9%
0.97~ 3%
453 771 + 0.15%
1.15x 10 + 4%

TABLE V. Factors used in the normalization of the
ppB cross section.

VII. CROSS SECTION NORMALIZATION

A. Method

The normalizing constant & was defined in Eq.
(5) as the time integral of the product of four
quantities. Since it was not practical to monitor
these quantities during the experiment, the abso-
lute normalization of the ppB cross sections was
obtained indirectly. It was determined by detect-
ing pp elastic events simultaneously with the ppB
data, making the measurement of the ppB cross
sections relative to the known pp elastic cross
section (do/dQ)» Bec.ause the pp elastic cross
section is several orders of magnitude larger than
the ppB cross section, it was sufficient to collect
the Pp elastic data from a very restricted range,
l», of the hydrogen target and over a very small
solid angle ~Q».

Due to the small sizes of /» and AQ», the total
number of pp elastic events N» collected through-
out the ppB experiment can be written in the form

(9)

where &» is the detection efficiency of the spec-
trometer for Pp. elastic events. The quantities
I», AQ», &», and (doldQ)» were evaluated direct-
ly, so that & was obtained from Eq. (9). The
resulting value was then substituted into Eq. (3).
A summary of the measurements used in evaluat-
ing Eq. (9) is given below; additional details can
be found in T4. The values of all relevant quan-
tities are listed in Table V.

B. Determination of the normalizing factor

The geometrical arrangement used to detect the
pp elastic events is shown in Fig. 1. The pp elas-
tic events originated from the very downstream
end of the scattering chamber and were detected
in coincidence, each of the protons making an
average angle of 44.7' with the incident beam di-
rection. The effective length l» of the hydrogen,
gas target was determined by the width of the

narrow slit in the right hand side of the baffle I32.
The solid angle AQ» was determined by the size
of the slit in the baffle A1 situated in front of the
scintillation counter SR (cf. T4). On the left hand
side of the spectrometer, no baffles were used so
that all Pp elastic events whose right hand proton
was within ~Q» were detected. l» and ~O» were
chosen so as to give pp elastic trigger rates of
about 3 events/sec nA. The elastic cross section
at 42 MeV was obtained by interpolating from the
results contained in Ref. 39.

The pp elastic events detected during each of the
two experiments were processed on-line in the
same manner as the ppB data. These events were
selected solely on the basis of their longitudinal
vertex position and wire chamber coordinates in
the back right wire chamber, ' no attempt was
made to select events on the basis of vertex er-
rors, X' or proton energy. This was possible be-
cause the origins of the ppB events and the pp
elastic events within the target were well sepa-
rated.

The precise determination of the efficiency fac-
tor &» was the most difficult aspect in determining

Since it was impractical to calculate &» ana-
lyti. cally, it was measured in a separate experi-
ment. This was done by detecting pp elastic
events in coincidence, using the same geometri-
cal arrangement as in the data taking with the
following exceptions: (1) the wire chambers were
not triggered, and (2) in order to avoid unwanted
background, the right scintillator was completely
covered with brass plate sufficiently thick to stop
50 MeV protons (except for the diagonal slit) and
a baffle was placed inside the scattering chamber
in such a manner as to allow only protons passing
through the slit in the B2 baffles to enter the right
detector. Since the wire chambers were not trig-
gered in this experiment, the system dead time
was very small, and it was possible to correct
for it. Also, the total charge was measured in a
Faraday cup situated at the end of the beam line.
Details of these corrections are given in T4. The
background arising from np and nn coincidences
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was also measured by blocking off completely one
.or both of the scintillators.

VIII. CONVENTIONAL ANALYSIS AND RESULTS

The relationship between the ppB cross sections
and the number of ppB events detected in the ex-
periment was defined by Eq. (3). The object of
the conventional analysis was to extract the ex-
perimental cross sections using this equation.
The procedures used and results obtained are
presented in this section.

The data from Exp. II was analyzed twice in this
manner, the first of which was reported in I 2.
After publication of these results, the systematic

errors were reexamined in detail and the conven-
tional cross sections recomputed.

To avoid confusion between the different cross
sections discussed below, the following notation
is used: 0. refers to the cross sections calcu-
lated from theory, o " refers to the cross sec-
tions determined from the experimental data, and
cr"" refers to the cross sections determined from
the simulated data. The last two cross sections
may be expressed either in terms of the experi-
mental or randomized variables (that is, with
resolution and binning effects folded in) as &x(q) or
in terms of the theoretical or nonrandomized vari-
ables (that is, with resolution and binning effects
unfolded) as v(q).

A. Method

It was not possible to solve Eq. (3) for do/dq'—= o
" (q') rigorously; certain approximations had to be

introduced. The method adopted here was to assume a definite model for the cross sections and to use it
in solving Eq. (3).

Equation (3) can be rewritten in the form

nN'"(qp) = IR K o'(qp) ~'"(qp),

where

(10)

o'(qp) = dq J
dr' dq' &(q'r", q, r, s) ~xv, dr ds

"ka all ~all spec + &qp

and qo is the central point of the bin Lq. An identical expression can be written for the simulated data.
Thus, if ~' (qp) denotes the number of simulated events detected by the spectrometer in the range bq,
then~"(q,) =IR~o.*(qp)o '"(q,),
where

TH

o*(qp) =—
Jf dq ~

dr' dq' &(q', r",q, r, s),~ dr de.
4a "all all spec + qp

Note that both Eqs. (11) and (13) contain the ef-
-fects of aQ cuts placed on the data including X',
vertex errors, etc. Without imposing these cuts
we get ~, the total number of events actually
generated in the range ~,

(qp) =IR ~o"(qp) o (qp), (14)

where o. (gc) is given by an expression identical to
(13) except that the range of integration over
dr ds covers all possible values except for the
longitudinal vertex position which is integrated
over the length of the target. In practice, &'(qp)
is very nearly equal to one, the only deviations
arising from cross talk between adjacent bins,
which does not necessarily cancel. Dividing Eq.
(12) by (14) then gives

n*(qp) hN (Q
u'( ) 4N (q )'

o.'(qp) was evaluated by making the identification

o.(qp) = c*(qp)
n' qo

Substitution of (16) and (15) into (10) gives

Ex~&- ~ (qp) ~"'(qp)
If'~ niV""(- )

'

for the experimental cross sections.
Equation (16) is, in principle, the weakest part

of this procedure, since it assumes that o "(q')/
o '"(qp) provides an accurate representation of the
ratio of the true ppB cross sections. To the ex-
tent that this assumption is not satisfied, the ex-
perimental results will depend on the theoretical
model chosen as input. This is the meaning of the
closed loop referred to in Sec. 0 and depicted in
Fig. 3. In our case, this dependence is relatively
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weak (cf. Sec. VIIID6). In addition, implicit in
this procedure is the assumption that simulated
(randomized) variables are an accurate represen-
tation of their experimental counterparts. Evi-
dence to this effect is presented in Sec. SIV.

The cross sections obtained from Eq. (1V) are
not directly comparable to the theoretical cross
sections listed in Sec. 8 VI because of resolution
and binning effects. To make a valid comparison
between the two sets of cross sections, either the
resolution and binning effects had to be folded into
the theoretical cross sections, or the experimen-
tal ones had to be corrected for them. Both ap-
proaches were used in the conventional analysis.

Inverting Eq. (14), assuming o"(qo) is equal to
one, and then solving for o '"(qo), gives the theo-
retical cross sections with all binning and reso-
lutions folded in and, thus, in a form which can
be compared directly with the experimental cross
sections. In this context, it should be pointed
out that in evaluating o (qo) using Eq. (14), it is
necessary to normalize the simulated data to the
experimental data. The procedure used to do this
is described in Sec. VIIIB2.

The inverse procedure, that of unfolding the
resolution effects from the experimental cross
sections, was accomplished using the relation

(18)
kq. p)

This simple relationship clearly introduces some
additional dependence on the theoretical input.

In this experiment, comparison between 0 "
(qo)

and o (qo) is influenced the least by the theoreti-
cal input, thus in Sec. SVII both of these cross
sections are listed. However, in order to facili-

tate comparison of the -experimental data from
this experiment with possible future calculations
utilizing different theoretical models, the o'" (q,')
cross sections are also computed using Eq. (18)
and lasted zn Sec. S VII.

Finally, it should be noted that the problem of
theoretical input outlined above has been present
in all ppB experiments performed to date, al-
though it may not have been dealt with explicitly.

B. Evaluation of cross sections

Three different sets of cross sections were com-
puted in the conventional analysis, namely d o/
dQqdQ2dg, d o/dQqdQ2, and d 0/d&, d&2 using the
programs EXPCHOSS and EXPSUM (see Sec. SI
of Ref. 23). The data was stored in the form of
eight four-dimensional arrays, each of the form
&;,~„corresponding to real and random ppB
events, real and random nitrogen events, and
"total" and "hit" simulated events, both weighted
and unweighted. The indices i, j, k, l were used to
define the appropriate angular bin. The data was
binned in 4' ranges in both proton polar angles
(corresponding to the indices k and I) covering
16'-36'in 0~ and 16'-40'in ~~. Bins with the
same values of 6)~ and ~~ were combined. ~ The
indices i and j defined an &8&20 matrix covering
a 0'-360' range in g, (20' bins) and 0-2.0 range
in $„(0.1 bins). The range in p„was extended to
2.0 to allow for effects of the spectrometer reso-
lution.

l. Experimental cross sections

The fivefold differential cross sections were
calculated from the expression

7

d gg, — N)~g, 7/Aug, 6 cos1 6 cose2 6 12 (19)

where A is the normalizing constant discussed in
Sec. VII, l is the nominal target length, and u~,
is the correction factor obtained from Eqs. (15)
and (16), i. e. ,

7 7

(=1

In calculating d~oE~~ from Eq. (19), the number
of ppB events has been summed over the first
seven bins in P„(i.e. , from 0.0 to O.V). This
was done in order to improve statistics. This
procedure is justified if the cross sections are
relatively flat over the range in question and if
a,» is calculated from distributions which are
similar to the experimental data. The theoretical

I

calculations show (see Figs. 4 and 5, in Sec. SVI)
that, in general, the d cr/dQqdQ2 cross sections
are moderately flat as a function of Q„ for g,
& 0.7.

In the case of symmetric polar angle bins, the
d cr cross sections are symmetric with respect to
g, =180'. Therefore, the experimental d o cross
sections were expressed only for P„ in the range
from 0' to &80'. This was done by first comput-
ing the d o cross sections for all 18 bins in g„and
then by taking a weighted average of pairs sym-
metric with respect to $„=180'.

The d 0/dQqdQ2 cross sections were obtained
directly from the data stored on disk using the
expression
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1S

d g)g(
——Q J» uy(/(/R n») 6(cos8g)8(cos82)bpg2g~ghg„),

t=i

where
iS~ „Hrv
i=i

is
(22)

By summing Eg. (21) over j, the d o/d8qd 82

cross sections were obtained as follows:
14

d 0'a( —
00 Qg) ~ sin81 sin82 Q d 0' »~) . (23)900 g=1

The limit of j=14 ($„=1.4) on the summation over
P„was a compromise. As mentioned previously,
resolution effects spread the data out to nearly
2.0 in P, with anywhere from 1-3% of the events
having Q, ».4. However, for Q„».4, the effects
of prompt background completely mask the data
so that its inclusion becomes meaningless. The
Monte Carlo correction factor &,.~, compensated
for data lost through this cut.

3. Quoted errors

The errors quoted with the data include both
statistical and some systematic effects. The
statistical errors mere obtained in the usual man-
ner by combining the errors in the number of
prompt, background, and simulated events.

Two different systematic effects were included
with the statistical errors. The first arose from
the fact that the number of events in some bins was
so small that the cross sections and the corre-
sponding errors should have been determined by
using the method of maximum likelihood. Since
the data did not justify such an elaborate error
analysis and since the Poisson distribution is
wider than the Gaussian distribution for a small
number of events, the error on all bins with less

2. Simulated cross sections

The simulated cross sections were calculated
from Eq. (14), but utilizing a different normaliza-
tion constant, R,. This wa. s equiva, lent torepla, c-
ing N, ~», in Eqs. (19), (21), and (23) by N";&», as
well as replacing R by R,. R, was obtained by
requiring that the cross sections determined from
the nonrandomized simulated data averaged over
a large range of polar angle bins, agree with the
results of the theoretical calculation averaged
over the same regions of polar angles. The par-
ticular choice of bins, &8'-38', &8'-34', 18'-
30', &8'-26', 22'-38', and 22'-34', was used
because in these ranges the d'o/d8qd82 cross
sections were relatively linear, thus minimizing
the in-scattering and out-scattering effects caused
by the finite bin size.

I
than 5 (net ppB) events was doubled, while for
bins with less than 10 (15) events, the error was
increased by a factor of 1.5 (1.2). This correc-
tion affected points primarily in the g„distribu-
tions; the only points in the Q„distributions affect-
ed occurred in the tails.

The errors quoted with the data were also in-
creased to allow for energy dependent biases.
It has been pointed out in Sec. V that below ap-
proximately 10 MeV there was some uncertainty
in the energy calibration. X, the vertex errors,
angular resolution, and the software cutoffs on the
simulated data all depended on the knowledge of the
energies of the final state protons. The method
adopted to compensate for the uncertainty in these
biases was to calculate first a purely geometrical
correction factor y. This was determined using
the program TEETH (see Sec. SIB) solely on the
basis of whether or not the protons hit the wire
chambers; those which passed through the sensi-
tive area of the chambers were accepted, all
others were rejected. This geometric correction
was compared with the full Monte Carlo correction
factor o.'. The ratio of these two quantities, P
= o'/y, then provided a measure of the energy de-
pendent correction factor. If P was greater than
1.25 (1.50) for Exp. I (II), the error was increased
by 50%. If P was greater than 1.5 (2.0), the data
was rejected outright. The more severe restric-
tions were applied to the earlier data because the
pulse height energy calibration curve was based
on a smaller number of points and was considered
less reliable. This criterion was applied on a
point by point basis to the g„distributions and on
an average basis (0&/„~ 1.0) to the P„distribu-
tions. Thus, the P„distribution for a given set of
polar angles 'was either completely accepted or re-
jected, whereas individual points were p, ccepted
or rejected in the P„distributions. A plot of P
as a function of both g„and Q„ for a typical polar
angle bin is shown in Fig. 16. The factor 9 is
shomn separately for Exp. I and Exp. II in order
to emphasize the much greater effect of the energy
dependent biases in Exp. I.

C. Results

All experimental and simulated results are
presented in numerical form in Table VI and
Sec. S VII. The experimental data is presented
both without and with the corrections for resolu-
tion and binning. The simulated data has all reso-
lutions folded in and has been modified to com-
pensate for the error in determining the angular



22 PRO TON-PRO TON BREMSS TRAHLUNG AT 42 MeV:

1.8—
16—

1.4—

12—

10—

(b)-

1.8

1. 4

1.2

1.0—
00

I

90'
I

180'
I

270 560'0 0 5 I 0 5

resolution using the procedure described in Sec.
SIVA. In addition to the errors quoted with the
data, there is an additional uncertainty of +4%
(see Table V) due to the error in the determina-
tion of the normalizing constant R.

The cross sections from Exp. I and Exp. II
were calculated separately and then combined on
a point by point basis. In Sec. SVIII, the combin-
ed results for the d o/dQqdQ2dg„and d a/dQqdQ2
cross sections as determined from the first ana-
lysis are given. Changes in the results arising
from the reanalysis of the data were not consid-
ered significant enough to warrant their inclusion.

Representative examples of the d v/d&idQ2dtI'y

and the d o/dQqdQ2 cross sections are shown in
Figs. 17 and 18, respectively. (The complete set
of d v/dQqdQ2dp„and d o/dQqdQ2 cross sections
is shown in Fig. 6 of Ref. 9.) In each case, the
solid histograms correspond to g (qa), i. e. , the8QN

cross sections as determined from Eq. (14) with
&'(qo) set equal to 1. The dashed histograms
correspond to cr

'
(qo) that is, the simulated

cross sections expressed in terms of the nonran-
domized variables. This means that no effects
of resolution have been included, but binning has
been. These histograms were obtained from the
simulated data using the relation

FIG. 16. The energy dependent correction factor P (see
text) is plotted as a function of $y and «t)» for 01=22, 8z
=26'(x)and 8z =26', 8z-—22'( ~ ). Figures (a) and (b)
show the correction factors used in Exp. I and Figs. (c)
and (d} those used in Exp. II. The dashed and solid hor-
izontal lines [in parts (c) and (d) the solid line is at P
= 2.0] represent the limits beyond which the errors on
the corresponding cross sections were either increased
by 50% or the data was rejected altogether.

m"'(q, } 'ts=~q, —'

, f aq'~*'(q')
b,q

=If' ~, ""(qg. (24)
2In Fig. &9, the ratio of the experimental d cr/

d~ gd & 2 cross sections to the simulated ones is
shown as a function of ~, for different values of
e&. The data from Exp. I and Exp. II are shown
separately in order to illustrate the extent of
agreement between them. Although the data from
Exp. I is somewhat higher than that from Exp. II
(the weighted average of the ratio of the two sets
is 1.07+ 0.05), this is consistent with the uncer-
tainty in the overall normalization. As with the
higher order cross sections, the data presented
for Exp. I is based on the first analysis. The
extension of the error bars was based on a com-
parison of the first data analysis with the reana-
lyzed data. If the cross sections differed by more
than 10/z of the quoted error, this difference was
added linearly to the error bars; if the difference
was less than 10%, no adjustment was made to

43the data. In addition, the results from the McGill
and Orsay experiments at 99 and &56 MeV are
shown for comparison. These latter results are
not fully integrated d o/d&qd82 cross sections, but
d o/dQqdQ2 cross sections averaged over the ap-
propriate regions of phase space. Furthermore,
the theoretical models used for comparison of the
Mcaill and Orsay data were not identical to the
one described herein. A11 models were based on
the H-J potential, but each included different cor-
rections. No allowance for this has been made in
Fig. &9.

D. Systematic errors

Several checks on the internal consistency of
2the data were made by calculating the 0=d a&

d~qd82 cross sections using different analyzing
conditions denoted A and &, and then forming the
ratios R = o.„/v~. The most important of these
tests are described below and the results are pre-
sented in Fig. 20. In parts (a) and (b) of Fig. 20,
a„and 0~ are statistically independent so that the
error in 8 is given by (&R/8)' = (5v„/v„)'+ (~os/oe)'.
In parts (c), (e), and (f), the error in 8 is simply
5B =5gJos.

For the d cr and d a cross sections, the statisti-
cal errors were in general larger than any sys-
tematic effects; thus no special investigation of
systematic errorS at that level was done.

1. Effects dependent on beam intensity

In principle, it was possible that the spectro-
meter had some biases which were dependent on
beam intensity. For this reason, the data were
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TABLE Vf. d ~/d8&d82 cross sections (nb/r ). The experimental cross sections from the first analyses are listed in2

columns 3-5. They have been calculated using Eq. (23) and include the effects of resolution and binning. The extended
errors obtained using the reanalyzed cross sections as discussed in Sec. IXC are shown in column 6. In column 7, the
simulated cross sections calculated as explained in Sec. IXB2 are presented. Column 10 lists the experimental cross
sections fully corrected for both resolution and binning effects using the procedure defined in Kq. (18). Columns 8 and 9
show separately the correction factors used to correct for resolution and binning effects. The best experiment to theory
comparison of the data presented here is obtained by comparing the data in columns 5 and 7 (see Fig. 19). The data in
column 10 is included so that the results of this experiment may be compared to other theoretical models in cases where
it is not feasible to calculate the corresponding simulated cross sections.

Exp.
I

Experimental
Exp.

II

Correction
[see Eq. (17}] Extended Simulated for Experimental

Avg. errors [see Eq. (14)] resolution binning [see Eq. (18)]

0 36
44
52 885 + 47
60 414+ 34
68 522+ 61

4(}
48
56 380~35
64 379~ 31
72 581 + 74

8 44
52
60 362 + 49
68 406 + 44

12 48
56
64

16 52
60

265 +45
289+19
316+18
391+23

287~27
253 +11
389+14
389~21
595+49

224~23
282 +13
321 + 17
878 +81

220 ~19
272 +27 '

265 + 45
289+ 19
324 + 17
398+19
465 + 32

287+ 27
253 + 11
345 + 13
386~17
591+41

224+23
232 + 18
325+ 16
388 + 25

220 2 19
272 +27

+26/-19

+19/-32
+32/-43

+37/-27

+13/-38
+17/-51
+41/-I
+56/-23
+13/-21
+16/—46
+25/-51

+27/-79

333+4
335 +4
355 +4
395 +4
458+5

317+3
329+ 3
352+3
407*3
506&6

285 +2
805+2
356+3
426+5

253 ~2
292 ~2
353 +4

224+2
277 +3

1.123
1.101
1.085
1.081
1.109

1.095
1.109
1.094
1..108
1.109

1.077
1.092
1.112
1.099

1.087
1.096
1.096

1.063
1.079

1.021
0.978
0.971
0.951
0.929

1.009
0.953
0.969
0.945
0.930

1.107
0.994
0.942
0.951

0.964
0.966
0.951

0.996
0.997

303 + 51
311+27/-20
342 + 18
409 +20/-33
483+ 32/-43

317+40/-30
268 ~12
366 + 14/-40
404+ 18/-54
609+42/-53

267 + 66/-27
251 + 14/-23
340 + 17/-47
405+ 26/-53

232 +20
284+ 28/-82

186+49/-85

.5-
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FIG 17 The d 0/dQg dQ2 dtt y cross sections for the
polar angle bins indicated are presented as a function
of the Harvard photon angle g„. The data shown include
all events which P„~0.7. The solid histograms give the
simulated cross sections with resolution and binning ef-
fects folded in while the dashed histograms include only
binning effects. The solid curve corresponds to the theo-
retical cross section ev'aluated at the central point of the
polar angle bin for the (nearly) coplanar case (see Sec.
S VQ.

0.5

0 0.5 I.O 0.5 I.O

FIG. 18. The d 0/d&&d&2 cross sections are shown as
a function of the relative noncoplanarity Q„. The histo-
grams have the same meaning as in Fig. 17. The con-
tinuous heavy line represents the theoretical. cross sec-
tions as given in Sec. SVI.
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FIG. 19. The ratios of the experimental to the simu-

lated d o./d8~d82 cross sections are shown as a function
of 8 s= 8t+ 8q for different values of 8n= I 8t —8tl. The
data from Exp. I (&&) and Exp. II (~ ) are shown separately
to illustrate the extent of agreement between them. Also
shown in a form suitable for comparison are the data
from the Orsay (0) and McGill (~) experiments. See
text for the explanation of extended error bars.
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taken at two different beam intensities (I nA and
3 nA), analyzed separately, and then checked for
consistency; The results, shown in Fig. 20(a),
are self- consistent.

2. Asymmetry test

As described previously, asymmetric polar
angle bins with the same values of ~& and ~&

were combined to improve statistics, Theoreti-
cally, these cross sections are identically equal
to each other. Thus, one cheek on possible exper-
imental biases was to see if the ratio of these
cross sections was consistent with one. The re-
sults, presented in Fig. 20(b), show no statisti-
cally significant biases.

3. The effect of the data reanalysis

In Fig. 20(c), the ratios of the cross sections
based on the reanalyzed data to those determined

FIG. 20. A series of comparisons which were used to
check the experimental data for possible systematic ef-
fects are presented. In each case Iexcept (d) I, the com-
parison was made by forming the ratio &= oz/a& (see
Sec. VIIID), where oz and oz denote second order differ-
ential cross sections calculated under the conditions de-
noted below. (a) (7~ and oz were determined from data
collected using beam intensities of 1 nA and 3 nA, re-
spectively; (b) o~ and o~ were determined from data
binned with the same values of 8 q and 8 z„but with 8l.
& 8~ and 8 L, & 8~, respectively; (c) o~ and oz were de-
termined from the first analysis and the reanalysis of
the data from Exp. II; (d) the maximum uncertainty in
the prompt background subtraction as obtained from the
data in Table IV and assuming that the maximum error
in E Rq. (8) ] is +50%/-25%; (e) oz and oz were deter-
mined using &p„=0,2 and 0.1, respectively; (f) oz was
obtained by assuming that the theoretical dependence of
the correction factors is given by the H-J potential and

o& by assuming a phase space dependence; (g) oz denotes
the theoretical cross sections evaluated in terms of the
Harvard angles 8sh8&+ 82), 8o(=18 t —82I) and os de-
notes those evaluated in terms of the corresponding
spherical polar angles eq and gLI.

I
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from the first analysis are shown. For small
values of 8D, the agreement is quite good. How-
ever, for larger values of &, the reanalyzed
cross sections tend to be lower than those based
on the original analysis. This increases the dis-
crepancy between experiment and theory as indi-
cated by the extension of the error bars in Fig. 19.

4. Prompt background subtraction

pected quadrupole shape in the g distributions.
The basic conclusion which can be drawn from this
is that for an accurate interpretation of the experi-
mental results, it is necessary to include some
model dependence in the correction factors. How-
ever, assuming that the model reproduces the
gross features of the experimental distributions,
the particular choice does not appear to be criti-
cal.

In Sec. VIC 5, it was estimated that the error
in subtracting the prompt background due to impur-
ities in the target gas was asymmetric, indicating
that it was more likely that the background was
underestimated rather than overestimated. In
Fig. 20(d), the maximum error is shown on a bin
by bin basis. This demonstrates that systematic
effects from the prompt background subtraction
could not account for the observed discrepancy.
In fact, it is more likely that they would increase
rather than decrease it.

5. Binning effects

Since the d v/d8qd82 cross sections were cal-
culated by integrating d v/dQqdQ2 over P„and $z,
they could be influenced by the choice of bin size.
In Fig. 20(e), the ratio of the d c/d8gd8p cross
sections computed with hg„equal to 0.2 and 0.1
is shown. ~ith the exception of one point (8~
=44, 8 ~ = 6 ), the change was always smaller
than 2.5/p.

6. Influence of theoretical ~eights

Since the correction factor used in the calcula-
tion of the cross sections depended on a specific
theoretical model, the cross sections must be
influenced to some extent by the particular choice
of model. To understand the extent of this depen-
dence, the experimental cross sections were also
calculated assuming that the cross sections were
determined by the phase space factor alone. '
The results in Fig. 20(f) show that the differences
between the two sets of data are smaller than 3%
in all cases except one.

At the level of the d o and d 0 cross sections,
the variation in the ratio of the cross sections
is much greater, the maximum being -+20%, al-
though 2-6% is typical. In this context two points
should be noted. The first is that the largest
variations occur in. the tails of the P„distributions
where the phase space correction factors are
systematically lower than the corresponding H-J
correction factors. The second point is that
phase space gives a very poor approximation to
the expected theoretical distributions in g and

For example, it will not reproduce the ex-

7. Harvard and spherical polar coordinates

The theoretical cross sections used for compari-
son with the experimental results are expressed
in terms of Harvard coordinates (8 q, 82, P„,g)
while, for historical reasons, the experimental
cross sections were expressed in terms of spheri-
cal polar coordinates (8q, 82, Q„, („). Since g„ is
identical in both coordinate systems and Q„ is
very nearly equal to p„, the only significant varia-
tion comes with respect to the polar angles. This
is shown in Fig. 20(g) where (d'.v/d8, d8,)/(d'o/
d8,d8,} (theoretical) is plotted as a function of 8z
for different vaIues of ~~. The ratio varies from
1.038 at ~a=0 ~s =36 to 0.967 for ~~=8',
~z = 68'. Because the variation within a given
polar angle bin is negligible, this ratio can be
regarded as a correction factor which can be ap-
plied 'uniformly to all levels of cross sections in
a given polar angle bin.

For the results presented in this paper, the d g
cross sections have been corrected for this. Be-
cause of the magnitude of the statistical errors,
the d'o and d cr cross sections have not been cor-
rected.

E. Interpretation of results

At the level of the d o/dQqdQ2dg cross sections,
there is some disagreement between experiment
and theory, ' that is, between v "

(qo) and a '"(qo),
but the error bars are in general too large to
draw any firm conclusions. For some d'o/dQ~dQq
cross sections, (e. g. , 30'-30' and 26'-30') the
agreement is excellent, while for others (e.g. ,22'-26' and 26'-38') the discrepancy is quite
strong (see Fig. 18 and Ref. 9).

At the level of the d'v/d8, d8, cross sections, for
large values of ~z and small values of ~D, the agree-
ment between the theory and experiment is quite
good. However, as 8s decreases, v~"~(q,) becomes
distinctly smaller than os'M(qo). In this context, it
is interesting to note that, for symmetric data
(8~ =0}, the McGill results show the same trend
in behavior, and that the Orsay data forms a
natural extrapolation of the data reported here to
lower values of e~, eventhoughboththese ex-
periments were done at distinctly higher energies.
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Since the OFES effects are expected to become
more pronounced at smaller values of 8 g, this
appears to indicate that the H-J potential may not
be able to provide a good description of OFES
effects. The second major trend apparent in the
data is the increasing discrepancy between
o (q0) and o" (qo) with increasing 8~, a feature
which is also corroborated by the Orsay data.
At present, there does not appear to be an ade-
quate interpretation of this effect.

The influence of systematic effects on the data
was discussed in the previous section. While,
in some cases, the effect on the data was not neg-
ligible when compared with the statistical errors,
the general tendency was to increase the discrep-
ancy between o

"
(qo) and o '

(qo) rather than to
decrease it. In any case, it was found that no
reasonable assumptions about the magnitude of
the systematic effects were able to produce shifts
large enough to bring the theory and experiment
into agreement. In this context, the data at 8 ~

=48', 8~ =4' should be emphasized. The experi-
mental data here show strong disagreement with

theory, particularly in the coplanar regions. Yet
as can be seen from Fig. 20, systematic effects
have very litOe influence on this data point and the
statistics are quite good.

In summary, at the level of the d u/d8qd82
cross sections, a significant disagreement is ob-
served between the experimental results and the
predictions of a model based on the H-J potential.
Due to the restrictive nature of the conventional
analysis, it is not possible to investigate this dis-
agreement in more detail. This is done in the
next section.

IX. GLOBAL ANALYSIS AND RESULTS

The global analysis is a procedure for compar-
ing the results of an experiment with a theoretical
calculation in a manner which bypasses the ap-
proximations needed in solving Eq. (3). Further-
more, it allows easy grouping of data in arbitrary
parts of phase space, thus increasing, in a readily
apparent form, their statistical significance. An

outline of this procedure was presented in Sec. II.
The most important results from the global ana-
lysis have been presented previously (cf. L3 and
Ref. 9). In this section, some additional com-
ments on the procedure and a detailed description
of the results are presented.

A. Procedure

The theoretically weighted set of simulated
events described in Sec. IV formed the starting
point of the global analysis. Following the dis-
cussion in Sec. VIIIA [see Eqs. (10)-(13)], the

ratio of the number of ppB events detected in the
range bq to the number of simulated events that
would be detected by the spectrometer in the same
range can be written~"(qo) o'(qo) o'"'(qo)

(q ) =- ~.(q', ) =.*(q,):*-(q',) (")
Recalling that o.'(qo) and o.'*(qp) describe the detec-
tion efficiency of the spectrometer for experimen-
tal events and those generated according to the
theoretical model in question, it follows that if
o (q') =o (q'), then o.'*(qo) = &(qo). In other
words, if the model used to generate the simulated
events adequately describes the ppB process, then

&(qo)=1. However, if o
' (q')&o " (q'), then

o'*(qo) an«(qo) describe how these different dis-
tributions propagate through the spectrometer.
In this case, B(qo) will no longer be equal to one
and the variations in R(qo) will be directly related
to the differences between o '"(q') and o (q').
Thus, A(qo) provides a direct experimental test of
the validity of the theoretical model under con-
sideration. Unlike the conventional analysis,
there is never any need to assume o.'*(qp) = o.'(qp)

and, thus, bias the results in favor of the model
being tested.

This procedure assumes that the normalization
of the simulated data is equivalent to that of the
experimental data. The method used to normalize
the simulated data is shown in Fig. 21(a). In the
upper portion of the figure, the experimental and
simulated distributions are shown as a function
of 8 g. In addition to passing all ppB event selec-
tion criteria, these events have been restricted
to the range HD & O'. The four points indicated
by the joined arrows were used to normalize the
simulated to the experimental data. These points
were chosen because the results of the convention-
al analysis showed that, in this particular range,
experiment and theory were in good agreement.
This is reflected in the lower portion of the figure
where the ratio of the two sets of data (experiment
to theory) is plotted. In addition, the results
from the top line (8~ = 0') of Fig. :19have been
replotted here. These results represent a simi-
lar, but not identical, sample of events evaluated
using the conventional analysis. The small dif-
ference between the two event samples arises
from two causes: (I) in the conventional analysis,
81. and 8R were binned in 4' intervals while here
all.the data with 8~ & 2' were used; (2) the con-
ventional results were based on the first analysis
of the data while the global results are based on the
reanalyzed data. Keeping these differences in
mind, the agreement between the two results is
good, thus demonstrating the consistency of the
conv entional and global methods.
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errors only. The extended light bars in the ratios show possible systematic effects due to the uncertainty in the energy
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(a). The numbers in the upper left hand corner correspond to the number of events at the top (fourth) scale marker.

B. Experiment to theory comparison

All of the global results presented in this paper,
as well as those in I 3 and Ref. 9, are based on the
reanalyzed data from Exp. II.

The simplest and statistically most significant
experiment to theory comparison was made by
integrating the data over all variables except one.
The advantage of the global procedure in this case
is that the analysis can be easily made in terms
of any variable, regardless of whether or not it
was measured explicitly. Some results are shown
in Figs. 21 and 22.

Comparing experiment with theory in terms of
multiple differential cross sections has the obvious
advantage of emphasizing details which might be
otherwise masked. Unfortunately, the resulting
increase in the number of bins leads to a smaller
number of events per bin, and often makes the in-
terpretation of the results statistically inconclu-
sive. Using the global method, it is easy to
achieve a balance between loss of detail due to
coarse binning, and integration, and poor statis-
tics caused by choosing too many bins.

Some results of the global analysis, in terms of
multiple differential cross sections, are shown
in Figs. 23-26. In each case, the numbers in the

upper left hand corner correspond to the number
of events at the top (fourth) scale marker.

C. Calculation of cross sections and matrix elements

In Fig. 2V, a series of partially integrated (non-
randomized) d o!d8gd8~'dg„'dg(dg cross sections
is presented in relative units. These crqss sec-
tions are defined as follows:

') r ~s2 "~i)g "~i2d8' d8 ' dg„' dP,'dg

d o'

d8z d8~'dP„'dP(djjjl
(2&)

A comparison of the results in Figs. 24 and 27
provides a semiquantitative correlation between
the global results and the theoretical cross sec-
tions. Since the regions A-D in Fig. 2, which
correspond to the ranges of integration in Fig. 24,
are larger than those covered in Fig. 27, it is
reasonable to assume that where the global method
shows good agreement between experiment and
theory, the theoretical cross sections provide an
adequate description of the ppB process. Where
the global method shows disagreement, this dis-
agreement can be used to estimate the change
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FIG. 22. The distributions and ratios are as described in Fig. 21, but are expressed as a function of some variables
in the c.m. system.

necessary to bring the theoretical cross sections
into agreement with experiment. This is indicated
by the dashed lines in Fig. 27.

The simulated data were also used to examine

the behavior of the matrix elements. The mean
value of the square of the matrix element was
evaluated as a function of the photon energy using
the following expression. '

f,",', de, ,f',h;de,' f,'"', dy,' ,f', ,", dy, IM, (k', e„e,, y,') I'~(k', e,' e,', y„')
l~(k') I'=

f tf'g2 de f ttff2 de f R d~ t f dy12~(kteti e i yt)
(28)
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where E(k', ez, e~, p„') is the phase space density
factor and the ranges of integration are the same
as described for Fig. 27.

In Fig. 28, histograms of IM(k')
I

are plotted
on a log-log scale as a function of the photon ener-
gy in the laboratory system. A comparison be-
tween Figs. 25 and 28 again provides a means to
estimate the experimental value of the squares of
the matrix elements. As in Fig. 27, a dashed
line is used to indicate the inferred experimental
values where disagreement exists.

D. Systematic errors
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FIG. 23. The distributions of the detected and simu-
lated events and their ratios are shown as a function of
~q subject to the constraints S(0' ~D&9'), A(9 ~ ~D
&20'), &(0~ $„&0.7), and N{0.7~~ p„&1.4) as indicated
in the drawing.

Some of the systematic effects, such as binning,
influence of the theoretical weights, and the ap-
proximations used in Efl. (16), which are impor-
tant in conventional analysis, become completely
irrelevant in the global analysis. Other effects
which might influence the results are discussed
in this section.

1. Prompt background subtraction

The only additional treatment of the prompt back-
ground in the global analysis was to remove any
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FIG. 25. The distributions are as described in Fig.
24, but are expressed as a function of lab photon energy
k.

ments between experiment and theory are larger
than those depicted.

point in which the prompt background correction
constituted more than 25% of the total number of
prompt events. Where there was a marked dis-
crepancy between experiment and theory, the data
were checked to see if this could have been caused
by an overestimation of prompt

background.

In the
regions of largest discrepancy, it was found that
even if no prompt background were subtracted,
the discrepancies would still exist. Since it was
more probable that the prompt background was
underestimated rather than overestimated (see
Sec. VI C 5) it is more likely that the disagree-

2. Angular asymmetry test

It has been shown in both the conventional and
global analyses [see Figs. 19 and 21(c)], that a
significant discrepancy between experiment and
theory exists for large values of 8D. Because this
effect occurs in a region of the spectrometer where
the detection efficiency decreases rapidly, it was
important to ensure that it did not arise from any
possible undetected experimental asymmetries.
This possibility was studied and the results are
shown in Fig. 29. In parts (a) and (b), symmetric
geometric constraints have been imposed on the
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data show a satisfactory degree of symmetry. The
effect of extending the error bars to allow for the
uncertainty in the energy calibration is to decxease
this symmetry. This gives additional evidence
that the energy calibration used was the best
choice. In Figs. 29(c) and (d), the data have been
selected so that differences between the proton
polar angles are maximized. The EXP/TH ratio
shows a large discrepancy for large ~1,-6 ~ which
is decreased when the error bars are extended.
In other words, the most accurate energy calibra-
tion is that which also produces the largest dis-
agreement between experiment and theory.

FIG. 27. The do/dtt)„' cross sections as defined by
Eq. (27) are plotted for the four shaded regions, a (66

es 78' and 8~&2 ), b (46 «es 58' and O'a&4), e
(32'- q & 44' and 8 D & 4'), and d (46'- 8 q & 58' and 9'
& ~~& 13 ) shown in Fig. 2 and for three different ranges
of the relative noncoplanarity & (Q„'& 0.3), P (0.35 ~ Q„'

& 0.65), and p (0.7 ]„' 1.0) as a function of the photon
angle g„'. The dashed curves indicate the regions and the
approximate size of the disagreements between experi-
ment and theory. The question marks placed near cer-
tain portions of the curves indicate that disagreement
is only suggestive.

3. Low energy events

From the discussion in Sec. VA and Fig. 9, it
follows that the energy calibration curves are least
reliable at very low detected energies. One region
where experiment and theory disagree strongly is
at asymmetric angles, where one of the protons has
a rather small energy. Because of this, it was
important to check whether or not this disagree-
ment was based solely on these low energy events.
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7.5 MeV.

There also existed the possibility that unknown
errors in the positioning of the low energy cutoffs
could produce this type of discrepancy. To test
for these possibilities, the results presented in
Fig. 23 were redetermined with the cutoffs set at
"I.5 MeV (detected energy) in both the experimental
and simulated data (see Sec. SIV) for details).
The modified EXP/TH ratios are shown in Fig.
30.

4. Angular resolution

As pointed out in Sec. IVA and discussed in Sec.
SVA, an error in the simulation program result-
ed in the overestimation of the angular resolution.
The major effect of this was to alter the simulated
distribution in P„. Consequently, any results in
which P„was not completely integrated over were
distorted. To compensate for this, a correction
procedure, described in Sec. SVA, was developed
and applied to the data. Specifically, this affected
the results presented in Figs. 21(d), 23, and 30.
Note that the result in Fig. 23 (&&) is different
from that in L3, where this correction was not
applied.

E. Interpretation of results

The results presented in Sec. IXB indicate that,
in certain regions of phase space, there is a sig-
nificant discrepancy between experiment and the-
ory. Cases for which the EXP/TH ratio differs
from one by &10% are not regarded as significant
because of the uncertainties associated with the
normalization procedure. Several factors con-
tributed to this uncertainty. First, in normaliz-
ing the global results to the conventional ones, the
sample of data used had a statistical error of
-5%. Secondly, the normalization of the conven-
tional data was only accurate to 4/o (see Table V
in Sec. VII). Finally, — although in the first analy-
sis the global and conventional results agreed to
within 1% in the range used for normalization,
this increased to 4% when the data were reana-
lyzed. As a result, the normalizing error in all
global results is estimated to be -6-8/o.

In Fig. 21(e), there exists a marked discrepancy
around /=80'. This is precisely the point where
studies by Fearing show that the first term in
I ow's low energy expansion (&, in Fearing's no-
tation) is equal to zero. This discrepancy in-
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creases as 8 & decreases, becoming almost a fac-
tor of three for the smallest values of 8 q (see
panel Cu in Fig. 24). For events with symmetric
polar angles, the behavior must be reflected at
$„=280' while, for asymmetric events, this is
not necessarily so. The data also show some
discrepancy at g =280', but it is not as conclu-
sive as it is at 80'.

The disagreement between experiment and the-
ory increases strongly with increasing 8~ [see
Fig. 21(c)]. The origin of this behavior is not
understood.

The discrepancies do not increase monotonically
with photon energy. In this context, it should be
noted that the regions of disagreement in Figs.
24 and 25 are kinematically correlated. For the
ranges of 8 g and 8~ under consideration, g =80'
corresponds to intermediate values of the photon
energy.

The disagreements occur predominantly where
the cross sections are small. In Fig. 27, where
the cross sections are shown on a relative scale
of 0.1 to 2.5, the most significant discrepancies
occur when the (relative) cross sections are less
than about 0.3 to 0.4. This can again be corre-
lated with the fact, as Fearing found, thats=0 in
these regions.

In panel AN of Fig. 23 (corresponding to asym-
metric, noncoplanar events), a very strong disa-
greement between experiment and theory is dem-
onstrated. When all of the events in the panel are
summed, the EXP/TH ratio is 0.68+0.06. These
same events are shown in panel Dy of Figs. 24
and 25 in different form, while the shapes of the
corresponding cross sections and matrix elements
are shown in panel dy of Figs. 27 and 28, respec-
tively. From Figs. 24 and 25, it can be seen that
this disagreement spans a range of from 60' to
200' in g and, except for the very highest ener-
gies, covers the full range of kinematically allow-
ed photon energies.

Finally, some comments can be made concern-
ing the matrix elements shown in Fig. 28. It is
evident that in region a, for photon energies be-
tween 7 and 11 MeV, the matrix elements have a
1/k dependence; at energies smaller than 7 MeV,
the results are inconclusive but are consistent
with a 1/k dependence setting in. At energies
above about 11MeV, the shape of the curves" be-
comes anything but proportional to I/O or 1/k .
It is difficult to draw firm conclusions from these
curves, but they do suggest that for photon ener-
gies above about 10 MeV, I ow's low energy theo-
rem is not applicable which would, in turn, imply
that the off-energy-shell contributions to the
cross sections (or matrix eLements) might not be
negligible.

X. CONCLUSIONS

At the time of the execution of this experiment,
no previous bremsstrahlung experiment had utili-
zed the wire chamber and on-line computer tech-
nology needed to attain the data-taking rates for a
high statistics experiment. This experiment
demonstrated that it was practical to use such an
approach at relatively low incident energies, the
benefits being improved angular resolution and
two orders of magnitude increase in the ppB event
rate.

The results of this experiment are in significant
disagreement with a theoretical .calculation based
on the Hamada-Johnston potential. This discrep-
ancy is most apparent at large values of ~D,
large noncoplanarities, and for g =80'. It is
relevant to note that the latter corresponds to a
region where the cross sections are relatively
small, not where the photon energy is large. The
pattern of disagreement is similar to that observed
in the Orsay experiment. The reasons for the
disagreement are not understood at present, but
may indicate that the Hamada-Johnston potential
is not adequate to describe OFES effects.

The evidence for this disagreement, . although
highly suggestive, cannot be regarded as conclu-
sive at this time. The reason for this is twofold.
First, all known corrections have not been includ-
ed in the theoretical calculation. Second, the ex-
periment was subject to certain systematic errors,
the most significant of which was the uncertainty
in the energy calibration at detected energies
&8 MeV. Through the use of the global procedure,
it was established that no single source of sys-
tematic error was large enough to produce the ob-
served disagreement. However, it is conceivable
that a "conspiracy" of systematic effects and ap-
proximation' made in the theoretical calculation
are responsible for this disagreement. There-
fore, the experiment and analysis reported here
should be regarded as providing strong, but not
necessarily conclusive, evidence that the H-J po-
tential is inadequate to describe the details of the

PP bremsstrahlung process at 42 MeV.
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APPENDIX A: DEFINITION OP VARIABLES
AN9 COORDINATE SYSTEMS

1. Laboratory system

Three different laboratory coordinate systems
are used in this paper.

The spectrometer coordinate system is used to
define the experimentally determined quantities.
The cartesian and spherical polar coordinates of
a ppB event in this system are shown in Fig. 31.
The beam is assumed to be moving in the +Z

K

L

FIG. 31. Schematic diagram of a noncoplanar ppB
event in the spherical polar coordinate system. PI„Pg,
and E denote the momentum vectors of the left and right
protons and the photon, respectively.

direction and the X axis is horizontal. A proton
moving to the left in the &-Z plane has Q~ = 0.
The relative noncoplanarity, Q, is defined through
the relation

(Al)

where Qo =Q~- @~-m is the event noncoplanarity
and QD„ is the maximum value of Qv allowed by
kinematics. With this definition, Qv and, hence,
g„are zero for coplanar events. The advantage
of using P„ is that, since Q» is a function of 8~
and 8 & as well as the incident energy, it provides
a means to compare data taken at different angles
and energies.

The identity of the two final state protons and
the existence of axial symmetry makes any dis-
tinction between left and right irrelevant from the
theoretical point of view. For this reason, an
event coordinate system (using spherical polar
coordinates) was defined such that the proton
characterized by the smaller of the two polar
angles, 8 ~ and 8„, (designated particle 1) was
specified to have Q =0. The remaining proton
was designated particle 2. Thus, the event co-
ordinate system and the spectrometer coordinate
system were related through a rotation about the
z axis by an amount Pl, or Q~, this being different
for each event. The variables PD and P„are
identical in either system. Note that because the
polar angles were calculated by the computer to
many significant digits, for all practical purposes
the case where 81, and 9& were identical never
arose. One could always make. the choice of a
smaller angle.

For reasons of convenience, the theoretical
calculations were performed in the Haxz ard co-
ordinate system (see Fig. 32) where the angles
for the protons are 8» 8» g~, and $„(cf.Ref.
28 and T4). These angles are defined by project-
ing the proton momenta onto the X-Z plane.
and 8 ~ are the angles between these projections
and the Z axis while P~ and gz are the angles that
the proton momenta make with these projections
onto the &-& plane. The angle P =(P~ +$~)/2 has
a maximum kinematically allowed limit, $„. If
the orientation of the X-Z plane is chosen such
that Pq ——$~, then the event noncoplanarity is given
by g =$z, ——$„and the relative noncoplanarity by

(A2)

Within the range of angles observed in this experi-
ment, Q„and Q„are very nearly equal so that it
makes no practical difference whether the cross
sections are expressed as a function of Q„or P„.

A ma3or problem arises when one tries to pre-
sent bremsstrahlung differential cross sections in
terms of the photon polar angle 8„(or 8„). For
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noncoplanar events, this angle does not span the
full range from 0 to m, and kinematic singularities
exist at the end points. Also, for asymmetric
events, H„alone cannot distinguish whether the
photon is on the side of particle 1 or particle 2.
For these reasons, a projected photon angle which
spans the full range from 0 to 2m was defined in
the following manner (see Fig. 32):

(1) for a given + (or 8) pair, the limiting photon
momentum Ko (i. e. , at maximum noncoplanarity)
is determined;

(2) the reaction plane is oriented so that PJ. ——P~;
(3) a plane &'-Z' is constructed parallel to the

&-Z plane passing through the tip of Ko,'

(4) the photon momentum K is multiplied by a
constant & such that the point of &K meets the
&'-Z' plane;

(5) g is defined as the angle between the beam
direction and &K —Ko.

The range of g„ is thus from 0 to 2m. The con-
vention used in this paper is that the range 0 & g
& m always corresponds to the case where the pho-
ton is on the same side of the beam as particle 1.
If one considers a ppB eLLipse in the 4~-&2 plane,
where Eq is plotted along the abscissa, p„always
increases in a clockwise direction. (Note that
with this convention, in the event coordinate sys-
tem, the center of the ppB ellipse always lies be-
low the line &q =&2.)

For convenience, the formulas relating the
spherical and Harvard angles are included below.

q sin&„—cot/0 tan7t„sin&,
g =tan cos&„—cot $0 tang„cos & 0

, sin&„cosg, —sin&„cot/0 sing,
cos&„—sin&„sing„cot &p cscgo '

P = tan ( csc 8; tan@),

e;=tan (tan 8;+sec 0, tan g)

(A4)

(W5)

In addition, two other laboratory variables, 8~.and

8D, are commonly used in this paper. They are
defined as follows:

8s -8s+8z = 8&+ 8

8, =/e, -e„[=fe, -e, /.

(A5)

(A7)

APPENDIX 8: DEFINITION OF CROSS SECTIONS

2. Center of mass system

Two sets of variables were used to describe
events in the center of mass system. In one case,
the variables chosen were k, the photon energy,
and the angular variables 8,*, &*, and P* 8~. is
the smallest of the polar angles of the two protons
defined with respect to either the positive or nega-
tive Z axis (i. e. , the smallest of 8~, &R, 180'-
8~, or 180'-8~~). 5* is the angle between the
proton characterized by 8~ and the photon and P~

is equal to
~

o'*-90' ~, where &* is the angle be-
tween the normal to the reaction plane (pq & p2 ) and
the Z axis. In the second case, k* and 8~ were
also used, but the angles ~* and P* were replaced
by 8„* and g~. The definitions of these angles dif-
fer slightly from that of the conventional polar
and azimuthal angles of the photon. ~,* is the
polar angle of the photon, but is measured from
the same direction of the ~ axis with respect to
which 8,* was defined. p,* is given by the absolute
value of the difference between the azimuthal
angles of the proton- characterized by 6~ and the
photon.

R

X

PL

In bremsstrahlung experiments, the fivefold dif-
ferential cross section is usually defined as

d'o'(&ii 82i 4i, A~ 4.)
( 1)

dQqd+dg d(cos&q)d(cos&2)dgIdg2dg
' 81

However, following the discussion in Appendix A,
it is more convenient to express this cross sec-
tion in terms of Qq (or P2) and Q„ than in gq and

Noting that

(B2)dpgdp2 =dQgdQ~ =2/0„dpgdp„,

(the factor of 2 arises because @„is defined as the
absolute value of P~ divided by P») then we get

d'&(8„&„A,6, y„)
d( cos&))d( cos&2)dggdg2dg„

(B3
d'o(& i~ 82~ 0» 4.~ A)

( 3)
2$g~ d( cos&g)d( cos&2)dggdg~dg

FIG. 32. The same event depicted in Fig. 31 shown in
the Harvard coordinate system. Eo is the photon momen-
tum in the limiting kinematic case.

For the case where both the beam and the target
are unpolarized, the cross sections have rotation-
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al symmetry about the beam axis and, hence, the
angle @~ can be dropped from the list of arguments
in Eq. (B3). This is the form of the cross section
used in this paper.

To obtain the fourfold differential cross section,
expression (B3) is integrated over g from 0 to 2m.

Thus,

d'cr d'(8„8„y„)
dA, dA d(cos8, )d(cos8, )dg,dg„

DN
d'v(8„8„y„,y„)

d (cos8,)d (cos8,)dg,dg„dg„
(B4)

d2&(8„8,) = 2g~„sin8, sin8,
de,de,

d (cos8,)d (cos8, )dg,dg„

x dPgdg„. (B5)

The twice differential cross section is obtained
by integration over gq and p„so that
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