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A model theory, standard time-independent perturbation theory in a harmonic oscillator shell model basis, is used
to investigate various aspects of the center of mass problem. In this model it is shown that the center of mass
problem can be solved by projection techniques, but that the way in which one projects is crucial. The apropriate
projection functions are found to be const X R ~*'2 for wave function projection and 1 for density projection. The
former illustrates, among other things, that the center of mass problem cannot be solved by simply eliminating
the spurious components of the wave function. The latter agrees with the Gartenhaus-Schwartz prescription.

Also, explicit center of mass corrections are calculated.

[NUCLEAR STRUCTURE Methods for treating center of mass effects tested in]
a model theory.

I. INTRODUCTION

Due to the great simplicity provided by inde-
pendent motion, most nuclear theories are based
upon the independent particle model. One con-
sequence of such an approach to nuclear theory
is that it introduces a violation of translational
invariance; that is, the center of mass (c.m.)
motion is not in a free state as required by the
symmetry of the Hamiltonian. As a result such
theories do not directly give predictions for the
intrinsic properties of nuclei. This difficulty has
long been recognized and is generally referred
to as the c.m. problem.

In the literature there exist a number of quite
different methods for treating the c.m. problem.
The reason for this variety is that the problem can
be attacked at different levels. First, at the
more fundamental level, there exist dynamical
methods'~!° in which the treatment of the c.m.
motion is built right into the theory one is using..
This can be done by modifying the standard shell
model approach, for example, by adding an aux-
iliary c.m. potential? or restricting the calcula-
tion to the space of nonspurious states.® In the
second, static approach,''”'® one attacks the c.m.
problem at a later stage by restoring transla-
tional invariance after the wave function has al-
ready been developed. The most well known me -
thods of this type are the Gartenhaus-Schwartz
transformation' and wave function projection.®1!3
The dynamic and static approaches are quite com-
plementary. The dynamic one gives the best
(often exact) solution to the c.m. problem, but its
application tends to be restricted or very dif-
ficult. Most dynamical methods are incompatible
with most theories used in actual calculations.
The static approach, on the other hand, can be

universally applied, but since restoring trans-
lational invariance only removes the symptom

of the problem, one has little idea of what such
solutions to the c.m. problem mean physically.
Often one simply neglects this difficulty and con-
siders the result to be approximate. However,
in any nontrivial situation, different static me-
thods give different results.'®!%17 Unless the dy-
namics is considered in some way (usually it is
not), there is no way of knowing if one method
produces a better solution than another. One is
thus left with an ambiguous result, which is not
very satisfactory.

In the present investigation of the c.m. problem,
we test and compare various methods for treating
c.m. effects by applying them to a model theory
for which the c.m. problem can be solved exactly.
The theory is standard time-independent pertur-
bation theory in a harmonic oscillator (HO) shell
model (SM) basis, for which it is extremely easy
to understand the origins of the c.m. problem
and to see what the effect of applying aparticular
method will be. Since the fact that the dynamical
methods can solve the c.m. problem is almost
trivial, our main interest is in studying the effect
of the static methods. The most practical aspect
of this work is that it provides a testing ground
for projection methods which can give some jus-
tification for their use more widely.

Our main results are that for perturbation theory
the c.m. problem can be solved by either wave
function or density projection and that the choice
of the projection function is crucial. The correct
density projection method agrees with the Gar -
tenhaus-Schwartz prescription (see Appendix A).
These results,- along with the explicit calcula-
tions of the c.m. corrections for the rms radius
and the binding energy, are presented in
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Sec II. Section III contains a discussion of the
results.

II. CENTER OF MASS CORRECTIONS
IN PERTURBATION THEORY

In this section we present the solution to the
c.m. problem for time-independent perturbation
theory in the HOSM basis.

Nonrelativistically, the nuclear Hamiltonian
is given by

H=T+V, 1)

where T represents the sum of the kinetic ener-
gies of the nucleons and V the (purely. relative)
potential interaction between them. Introducing
a single-particle potential U it is common to re-
write (1) as

H=H,+AV, @)
with

H,=T +U, (3)

AV=V-U. (4)

Since H, represents an independent-particle
model, the corresponding Schrédinger equation
can be solved exactly. This provides a basis for
calculating the effects of the residual interacting
AV. In perturbation theory®° this is done by sol-
ving a modified Schrddinger, or perturbation,
equation

(Hy +2aV)Y =B\, - (5)
where

N =Zo N ®)

El. = 2 X"E(n) ’ (7)

successively to each order inA. Using the nor-
malization condition

<sz | 11’)) =1 ) . (8)

this gives an explicit set of equations for ¥, and
E, in terms of the eigensolutions of H,. These
expressions, which are required in order to
actually carry out a calculation in perturbation
theory, are well known. They are, however, not
required in the following, and therefore will not
be presented here. To a given order, say, the
pth, physical quantities are calculated by keeping
all terms in the expressions for the quantities

of order A" with »<p and then setting A=1; for
example,

ll’ﬁi:ﬁ ll)(,,) ’ ' (9)
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E’=; E(n) =<¢|H°‘¢>P+<¢1Avlw)pd’ (10)

<w'|o|zp>,=2<¢'low><",
‘ = 3 @m0,

m+n<p

11)

where we have introduced the notation that a sub-
script p indicates the prediction for a quantity
in pth order and (p) for the pth order correction
for this quantity [A, =A,-4,.,].

In the HOSM basis the single-particle potential
is defined to be

U= z: ’—;‘ w?r? 12)
=1

where m is the nucleon mass, ¥; the coordinate

of nucleon ¢, and A the number of nucleons in the
nucleus, which separates into a purely c.m.
[dependent only on the c¢.m. coordinate R=(1/A)
XZ)? -1 T,] plus a purely intrinsic (dependent only on
T; —R) piece. We indicate this by the superscripts
c.m. and int, respectively:

U=Utt Ly, (13)
As a consequence H, and AV also separate:

Ho =H(i)nt +H8' m. , (14)

AV=ay it payem. , (15)

where, since V*™ =0, (16)
Avc.m. =_Uc.m.' '

As a consequence of this separability a corres-
ponding intrinsic theory can be defined by re-
placing H, and AV in (5) by their intrinsic counter -
parts, i.e.,

(H XAV, =By, | am

where we have used the symbol x for the cor-
responding intrinsic wave function.

For convenience in the following we also in-
troduce the analogous c.m. perturbation theory
defined by

(HE ™ +2AVS™)p, = EF™ ¢, . (18)

Since AV*™ =_U®*™ this equation is the same as
that for the c.m. motion in the HOSM, but with
U™ replaced by (1 —=\)U>™. Equation (18) can
thus be solved analytically: the wave functions
and energies are the same as in the harmonic
oscillator model but with w replaced by (1 = )2,
For example, the solution for the Os state is

A

3/a
$(R) =(ﬁ> (1 -2 exp[-3(1 - 1) 2AR?/p?],

(19)
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E, &m =%(1 —)\)1/2(0 , (20)
hy

where b = (mw)™ /2 By expanding in A one can thus

easily obtain ¢,,, and E¢,™. We note that the ¢,

have the form P,(AR?/b*) exp(~—zAR?/b?), where

P, is a polynomial or order » and thus form a

linearly independent (but nonorthogonal) set.
From Egs. (17) and (18) it follows that

D =XaPa s (21)
E, =E™ +EX™ (22)

provide a solution to Eq. (5). If one starts from a
separable unperturbed state i, =x,¢, one then
finds that ¢,, and E(,, can be expressed as

Pp = 2: X(p-m®Pm 5 (23)
E,) =ERS +EG (24)
and thus using (9) and (10),
ll), = i; Xp-n(p(n) ZXp¢(0) +Xp-l¢(1)
b X 25)
— pint . M.
E,=Et +ES™ (26)

Thus the desired intrinsic wave functions and
energies are contained within the wave functions
and energies obtained from the original, shell
model based calculation in a well defined way.
Furthermore the two are connected by the simple
physics of the c.m. perturbation theory described
by (18). Essentially it is the knowledge of this
physics which allows one to extract the intrinsic
physics and thus solve the c.m. problem. This
is our central result, which we shall use to dis-
cuss various aspects of the c.m. problem and in
particular to compare different methods for
treating c.m. effects. In the following we shall
assume that the unperturbed state ¢, is a non-
spurious state (for example the ground state),
i.e., ¢, is the Os state wave function.

We first consider the c.m. problem for the wave
function, that is, how to extract x, from ¥, Since
X, is contained in the first term on the right hand
side of (25), the main problem is to eliminate
the rest of the terms. This, for example, can be
done by

(i) explicit construction: knowledge of ¥, and
¢ for n<p is sufficient information to extract
X, from (25);

(ii) the Bolsterli-Feenberg-Lipkin method,"?
i.e., replacing AV by AV +U*™ =AY -~ AV>™
=AV!", In this case the higher order terms in
¢ simply do not appear in the wave function and
one has

Py T =X, 003 @7

(iii) wave function projection,!3 i.e., eliminating
the c.m. dependence by integrating over ﬁ,

X,= [ aRWRy,, (28)
with
[ a®@W @0 @) =0,, n<p. (29)

Since the q5(,,) form an independent set, a pro-
jection function W(R) which satisfies (29) can
always be constructed. Furthermore, using the
generating function for the ¢,, that is, ¢,, one
can obtain the projection function which is valid
to all orders by requiring that '

f AR W(B)¢, (B) =1. (30)

From the structure of ¢, (19) it is clear that the
integral will be independent of \ if W ~R™3”,
Working out the normalization, one finds

W(ﬁ) - [27/4711/41"(%)]'11{ -3/2 . (31)

We now turn to the problem of extracting intrinsic
matrix elements,

(X'lOiMIX),: Z X o [0 X)) - (32)
»

m+n<,

The most obvious way to obtain these matrix ele-
ments of course is to calculate them directly with
the intrinsic wave functions. To do this, however,
one must not only extract the intrinsic wave
functions but also perform an integration over
relative coordinates, which can be quite tedious.
Two more direct ways of obtaining (x’ IO‘“! X)
follow.

(i) The first is density projection,* i.e., elim-
ination of the c.m. dependence by integrating the
product of wave functions which occurs in the
r_{latrix element (instead of each individually) over
R,

(0 = [ a’R DE ). (33)

This prescription is neither more nor less fun-
damental than wave function projection, but it
simplifies the procedure for calculating matrix
elements considerably. In this case, the pro-
jection prescription, i.e., the integration over
ﬁ, allows one to convert the integral over rela-
tive coordinates to one over single-particle co-
ordinates:

(o] ) =(’ | DE)O™|9) . (34)
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In perturbation theory this prescription reads
&’ lo*tx), =@’ | DR)O*™|y),

>

kelemen<p

<X'(k)lOm’X(t)>

X{b(my | D | D (mp?

- 2 &’ 10X, (®|D| Y,  (35)

and thus the desired projection function must
satisfy

<¢lDt¢>(n)=6n09 nsp, (36)

a condition similar to that found for the wave
function projection function (29). In this case the
projection function which is valid for all orders
is simply

DR)=1, (37)

as can be verified by noting that with this choice
(36) reduces to the normalization condition (8).
We note that this result agrees with that obtained
by Gartenhaus and Schwartz!! (see Appendix A).

(ii) The second is explicit calculation of the c.m.

corrections for the matrix elements. As noted
above the c.m. problem can be solved (for the
theory considered here) simply by using intrinsic
operators when calculating matrix elements.
Usually, however, the “full” operators have been
used instead. There are two reasons for this;
intrinsic operators are more complicated, and
unless one wished to use the Gartenhaus-Schwartz
prescription, there is no particular reason to use
intrinsic operators.

In the theory considered here the calculation
of c.m. corrections is quite an easy task. Ba-
sically, they are given by the expectation value
of the c.m. part of the full operator which can
easily be determined by using the generating
function ¢,. For example, the operator for the
mean square radius, 7%= (1/A)2J4 7% has the
form

72 -:T,-ZA“t +R2’ (38)
from which it directly follows that
T =(7?), - (R?,. (39)

The correction, (R?),, can be determined by ex-
panding

B, = 0| B¥ 0 =5 Zo(1 0y

=3 AR (- (40)

nz0

This gives

pint e 3 b2
(1,2>1 t:(,’,Z)’__é_A_ﬁ,’ (41)
with
_ @+
o= =@ (42)
ie., B,=1,8,=%, B,=%, B,=%£,... . Aneven

simpler example is the c.m. correction for the
energy, which can be obtained directly from (20)
and (26):

E} =E, - jwB}, (43)
with
,_ (2 =111 '

=4

N _ ~1 -3
ie., Bi=1, B{=3, Bs=%5, Bs=%,...

ws

III. DISCUSSION

Our main results concern pi‘ojection [see Egs.
(28), (31), (33), (37)]. The projection functions
which are valid to all orders were found to be
extremely simple. They are independent of all
parameters of the theory and therefore essentially
determined by dimensional considerations. As a
result the same projection prescriptions can be
directly applied to the results obtained with other
theories: there is no need to “choose the ap-

" propriate oscillator parameter,” etc.

As far as we know, the result we have obtained
for wave function projection [see Eq. (28) and
(31)] is new. It is interesting to note that choos-
ing W(R) =¢,(R), which would eliminate the
spurious components of the wave function, would
not give the correct solution. Thus, the argument
that a particular method eliminates spurious
states'!’!2:2! does not really provide any justifi-
cation that the method gives the correct intrinsic
results. The result for density projection [see
Egs. (34) and (37)] agrees with Gartenhaus-
Schwartz transformation. It thus provides a non-
trivial justification of this widely used prescrip-
tion (see Appendix A).

The results for the explicit c.m. corrections
[see Egs. (41)-(44)] are primarily of academic
interest. They illustratethe convergence problems
associated withthe c.m. motion approaching a plane
wave if one went to very high orders in perturba-
tion theory. Also they can be used for rough es-
timates for the corrections for other theories in a
similar way that the pure HOSM has been used in
the past.” For example, since Brueckner-Hartree-
Fock theory includes all second order perturba-
tion corrections to the energy, the result for the -
c.m. corrections [Eq. (43)] with p =2 would be
more appropriate than the correction for the pure
HOSM, corresponding to p =1.22
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APPENDIX A

In this appendix we briefly discuss the Garten-
haus-Schwartz (GS) prescription for treating
c.m. effects. We do this in order to illustrate
that this method is, in effect, only a projection
prescription, and thus that our proof that this
method is correct for a specific theory is by no
means trivial. Due to the way in which it was
derived this prescription has caused much con-
fusion, which in turn has given rise to a series
of critiques on this subject.’*23-25 Some of these
go so far as to imply, in contrast to what we find
here, that this prescription is not correct. Below
we summarize the main features of the GS paper.™*

The basic motivation, which Gartenhaus and
Schwartz use as the starting point to develop their
method for treating c.m. effects, is that the wave
function should be translationally invariant. In-
order to accomplish this they introduce a unitary
transformation whose effect (the precise form of
the GS operator is not required for the present
purposes) on the wave function is

»(F, ~R,...F, -R,R)~a*%(F, -R,...7, -R, aR).
(A1)

By taking the limit @ — 0 such a translationally
invariant wave function can thus be obtained.
Aside from possible normalization difficulties
this is equivalent to wave function projection [see
Eq. (28)] with W(R) ~6(R). Rather than taking
this limit directly Gartenhaus and Schwartz note
that one can first construct the desired matrix
element; then redefining the c.m. coordinate

R, R—a™R, one has

@ lolyy—-w@ 0|, (A2)

where the operator O is the same as O but with

the replacements R ~a 'R and for the conjugate
c.m. momentum P ~aP. Since the former gives
difficulties in the limit ¢ -0, Gartenhaus and
Schwartz postulate that O should be independent
of R; the limit P — 0 then makes the operator 0
purely intrinsic. This gives the GS prescription,
which is (a) that intrinsic matrix elements can be
calculated in the normal way with shell model
based wave functions but using an intrinsic opera-
tor, and (b) a method for constructing the intrin-
sic operator. The former is identical with density
projection [Eq. (34)] with D(R) =1.

What has caused the most confusion about the
GS method is that on the surface it appears to be
equivalent with two generally incompatible pre-
scriptions, namely, wave function projection with
W(R) ~6(R) and density projection with D(R) =1.
The resolution of this contradiction, pointed out
by Friar'® and by Palumbo,? is that if (A1) is used
in a matrix element, the limit @ -0 does not cor-
respond to wave function projection. The point is
that the latter really requires not a -0 but aR~0,
and since in a matrix element one integrates over
all R automatically, the limit «R~0 cannot be
attained. In other words (Al) with a —~ 0 only gives
translational invariance within a bounded region,
R<R,=const. Thus, if one calculates matrix
elements, the integration over R should also be
bounded. After making the replacement R — o "R
this bound becomes R <aR, and, in the limit
a—0, R is restricted to the origin. One thus
obtains density projection with D(R) ~6(R), which
is perfectly consistent with the wave function
projection prescription above.

We thus conclude that while the GS method in the
sense (a) above gives one possible prescription
for treating c.m. effects, it is inconsistent with
what GS originally considered to be the desired
solution to the c.m. problem. Concerning (b), the
question of how to construct intrinsic operators,
in this paper we take the point of view that in-
trinsic matrix elements are simply not defined
unless the intrinsic operator is already known,
and thus this problem, per se, does not occur.

We only note that if one makes the very natural
assumption that intrinsic operators should be
used, the GS transformation, since it is unitary,
does not affect matrix elements at all.
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