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Systematics of proton absorption deduced from (p,p) and (p,n) cross sections
for 2.0- to 6.7-MeV protons on 107' Ag and In

R. L. Hershberger, D. S. Flynn, and F. Gabbard
University of Kentucky, Lexington, Kentucky 40506

C. H. Johnson
Oak Ridge National Laboratory, Oak Ridge, Tennessee 37830

(Received 6 August 1979)

The (p,p) and (p,n) cross sections were measured to accuracies of +2% and +3%, respectively, for 2.0-

to 6.7-MeV protons on ' ' Ag and '"In. Hauser-Feshbach calculations, which included y-ray emission

channels, were used to convert the (p,n) cross sections to proton absorption cross sections. Analysis of the

(p,p) and deduced proton absorption cross sections were made simultaneously using a conventional optical-

model potential. The measured cross sections can be described using parameters extrapolated from the Sn

region in a systematic way, except for a large increase required for the depth of the absorptive potential.

NUCLEAR REACTIONS to~'~ ~Ag and tt~in (p, p) and (p, n), E=2.0 to 6.7 MeV, re-
solution 30 to 70 keV, enriched targets. Measured (da/dQ) (p, p) at 135' and 165',
and total o(p, n). Observed analog resonances. Statistical-model and optical-

model analyses, deduced model parameters.

I. INTRODUCTION

In recent years optical-model potentials" have
been used to represent average properties of nu-
clei revealed through nuclear reaction and scat-
tering measurements. The (P, n) reactions on
nuclei in the mass 1'00 region, especially the Sn
isotopes, have been used to observe the 3P single-
particle resonance' and to determine a global opti-
cal-model potential for this energy and mass re-
gion."Although the global potential of Ref. 4 repre-
sented their (p, n) cross sections well and, for the
most part, had reasonable parameters, the depth
of the absorptive potential was required to have an
anomalous A dependence. This anomalous A de-
pendence has raised several questions about the
measurements and about the analysis.

To provide independent measurements of cross
sections' in this mass region, measurements of
(p, &) reactions for '" '"Ag and "'In have been re-
peated under different experimental conditions at
the University of Kentucky's Van de Graaff Labora=
tory and have been extended to higher energies.
For this to be a meaningful test, the experimental
accuracy has, for the most part, been kept to +2/z.

An objection one might raise about the analysis
of Johnson et al.' and their conclusion that the im-
aginary potential has an anomalous behavior in the
A = 100 mass region is that only the proton absorp-
tion cross section was used as a data base to de-
rive the optical-model potential parameters. To
remove this possible objection in the present work,
the elastic scattering cross sections have also

been measured and are presented as the ratio of
the measured cross sections to the Rutherford
scattering cross section. The (dv/did)(p, p) were
measured as a function of proton energy at two
angles to an accuracy of approximately +2 /& and
have been fitted together with the o'(p, n) data in
order to derive a consistent optical-model poten-
tial.

Although isobaric analog resonances were ob-
served in the Ag measurements at energies which
agree with those from previous experiments, ' the
present analysis did not include them. Inclusion
of the isobaric analog resonances would not have
had an important effect on the optical-model pa-
rameters derived here. '

II. EXPERIMENTAL METHOD

A. Proton beam

Protons produced by a High Voltage Engineer-
ing Corp. (HVEC) 6.5-MV CN electrostatic ac-
celerator were analyzed by a 90' magnet. The
magnet was calibrated, including relativistic cor-
rections, using the 'Li(p, n) and "Al(p, n) thresh-
olds at 18"(t'9. 13 + 0.06 ke V and 5798. 5 + 1.3 ke V,
respectively. ' The proton beam energy was deter-
mined to +0. 1% with a beam energy spread of less
than 2 keV at full width at half maximum (FgrHM).

The energy of the protons in the target was as-
sumed to depend linearly on the stopping power
times the distance into the target. The proton en-
ergy corresponding to the resulting measured
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average cross section was taken to be the cross
section weighted average of all proton energies
within the target.

The number of incident protons passing through
the target was determined by integrating the beam
current to obtain the total charge deposited in the
faraday cup. The precision of the current inte- ~

gration system was determined to be +0.2%. The
system was checked repeatedly with a precision
current source.

B. Proton scattering chamber

The (p,p) cross sections were measured in a
precision 30 cm diameter scattering chamber.
The incident beam was collimated to 1.5 mm
diameter by a 31 cm long collimating assembly.
The beam charge was collected in a Faraday cup
with electron suppression. Beam loss due to-
small angle scattering was calculated to be negli-
gible for the energies and target thicknesses used.
Zero target angle was checked for each target by
measuring the yield as a function of target angle.
Detector angle and subtended solid angle were
checked by rotating the detectors through the same
series of observation angles and comparing yields.
Each detector was collimated and subtended a
solid angle at the target of 0.371 msr. Measuring
yields as a function of beam intensity gave a dead
time correction of 2.0% per 1000 counts/sec
Couuting rates were normally kept below 500
counts/sec so that the dead time correction was
less than 1%.

C. Neutron detection

Neutrons from the (p, n) reactions were counted
using the University of Kentucky's 4n neutron de-
tector. " The detector consists of a 60 cm diame-
ter polyethylene sphere in which eight "BF,count-
ers are embedded. The Faraday cup consists of
the beam pipe into and out of the sphere, the tar-
get chamber, and the beam dump which stopped
the beam 2. 5 m from the target. The sphere was
shielded from the accelerator, analyzing magnet,
and beam dump by paraffin and concrete block
walls. The relative detector efficiency was deter-
mined to be constant to +2% for the neutron energy
range of 30 keV to 1.5 MeV. " Because of various
changes in the sphere since the measurements
described in Ref. 10, the absolute efficiency was
remeasured. It was determined to be 0. 604
+0.7% at an average neutron energy of 500 keV

. using the National Bureau of Standards RaBe
photoneutron source, NBS-II. ' System counting
efficiency was repeatedly monitored using a PuBe
neutron source. Dead time corrections were de-
termined to be 0.2% per 1000 counts/sec. Count-

ing rates were usually kept below 1000 counts/
sec. Backgrounds were approximated by counting
neutrons with the beam stopped before the target
chamber and stopped by the beam dump with no
target in the chamber. In addition, the background
for Ag was measured directly at low energies
by going below the 2. 22 MeV '"Ag (p, n) threshold.
These background corrections varied from -14%
at S.5 MeV to &.2% at 6 MeV.

D. Targets

Special emphasis was placed on the production of
highly uniform targets. All targets had nominal
areal densities of 1 mg/cm' and were produced in
vacuum by vapor deposition on glass slides coated
with a thin layer of NaCl. The slide, masked to a
circular area of nominally 3 cm', was held in an
off axis geometry and rotated during evaporation.
The targets, after floating off the slides and dry-
ing, were thin disks which could be weighed before
mounting. The mounted targets were put into the
scattering chamber to check for uniformity, to
check on light mass impurities, and to get an in-
dependent measure of the target thickness by mea-
suring (P,P ) scattering yields at low energies and

assuming Rutherford scattering. After measure-
ments were completed on the ' 'Ag target, a 1.S
cm' disk was punched out of the center of the tar-
get. It was then weighed, mounted, and remea-
sured-in the scattering chamber to give a measure
of the accuracy of the target thickness determina-
tion.

The '"Ag and '"Ag targets were enriched to
98.54% and 99.26%%u~, respectively. The '"In tar-
get was made from natural indium metal. Since
""In is 95. 72% '"In, the cross sections measured
using a ""In ta,rget are essentially those of '"In.
Cross sections for the minor Ag or In isotopes in
the targets were assumed to be approximately
equal to the major isotope so that no correction
was necesaary. The targets were inspected for
impurities by observing their proton induced x-ray
emission (PIXE) as well as back scattering of
protons in the scattering chamber. Both methods
showed that all targets were essentially free of
impurities.

III. PRESENTATION OF EXPERIMENTAL DATA

Both the (P,P) and (P, n) cross sections are do-
minated by large and, for the purpose of the
present work, uninteresting Coulomb effects. To
a large extent these effects can be removed, re-
vealing any nuclear effects which might otherwise
be hidden.

The (P, n) excitation function rises nearly expo-
nentially due to the Coulomb penetrability. How-
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FIG. 2. Experimental and calculated differential
elastic cross sections. The (p, p) data were taken at
two angles for each target. The scales on the left are
for 165' and the scales on the right are for 135'. The
plot has been normalized by dividing by the Rutherford
cross section.

and Vc (Rc) is the Coulomb potential of a uniform-
ly charged sphere of charge Ze and radius R~.

The ten parameters of this optical-model poten-
tial are an overparametrization for the (p, n) and

(p,p) data. Therefore the number of free parame-
ters were reduced in the fitting procedure in a
manner similar to Johnson et a/. ' For their (p, n)
data, they did an investigation of the gradient of
X' in parameter space and fixed all but three of the
most sensitive parameters. They determined that
Vo KL) and ao we re the parameter s most suited
to fit the (p, n) data. A similar analysis for the
(p,p) data shows that a„, ~„, and xo are the most
sensitive parameters. Since a variation of a„or
x„can be made to produce the same results, x„
was fixed at 1.2 fm. V„a» W» V» and a&
were varied to fit both the (p, n) and (p, p) data.
The parameters V,', =6.4 MeV, r„=1.03 fm,
a„=0.63 fm, r„=1.20 fm, and b0=0. 32 were
fixed as in Ref. 3. The r~ were fixed at 1.235,
1.233, and 1.195 fm for ' "'Ag and '"In, respec-
tively. These radii were converted from the mea-
sured R, values of Ref. 14 using the relation

The data were fitted using the optical-model
program GENOA. " This program does a least-
squares fit to the input data and has the capability
of fitting absorption and shape-elastic scattering
cross sections at the same time.

V. CORRECTIONS FOR y-RAY AND PROTON
EMISSION

Although the absorption cross section is pre-
dominately the (p, n) cross section above the (p, n)
threshold, near the (P, n) threshold and, to a
lesser extent, at higher energies there can be a

TABLE II. Estimated uncertainties in the cross sections by source.

Source of
experimental

error
Standard

error in o(p, ~) (%)

Standard
error in (da/d~)(P, p) (%)

Incident energy

Energy loss in the target

Charge integration
Dead time
Background and impurities

Counting statistics
Target thickness
Efficiency

+1.2 at 3 MeV
+0.5 at 6 MeV
+0.7 at 3 MeV
+0.3 at 6 MeV

&+0.2
&+0.02
&M.O at 3.5 MeV
&+2.0 at 4.0 MeV
&+0.5 at 5.0 Mev
&+1
&+2

+0.2

+0.1

&+0.2
&+0.2
&+1

&+0.5
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yAgLE gI. Fitted proton optical-model parameters.

Nucleus
Vp

(MeV)
Qg

(fm)
WD

(MeV)
QD

(fm) (fm) Source

iPVAg

iPSAg

ii5y

55.0
55.6
55.1
55.2
53.6
55.3

0.80
(0.») '
0.80

(0.73)
0.77

(0.») '

33.0
22.6
32.3
21.3
17.8
13.9

0.34
0.42
0.35
0.42
0.39
0.41

1.35
(1.30)
1.33

(1.30)
1.30
{1.30) '

Present work
Ref. 5

Present work
Ref. 5

Present work
Ref. 5

Not fitted in Ref. 5.

significant correction due to z-ray and proton
emission from the compound nucleus. To make
these corrections the Hauser-Feshbach program
HEI GA, '6 mhich included y-ray decay of the com-
pound nucleus, was used. These corrections mere
made to obtain adsorption cross sections in the
manner described by Johnson et al.' The y-ray
strength function parameters and level density
parameters were calculated according to the
prescription given by Johrison. " Q values were
taken from Ref. 8. I ow-lying levels in the target,
compound, and residual nuclei were taken as the
adopted values published in Nuclear Data Sheets. '
The neutron potentials mere taken from Ref. 19.

VI. DISCUSSION

The results of the simultaneous optical-model
fits to the (p, n) and (p,p) data are shown in Figs.
1 and 2. In Fig. 1 the upper curve for each nuclide
is the proton absorption strength function while the
lower is the (p, n) strength function. The differ-
ence is the calculated Hauser-Feshbach correction
for compound elastic scattering and z-ray emis-
sion.

The parameters which correspond to the fits in
Figs. 1 and 2 are presented in Table III. For
comparison Table III also includes the parame-
ters which Johnson et al.' deduced from fits to
(P, n) data only. The most significant difference
between the two sets of parameters is in W&. A
fit to the present (p, n} data alone shows that the
resulting parameters are very close to the results
of the fit to both the (p, n) and (p, p) data. Hence
it is concluded that the difference in 8"~ is due
almost entirely to the difference in curvature of
the two sets of (p, n) data (Fig. I). However, the
data do agree to within the experimental accuracy.
This means that the two parameter sets given in
Table III from Ref. 5 and the present work repre-
sent a range in which a reasonably good fit to
both the (p, n) and (p,p) data may be obtained. An
attempt was also made to reduce W~ to the value

used for the Sn isotopes; however, no realistic
set of parameters could be found which would do
this.

The (p,p) data were almost equally well fitted
by either 8'D in Table V and hence gives no new
information about W~. At the least the (p,p} data
are consistent with the parametrization of Johnson
et a/. ' At most it may be indicating something
about the real potential parameters but, because
of the redundance of a„and ~, the interpretation
of the increase in a„(Table III) is not clear. The
elastic scattering cross section is sensitive to the
nuclear size and surface diffuseness. The proton
energy at which the average elastic scattering
cross section deviates from Rutherford scattering
measures some combination of r„and a~. Two
speculations are that the large value of a& is an
indication of a changing rms radius or that, in
reality, the large value of aI, does indicate a rela-
tively poorly defined nuclear surface.

VII. CONCLUSIONS

The present work has shown, by an independent
measurement, that the increasing value of W&

going from tin to indium to silver as reported by
Johnson et al. ' is not an artifact of their data.
Furthermore, W& is almost completely deter-
mined by the (p, n) data, i.e., the absorption cross
section. The parameters which describe the (p, p)
data, except for fine tuning, are essentially con-
sistent with the (P, n) parameters. The resulting
set of optical-model parameters gives a good fit
to both the absorption and the elastic scattering
cross sections.

The question still remains as to why the large
values of W'D were required. It seems certain that
in this region between closed shells there are ef-
fects which would tend to increase the absorption. "
Whether this can be described by a coupling of
the proton to states in the target in addition to the
ground state or perhaps an increased density of
two-particle one-hole states in the compound nu-
clei remains to be seen.
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