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The '"'""Os(n, y) cross sections were measured over the incident neutron energy range 2.6-800 keV.
Optimized statistical model fits to the average cross sections were made employing estimates of the '"Os,
'"Os, and '"Os p-wave strength functions 0.29 X 10 ', 0.45)(10 ', and 0.33 X 10 ', respectively, d-wave

strength functions 1.3 X 10 ', 4.0)& 10 ', and 1.5 X 10 ', respectively, and gamma ray strength functions

(I y/Do) 26.8 X 10 ', 176 X 10 ', and 20.8 )( 10 ', respectively. A lower bound for the '"Os neutron inelastic
cross section is estimated as 0.25(20) b at 30 keV. The Maxwellian-averaged capture cross sections are
presented as a function of temperature. The ratio of 30 keV Maxwellian-averaged cross sections

(cr~(186))/(cry(187)) = 0.504(17) is reported and the lack of agreement with earlier measurements of
this ratio is discussed. The use of this cross section ratio in estimating, via the "Re-'"Os beta decay, the
duration of galactic nucleosynthesis is discussed. The cross section ratio from this work yields an estimate of
10.4(25) p 10 yr for the duration of galactic nucleosynthesis, a result higher than but still consistent with

the estimate 7(2) X 10 yr derived from U/Th decay.

NUCLEAR REACTIONS Neutron capture, cross section, inelastic cross sec-
tion, strength functions, nucleosynthesis, Maxwellian-averaged cross section.

INTRODUCTION

As first pointed out by Clayton, ' the ' 'Re- ' 'Os
beta decay represents an isobaric pair uniquely
well suited for use as a chronometer of nucleo-
synthesis. However, use of this chronometer has
led to estimates for the duration of nucleosynthesis
approximately a factor of two larger than that using
the uranium-thorium chronometer. Conrad and
Zeh, ' Talbot, ' and Woosley and Fowler' have ex-
tensively discussed the difficulties inherent in the
application of the Re-Os decay. As these refer-
ences make clear, exploitation of the rhenium beta
decay as a probe of the epoch of nucleosynthesis
depends on careful remeasurements of the beta
decay rate, measurement of the inelastic neutron
cross section to the first excited state in "'Os,
and remeasurement of the "'Os and "'Os capture
cross sections to corroborate the only previous
measurements" available. This paper describes
measurements of the capture cross sections. The
cross sections resulting from this work differ from
those reported in Ref. 5 and 6. This has prompted
a careful appraisal of the earlier work and now

those cross sections have been revised in a direc-
tion toward agreement with our work. The result-
ing cross section uncertainties are small compared
to uncertainties in the other parameters required
for use of the Re-Os decay as a chronometer.

THE EXPERIMENTAL MEASUREMENTS

The neutron capture cross sections for the os-
mium isotopes 186, 187, and 188 were measured

over the incident neutron energy range 2.6 to about
800 keV at the Oak Ridge Electron Linear Accel-
erator (ORELA). The accelerator was operated at
800 pulses/sec with an electron burst width of =8
nsec FWHM (full width at half maximum). The
measurements were made at the 40 m station,
flight path 7, capture facility' shown in Fig. 1.
Neutron energy resolution width ranged from bE/E
=0.16/p at 2.5 keV to bE/E =0.5/0 at 800 keV
FWBM. The neutron flux was monitored using a
thin (0.5 mm) piece of 'Li glass placed =~ m up-
stream from the capturing sample in the neutron
beam. The I3I', neutron monitor shown in Fig. 1
was not used for this experiment. The neutron
capture rate was measured by detecting the prompt
y rays associated with the deexcitation of the com-
pound nucleus. A pair of fluorocarbon-based liquid
scintillation detectors (labeled "Nonhydrogeneous"
in Fig. 1) are symmetrically placed on either side
of the capturing sample. This arrangement re-
duces effects of possible misalignment of the sam-
ple or neutron beam to less than 0.2'%%uo. The effi-
ciency of the y ray detectors is made independent
of the capture y ray cascade spectrum by pulse
lieight weighting each capture event (above a sharp
153-keV bias) detected in the fluorocarbon scintil-
lators. The pulse height weighting results in an
efficiency which is proportional to the total energy
(binding plus kinetic energy) available from the
compound nucleus deexcitation y spectrum. The
efficiency independence has been confirmed' "
(to =1%%uo) for the 3.92-eV resonance in holmium,
the 6.7-eV resonance in uranium-238, and the
5.19-eV resonance in silver. The normalization
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FIG. 1. The ORELA capture facility on flight path 7 at the 40 m flight path station.

of the calculated detection system efficiency is
accomplished by saturation of the 4.9-eV reso-
nance in ("'Au+ n). For this gold resonance, the
capture reaction dominates over elastic scattering.
The gold sample used is sufficiently thick (0.0029
atoms/b) so that neutron transmission near the
peak of the resonance is negligible, hence the cap-
ture yield per incident neutron flux is measured.
The neutron escape probability (=2.6%, primarily
due to back scattering from the gold) was deter-
mined using a Monte Carlo calculation. Values of

the detection efficiency normalization factor
(TEDEFF) determined by saturating the 4.9-eV
gold resonance are presented in Table I. The pro-
cedure for evaluating TEDEFF is described in

greater detail by Macklin et al."
The work described in this paper is based on two

two-week accelerator operating cycles during
which efficiency calibration runs and system sta-
bility checks were interspersed with the osmium

capture cross section measurements. Results of
periodic checks of the detection system gain sta-

TABLE I. Sequence of the ORELA Os(n, y) experiments.

Run no. Experiment
TEDEFF/Monitor

comments

8050
8060
8070

8080

8090
8100

8110

8120
8140

8150
8160

8170

Sat. 4.9-eV
187ps(n ~)

Os(n, y)
double sour ce

Sat. 4.9-eV
double source

No sample
i88OS (n ~)

double source
|87ps (n ~)

double source
No beam
Sat. 4.9-eV
186pS (n ~)

double source
Os(n, y)

Sat. 4.9-eV
double source

No sample
double source

Au

check
Au
check

check

check

Au

check

Au
check

check

1.0109(47)
26.1 x 10'
30.0 x 106

1.4k gain adjustment
1.0122 (46)

no gain adjustment
background measurement

25.]. x 1p
no gain adjustment

85.7 x 106

no gain adjustment
background measur ement

1.0094(39)
1p6 x 106

0.9% gain adjustment
37.5 x 106

1.0072 (45)
no gain adjustment

background measurement
no gain adjustment
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bility using a Pu-Be source (total energy detectors)
and a ' 'Am a source (flux monitor) are included
in Table I. The total energy detector efficiency
va, ries as the 1.387 power of the variation (relative
to a reference value) of the gain. The entries in
Table I suggest that the largest variation in effi-
ciency observed during these experiments was
=0.

PRELIMINARY DATA ANALYSIS

The data rates for these measurements are much
less than one event for each neutron burst and
hence the time interval digitizer is operated on a
one stop per neutron burst basis. This means that
the clock dead time is dominant and the dead time
corrections are easily calculable. The maximum
dead time correction for the flux monitor was &2%%uo

and for the total energy detectors =8%%up, very near-
ly independent of the particular run. The acceler-
ator-independent backgrounds are monitored during
each run over the time of flight interval 900-951
psec (=11 eV), where the "Boverlap filter is
nearly black, and, as shown in Table I, were also
monitored during a period when the accelerator
was off. Near 2.5 keV, this background was =12%
of the foreground for the second "'Os and "'Os
runs, and was =20% for both of the (shorter) 'SBOs

runs. The accelerator-dependent, sample-inde-
pendent background correction is conventionally
found as the average of a number of long duration
runs without a sample (corrected for the acceler-
ator-independent background) and was 22%%uo for the
"'Os runs, 13% for the "'Os, and 36%%u~ for the
"'Os over the range 2.5-6.0 keV. The uncertainty
deriving from this correction was estimated to be
s5/~ of the correction. These two background cor-
rections are relatively large, but a check on the
precision with which they were performed is pro-
vided by the two no-sample runs. When the no-
sample runs were corrected for these backgrounds,
it was found that the resultant residues were zero
within counting statistics. In order to retain as
much shape information in the cross section data
as possible, however, the residues were restored

to the data after correction for each of the mea-
sured backgrounds. There is also a time-dependent
sample-dependent background which is obtained
from a 'Pb long duration run and scaled via scat-
tering cross section to the isotope of interest. This
correction over the 2.5-6.0 keV range was =4%%u&& for
the "'Os runs, =2%%up for the "'Os runs, and =7%%up for
the "'Os. The uncertainty propagated for the back-
ground corrections was the larger of the residues
for the no-sample data or the statistical uncertain-
ty propagated through the various background cor-
rections. The resulting uncertainties for a 0.25-
keV averaging interval centered at 2.75 keV were
1'%%uo of the corrected cross section for the "6Os
runs, 0.5/~ for "'Os, and 1,6%%uo for "'Os. The
small size of these uncertainty estimates is re-
markable since the osmium samples were of much
smaller mass (2 g for the 187 and 188 samples and
2.98 g for the 186 sample) than the 0.1 mole for
which the ORELA capture facility was designed.
In addition to the corrections for background ef-
fects, the raw data also were corrected for y ray
absorption in the Os samples. The attenuation was
calculated for the ORELA capture facility geometry
and for a typical capture cascade spectrum. The
correction resulted in an approximately 10'%%uo en-
hancement of the observed capture yield nearly
independently of the particular osmium sample.
The uncertainty in this correction is assumed neg-
ligible.

The isotopic enrichments of the osmium samples
are given in Table II. Corrections for the isotopic
impurity contributions for the high resolution cap-
ture yield involve detailed knowledge of the sample
thickness effects and hence of the total capture
cross sections. Fortunately in this work, since
it is the average capture cross sections which are
of interest, only average sample thickness and
isotopic impurity corrections are required. To ef-
fect these corrections the observed capture yields
were averaged into energy bins of width large
compared with the reported resonance spacings.
Below 112 keV these bins were 0.250 keV wide,
and hence contained tens of resonances. Above
100 keV, wider bins were used.

TABLE II. Isotopic composition (in atomic percent) of the osmium samples. Elemental
impurities are &1,8% for the 6Qs sample, &1.2% for the ~ Os sample, and &0.04% for the
tssOs sample.

Enriched
isotope 184 186 187 188 189 190 192

186
187
188

&0.02 78.39(15)
&0.05 0.93(2)
&0.05 0.13(3)

1.62(3)
70.38 (15)
0.17(3)

5.07(5)
12.79(10)
94.47 (20)

4.09(4)
5.28(5)
2.77(5)

5.15(5)
5.41(5)
1.42(4)

5.67(6)
5.26(5)
1.04(4)
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The sample thickness correction factors were
calculated using a modification, as described by
Macklin, "'"of a procedure suggested by Dresner"
which explicitly includes level fluctuation effects.
Nea, r 30 keV, the net corrections are 3%%up ("60s),
6% (' 'Os), and 2%('880s) and are predominantly
due to multiple scattering. Near 100 keV the cor-
rection reaches 8'%%uo for all of the isotopes, then
decreases slowly at still higher energies as the
total scattering cross section drops and becomes
more forward peaked. Below 30 keV, resonance
self-protection is more significant for these sam-
ple thicknesses, balancing the multiple scattering
effect near 20 keV for the even isotopes and near
3.1 keV for the odd isotope. At our lowest energies
(=3 keV) the resonance self-protection becomes
particularly severe for the even isotopes with their
higher peak total cross sections, reducing average
capture per nucleus up to 37% compared with a
sample of negligible thickness. Input parameters
for these sample thickness correction calculations
are the s-wave strength functions and level spac-
ings for the even isotopes taken from the work of
Vertebnyi, "the p-wave strength functions esti-
mated from those reported" for other nuclei in
this mass region, and the nuclear level spacings
for "'Os taken from the work by Stolovy et al."

The correction for isotopic impurity contribu-
tions to the observed capture yield for a sample
highly enriched in one major isotope takes advant-
age of the linearity of each isotopic contribution to
the total observed y energy yield for any isotopic-
ally enriched sample. Thus the observed capture
yield for the sample enriched in isotope i =186,
18'7, 188 can be written

Y,.(E) =C„Y',(E), j =186, 187, 188, 189, 190, 192 (1}

of the isotopic unscrambling to uncertainties in the
assumed minor impurity cross sections was ex-
amined by performing the unscrambling for a num-
ber of assumed minor impurity cross sections.
One such assumption was to treat the 189 as 1&7,
and the 190 and 192 as 186. This approximation
led to capture yields differing not more than 12%
from those using Browne's ratios, giving, for ex-
ample, differences of 9% (186} 6'%%up (187) and 9%%up

(188}near 30 keV. These are relatively small
effects considering that treating the 189 as 187 un-
derestimates that capture yield by a factor of 1.8.
This insensitivity to the effects of minor impurity
contributions is due to the nearly equal fraction of
each impurity in each of the samples.

AVERAGE CROSS SECTIONS AND STATISTICAL
MODEL FITS

As mentioned earlier the enriched osmium iso-
tope samples are ten times smaller than typical
ones the experimental equipment was designed to
measure. Thus the measurements were replicated,
with particular attention to background and cali-
bration measurements. It was possible in the sec-
ond cycle to collect considerably more data for
each sample and thereby improve the counting
statistics. The two sets of runs were combined
for each isotope and Figs. 2-5 present the result-
ing average capture cross sections of "'Os, "'Os,
and "'Os. Note that even though each averaging
interval includes tens of resonances, nuclear level
fluctuations are still apparent even above 50 keV.
The errors shown are only those associated with
counting statistics and the corrections discussed
above and do not include any systematic error es-

Yj(E) =C;, 'Y, (E) . '
(2)

where Y,'(E) is the yield from a sample of 100%
enrichment in the jth major isotope. The com-
position matrix C has as elements the fractional
abundances (Table II) of the various isotopes pres-
ent in a sample enriched in a given isotope. The
capture yields Y&(E) from isotopicallypure samples
are found by simply inverting the composition matrix

10
Ll
E

Ib

os (n, y)

Since only samples enriched in "'Os, "Os, and
"'Os were used in this work, estimates for the
capture cross sections for the minor impurities
"Os, ' Os, and "'Os were required to correct
for these small but nonnegligible contributions.
Browne and Berman" have measured these cross
sections and generously provided us with ratios of
these three cross sections to their ' Os cross sec-
tion. The use of ratios reduces the propagation of
systematic errors from the measurement of Browne
and Berman to the present work. The sensitivity
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FIG. 2. Effective cross section for Os(n, y). The
curve is a statistical model fit to the data below 112
keV. The arrow marks the position of the 2' first ex-
cited state 137 keV above ground. Note the marked ef-
fect of the opening of the inelastic channel.
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FIG. 3. Effective cross section for Os(n, y). The
curve is a statistical model fit to the data below 74 keV.
The arrow marks the location of four of the first five
excited levels. A p level at 100.7 keV is not shown.
Note that evidence of inelastic competition effects for
the 9.75-keV ~ state is not obvious but such effects are
observed for the 3 higher states.
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timates such as uncertainties in the 'Li(n, ~) mon-
itor efficiency as a function of energy. The 'Li
glass efficiency was determined to (1-2)% relative
to the current ENDF/B V Li(n, a) and ' 'U(n, f)
cross section standards. " A comparison of the
first and second runs on each sample allows an
estimate of the otherwise unrecognized experi-
mental errors, calculated via the chi square sta-
tistic, as a function of energy;

y' =Q (Rq —1)'/V(R, ), i = 186, 187, 188

8,. is the ratio of the two estimates of the average
cross section for the ith isotope. The variance

Os (n, y)
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FIG. 5. Quality of the statistical model fit to the
Os(n, y) cross section data for various values of the

30-keV inelastic parameter S«. . The corresponding
values of S& from the fits are shown. The arrows indi-
cate the value of S& found for Os and ' Os and the re-
sult of an optical model calculation (Ref. 16).

V(R, } of the ratio is calculated in the usual manner
for a ratio of two quantities with variances
V [a &,(early, late}] and where it is assumed that
all components of the variances V[o&,] are un-
correlated except for the time-dependent, sample-
independent backgrounds (determined by scaling
the same background) which are assumed to be
100% correlated. An estimate of the "external"
error, i.e. , including systematic effects, is then
obtained from

V'(R,. ) =y, 'V(R, ), (for y„'&1), i=186, 187, 188.

(4)

102 I
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This variance analysis increases the errors of
the combined data shown in Figs. 2-5 by a factor
of (y„')'' =4.6 near 2.5 keV, decreasing to unity
at about 20 keV (for y, '&1, the statistical errors
are left unchanged). Thus above =20 keV, the un-
certainties shown in Figs. 2-5 include both mea-
sured cross sections for each isotope.

FIG. 4. Effective cross section for Os(n, y). The
curve is a statistical model fit to the data below 112
keV. The arrow marks the location of the 2' first ex-
cited state at 155 keV. Note the competition effects as
the inelastic channel opens.

STRENGTH FUNCTIONS AND THE STATISTICAL
MODEL OF NEUTRON CAPTURE

The curves shown in Figs. 2-5 are least square
fits" to the statistical model form of the average
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capture cross section,

211' ~ g(J)1„(J)I,~ D(J )(r (J')}+IJ' 7i

where s is the channel spin and where the average
neutron width can be written

I'„(J')=S, VE/E„v,D(J') .

P (E„)P(E„-E()h
nn' n nn' y2(E )E2

n

(8)

The reference energy E„is conventionally taken as
1 eV and the v, are measures of the probability of
a neutron with angular momentum / penetrating the
centrifugal barrier. The S, are the neutron strength
functions and D(J') a.re the mean spacings for lev-
els of angular momentum J and parity m. In fitting
this form to the data, terms for l=0, 1, 2 partial
waves only were included. Further it is assumed
that the average radiative width I'& is independent
of spin and parity and that the level densities are
(2J + 1) dependent. The level fluctuation correction
factor F(I'&/I'„) is taken from the work by Lane
and Lynn. " The lowest excited states in "'Os+ n

and "Os+ n are at 137 and 155 keV, respectively,
and hence the statistical model fits were restricted
to the data below 113 keV in order to avoid com-
petition effects as the inelastic channel opens. In
the case of "'Os(n, y), competition effects above
the 9.75-keV first excited state (up to the 74- and
75-keV excited states) were incorporated into the
statistical model. The model restricts the com-
petition to involve only the J'=1 channels (s-wave
incident} since the penetrabilities for inelastically
scattered neutrons for partial waves greater than
l =0 are negligibly small. The competition effects
in the capture channel (J'=1 ) are assumed to have
the form

&r, (1;E„)')(;E.) =o,(1;E.) (1-.E ), (E ), ( )
&y y n +&nn' n

where o&(1;E„)is calculated using the J'=1 term
in Eq. (5) and

where P, is the penetrability for s-wave neutrons,
8 is the channel radius, and E,

„

is the threshold
for scattering to the first excited state and C„„.
varies only slowly with energy (for E„&E,„).For
convenience and clarity we report o „„~(30 keV)
=—S„„.rather than C„„.This prescription has given
excellent descriptions of the competition effects in
the case of "'Th(n, y) (Ref. 22) and '"Tb(n, y) (Ref.
23). The least squares fits to the average cross
sections yield estimates for some or all of the en-
ergy independent strength functions S, , S, , S, , and
a radiative strength function S& =I' z/Do, where D,
is a mean spacing such that D(J') = D, /(2 J+1).
The value of S, was fixed at a common value S,
=2.2x10 ' for all three isotopes as the capture
data were relatively insensitive to it. This value
is consistent both with systematic evaluations"
and osmium data reported by Vertebnyi. " Table III
presents the results of these least squares fits.
The P-wave strength functions for the '8'Os and
"'Qs are in good agreement with p-wave strength
functions reported for the" "tungsten isotopes
and suggest that the minimum in the p-wave strength
function near mass 180 is significantly deeper than
indicated by the optical model fit of Mughabghab. "
Figure 5 shows the quality of fits (as measured by
)(,') and corresponding values for S, for a, series
of least squares fits using various assumed values
for S„„.. It is clear from the figure that if the val-
ue of S, is required to be not more than a factor of
2 different from the values for 186 and 188 and if
only fits with y, ' close to the minimum are accept-
ed, then S„„.=0.25(20) b and S, —=0.45X 10 ' are ac
ceptable choices. This value for S„„canbe in-
terpreted (since the competition was with the cap-
ture only) as a crude lower bound on the inelastic
cross section near 30 keV. This bound is consis-
tent with the results of a recent Hauser-Feshbach
calculation by Woosley" giving 0.8 b for this cross
section at 30 keV.

The gamma ray strength functions lead to esti-
mates for average radiative widths (see Table III
for D,}F z

——80 meV (186), 78 meV (187), and 69
meV (188). These are somewhat smaller than

TABLE III. Strergth functions from statistical model least squares fits.

Isotope S() x 104 S& x104 S, x104 S„x104

186
187
188

2.2 '
2.2
2.2 a

0.29(2)
0.45b
0.33{2)

1.3(1)
4.0(1)
1.5(1)

26.8{5)
176(3)
20.8 (4)

30
4.42(17) '

33'

Not varied.
For S~.=0.250 b, see text for discussion.

c Reference 15.
d Reference 17.
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Vertebnyi's" results I'& =122(10) meV for two
resonances in '880s+ n, I'& =92(10) meV for three
resonances in '8'Os+ n, and I'& ——110(20) meV for
one '"Os+ n resonance.

The only previously reported measurements of
Os capture cross sections in the kilovolt incident
neutron energy range are those reported for
' 'Os(n, y) and "'Os(n, y) by Browne and Berman. '
In Table IV are presented for comparison values of
the cross sections (averaged as in Ref. 5) from this
work and those taken from Fig. 3 of Ref. 5. The
two measurements of the "'Os cross section are
in good agreement up to 150 keV, the upper end of
Browne's energy range. The "'Os measurements,
however, are in substantial disagreement, the
cross section from this work ranging from 80%
larger at 5 keV and 50 /0 larger at 10 keV, to -30%
larger from 20 to 150 keV. We understand" that
significant revision of the background corrections
primarily affecting the "'Os(n, y) cross section
reported in Ref. 5 removes this discrepancy.

Also presented in Table IV are the results of
Hauser-Feshbach statistical model calculations
by Holmes et al.~ as modified by Woosley and
Fowler' to include the measured level spacings
and to take nuclear level width fluctuations into
account. The calculations overestimate, relative
to either set of measurements, both cross sec-
tions, although the calculations are in better agree-
ment in shape and normalization with the results
of this work. Some adjustment of the nuclear po-
tential and level density parameters used in the
Hauser-Feshbach calculations are required to fit
the observed capture cross sections. Such im-
provement would also be expected to enhance the
accuracy of Woosley's calculation of the inelastic

cross section and its effects on capture.

MAXWELLIAN-AVERAGED CROSS SECTIONS

Since s-process heavy element nucleosynthesis
is assumed' to take place in stellar interiors, the
neutrons and nuclei are expected to obey a Max-
well-Boltzman energy distribution. Hence, it is
the Maxwellian-averaged capture cross sections
(o &) = (&r & v)/vr which are of importance in astro-
physics. The Maxwellian-averaged osmium 186,
187, and 188 capture cross sections are shown in
Fig. 6 for a range of temperatures (kT) character-
istic of stellar interiors. There was only one sig-
nificant departure from the Maxwellian-averaging
procedure as described by Allen et al." The stat-
istical model fits [Eq. (7) and Table III] were used
below E„=2.5 keV, the lower limit of our data.
The error estimates were obtained by propagating
the cross section variance estimates (including
the systematic effects discussed above) through
the Maxwellian averaging assuming all components
of the variance to be uncorrelated. The assumed
(50%) uncertainty in the s-wave strength functions
dominates the error estimates up to kT= 30 keV
even though the strength function contribution at
30 keV is only=4%.

The ORELA 30 keV Maxwellian cross sections
for "'Os and "'Os are rather close to the semi-
empirical estimates made by Allen et al. ,

"0.330
b (cf. 0.467 b, this work) for '88Os and 0.900 b (cf.
0.927 b) for "'Os. The odd-A/even-A capture
cross section ratio we find near 30 keV is only
10% lower than the empirical average (2.2) re-
ported by Macklin" for many elements and some-
times used (e.g. , Allen" ) to predict unmeasured
cross sections.

TABLE IV. Comparison of Os(n, p) cross sections from this work with the work by Browne
and Berman' and Hauser-Feshbach calculations by Holmes et al. as modified in Ref. 4.

En

{keV)
This
work

0'„(186)b
Browne
et al. ' H F&e

Thl.s
work

a„(187)b
Browne
et al. '

5
10
20
30
50

100
150

1.37
0.83
0.52
0.41
0.33
0.27
0.20

0.76
0.55
0.44
0.33
0.27
0.21
0.15

1.37
0.95
0.68
0.57
0.45
0.37
0.26

3.54
2.06
1.14
0.82
0.63
0.39
0.25

3.2
1.9
1.1
0.85
0.64
0.36
0.34

3.50
2.34
1.34
1.08
0.81
0.46
0.31

Uncertainty in these ~limbers & 2%, dominated by the uncertainties in the flux monitor
normalization.

Reference 5 gives an estimate of uncertainty of 8% for these entries.
Reference 5. See text, however, for revision to 186 (Col. 3).
Reference 27.

'Reference 4.
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FIG. 6. The Maxwellian-averaged capture cross sec-
tion (cr„)for the osmium isotopes 186, 187, and 188.
The error bars shown include the systematic errors
discussed in the text.

(0 (186))/&0 (187)&

TABLE p. Os, ~Os, and Os Maxwelljan-aver-
aged capture cross sections for various temperatures
(T). The error estimates shown include the systematic
effects discussed in the text.

kT
(key)

(0„(186))
b

(~ (187))
b

(~„(188))
b

(~„(186))
(a„(187))

10
20
30
50

100

0.907(28)
O.5S1(15)
0.467(12)
O.365(9)
O.266(7)

2.O9(9)
1.24(3)
O.927 (19)
O.654(13)
0.418 (9)

0.770 (29)
0.503(18)
O.413(15)
O.331(11)
0.242(8)

0.434(23)
0.469 (17)
0.504(17)
0.559(18)
0.636(21)

An important parameter required by the Re-Os
cosmochronometer is the ratio of "'Os to '"Os
Maxwellian-averaged cross sections. We find

( o „(186})i(o z(187)) = 0.504(17) at k T = 30 keV. The
ratio as a function of kT in the range of astrophys-
ical interest is shown in Fig. 7 and listed in Table
V. The variance analysis for the ratios assumed
all components of the variances of the cross sec-
tions to be uncorrelated except for those compo-
nents associated with the time-dependent, sample-
independent background cor rections. These were
taken as fully correlated since the same background
determination was scaled to correct all six cross
section measurements. Also shown in Fig. 7 are
the only two previously reported measurements of
this ratio. The measurement 0.41(4) near 24.5 keV
by Browne et al. ' was made at the National Bureau
of Standards (NBS) 10 —MW reactor using an iron-

FIG. 7. The ratio (0.„(186))/(0„(187))as a function
of kT for stellar temperatures. The triangle shows the
result of a measurement at the NBS (Ref. 6) and the cir-
cle, a measurement at LLL ref. 5). See text for re-
visions of both the NBS and LLL results.

filtered neutron beam. For comparison with the
NBS result, the cross sections from our work were
averaged using a Gaussian weighting function with
FWHM = 3.7 keV, the value reported' as the width
of the iron window. The resulting ratio of cross
sections is 0.49(1), significantly larger than the
NBS result. The NBS reactor beam experiments
consisted of several runs having high and variable
backgrounds. The two best runs (lowest back-
ground) gave" 0.46 and 0.49 for the ratio, in much
better agreement with our results. Our result at
30 keV is likewise significantly larger than Browne
and Berman's' result 0.39(3) (see Fig. 7) from an
experiment at the Lawrence Livermore (LLL) 100
MeV Linac. The revision, "discussed above, gives
a ratio 0.49(4) in excellent agreement with us.

AGE OF THE ELEMENTS

The use of the "'Re- "'Os beta decay as a mea-
sure of the duration of nucleosynthesis 6 has re-
ceived considerable attention since the possibility
was first suggested by Clayton' some fifteen years
ago. Discussions of the use of the Re-Os decay as
a nucleosynthetic chronometer can be found (among
other sources} in Clayton's original paper, ' a text
by Clayton, "and in an article by Fowler. " Three
features of the Re Os decay make it appear un-
iquely well suited as a chronometer of heavy-
element nucleosynthesis (see Fig 8). (1) "'.Re can
be made only by the r process since the s-process
path fpllpws the ' Re p decay tp ' Qs. The 91 hpur
"'Re decay half-life is very much shorter than the
s-process mean neutron capture time. " (2) The
stable isotppe "'W shields '"Qs frpm the r pro-
cess and hence the abundance of "'Os is entirely
due to the s process. (3) The abundance of '870s



21 88Os(n, y) CROSS SECTIONS AND GALACTIC. . .

77

~ 76

z 75
O

O 74

73

I
I

.0002'. Q016, Q 016.0.133 0.161,0264 (15d) /041'

, Q 3/7~ (90h) ', 0 63&~

~8~(84'
1 y(8/6~

,0 306 {76 d),0.284:

{n,y)

os—

184 186 188
ATOIVIIC Ul/EIGHT

190 192

FIG. 8. The path of the s process of nucleosynthesis in the region involving Re and Os. Note that Os and YOs

are shielded from the r process.

is due to both the s process through "'Os and to
the beta decay of "'Be. Thus if the s-process
osmium-187 abundance "'Os(s) (the chemical
symbol will be used to represent abundances) is
subtracted from the primordial total osmium-18V
abundance "'Os, the difference '8«Os(P) is attibu-
ted to the "'Re beta decay and is a measure of the
duration of nucleosynthesis. Clayton's' local ap-
proximation can be used to calculate "'Os(s),

"'Os(s) = "'Os( o «(186))/( o ~z(187))

since "'Os(s) ="'Os. The symbol o~& represents
the neutron capture cross section at steoer tem-
peratures. Holmes et al.~ show that these stellar
cross sections can be obtained from the laboratory
cross sections(o «) by multiplication by an en-
hancement factor f —= (o4«)/(o «). They also present
the results of Hauser-Feshbach calculations of

what appear to be the best estimates of the cross
section enhancement factors f due to population of
nuclear excited states. They report for the kT =30
keV cross section for "'Os, f=1.01 and for "'Os,
f=1.23. Hence, the 186/187 cross section ratio as
measured in the laboratory should be "enhanced"
by a factor I'67 = 0.83. At least two less precise
estimates of I'67 larger than unity have been pub-
lished. ' " This, plus the fact that the Hauser-
Feshbach calculated "'Os capture cross section
is in disagreement with the measurement, sug-
gest a substantial uncertainty in I „andhence in
the estimate of "'Os(s). For this work F„=0.83
is adopted as the best estimate currently available
(see Ref. 4 for more nearly complete discussions
of the consequences of the uncertainty in F„)

Thus, the ratio of "'Os(p) to the parent "'Re can
be written, '

"'Os(P) ("'Os/Os) -F„('"Os/Os)(o,(186))/((«, (187)) Os
"'Re ("'Re/Re) Be (10)

The abundance ratios" appearing in Eq. (10)used in
this work are given in Table VI. The primordial,
i.e., at time b after r -process nucleosynthesis
begins, ratio appearing on the left-hand side of
Eq. (10) can also be written, ' in terms of an ex-
ponential model for r-process nucleosynthesis, as

'"Os(P} X„-)(6 1 —exp(-)(„6}
"'Re )(a exp(-)(() 13, ) —exp(-Az 13 )

Xa=ln2/r(), where X() is the ~'Re-~'Os mean beta
decay rate. Discussions of measurements of ~8
and the associated uncertainties are given in Refs.

I

35-3'7. The effects of temperature in the stellar
environment on v& are discussed in Refs. 2-4. A

perusal of these references reveals considerableun
certainty concerning the value of v&. We adopt vs
=44X10' yr, a value in reasonable (=20/p) agree-
ment with the result from what appears to be the
best I3 counting measurement" and the result de-
riving from rock-dating techniques (see for ex-
ample Refs. 31 and 38}.

Clearly a choice has to be made from a range
of exponential models from a uniform rate ()(+=0)
of r-process nucleosynthesis to a sudden (Xz ~)
r-process nucleosynthetic event. Fowler" sug-
gested an intermediate model such that the &-
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TABLZ VI. Meteoritic abundance data used in Eq. (10)
of the text.

Present ' Primordial

86OS/ps
87OS/pS

&87Re/Re

Ps/Re

0.0159
0.0164
0.63

13.8 (6)

0.0159
0.0125(4) '
0.65

13.1(10)

'See Ref. 34 for additional references.
From Cl chrondrites, Ref. 34.' Calculated using ~&-—4.4 & 10~ yr (Refs. 35-37). The

error quoted does not include the uncertainty in 7&.

30
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process rate at the time of solar system formation
is 9% of the initial rate, i.e., X+A =

6 4, . Adopting
that choice, Fig. 9 presents the results of simul-

taneouslyy

solving Eqs. (10) and (11)for 4. The ORE LA
result for the cross section ratio 0.504(17) lea, ds
to A =10.4(4) billion years. The uncerta. inty esti-
mate (shown as solid error bars in Fig. 9) reflects
only the uncertainty in the cross section ratio. If
a 20% uncertainty in the half-life T8 is a.ssumed

and the other uncertainties shown in Table VI are
included, the uncertainty in the value for 6 be-
comes 2.5 billion years. Clearly this is only ap-
proximately correct since the uncertainty in v&

could be much larger than 20%. This uncertainty
estimate for b, is shown in dashed error bars in
Fig. 9. Thus, using the ORELA cross section
ratio, the Re-Os chronometer yields 10.4(25) bil-
lion years for L. This result is consistent with
the estimate (using the same exponential model)
6 =7(2) billion years from U/Th (see Fig. 9). The
published (unrevised) Livermore ratio (also shown
in Fig. 9) leads to A =12.9(30) billion years, not
quite consistent with the U/Th result. With their"
revision discussed above, that apparent disagree-
ment is removed. It seems clear that uncertain-
ties in the cross section ratio are no longer the
major problem in use of the Re-Os chronometer.

r-PROCESS ABUNDANCE OF ~ 8Os

The local s-process approximation applied to
"'Os(s) and '"Os(s) [through "'Os(s)], allows us
to also calculate the primordial r-process con-
tribution to the osmium-188 abundance, in terms
of "'Os and the enhanced ratio F«(o z(186))/
(o&(188)). The stellar temperature enhancement
factor E«—-1.00V is taken from Holmes et al."
We find '880s(r) =0.083 (on the Si = 10' scale of
abundances), which compared to "'Re =0.036
(Si =106) from the above provides an example of
the important odd/even fluctuations expected in
the r-process abundances.

CONCLUSION

Remeasurement of the 's6''s7 ' 'Os neutron cap
ture cross sections has reduced the discrepancy
between calculations of the age of the galaxy prior
to solar condensation as determined by the Re-Os
and the U/Th chronologies. The average nuclear
parameters we find are in reasonably good agree-
ment with compound nucleus calculations and with
nuclear systematics.

FIG. 9. The Re-' Vps chronometer. The square is
the result of the LLL measurement (Ref. 5) (without
revision, see text) and the circle, the result from this
work. The estimate for the duration of galactic nucleo-
synthesis derived from this work, 10.4(25) &10 is con-
sistent with the estimate using U/Th, 7.0(20). The
characteristic r-process rate factor 0.43 (and the U/
Th age) is adopted from model parameters (Ref. 31)
based on 2 Pu and I abundances of Wasserburg et al.
Other sets of model parameters suggested to us lead
to slightly greater ages, still within the error bars
shown.
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